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We give in this paper a convergence result concerning parallel synchronous algorithm for
nonlinear fixed point problems with respect to the Euclidian norm in Rn. We then apply
this result to some problems related to convex analysis like minimization of functionals,
calculus of saddle point, and convex programming.

1. Introduction

This study is motivated by the paper of Bahi [2], where he has given a convergence result
concerning parallel synchronous algorithm for linear fixed point problems using non-
expansive linear mappings with respect to a weighted maximum norm. Our goal is to
extend this result to a nonlinear fixed point problem

F
(
x∗
)= x∗, (1.1)

with respect to the Euclidian norm, where F :Rn→Rn is a nonlinear operator. Section 2
is devoted to a brief description of asynchronous parallel algorithm. In Section 3, we
prove the main result concerning the convergence of the general algorithm in the syn-
chronous case to a fixed point of a nonlinear operator fromRn to Rn. A particular case of
this algorithm (algorithm of Jacobi) is applied in Section 4 to the operator F = (I +T)−1

which is called the proximal mapping associated with the maximal monotone operator T
(see Rockafellar [10]).

2. Preliminaries on asynchronous algorithms

Asynchronous algorithms are used in the parallel treatment of problems taking in con-
sideration the interaction of several processors. Write Rn as the product

∏α
i=1R

ni , where
α ∈ N− {0} and n =∑α

i=1ni. All vectors x ∈ Rn considered in this study are splitted
in the form x = (x1, . . . ,xα), where xi ∈ Rni . Let Rni be equipped with the inner prod-
uct 〈·,·〉i and the associated norm ‖ · ‖i = 〈·,·〉1/2

i . Rn will be equipped with the inner
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product 〈x, y〉 =∑α
i=1〈xi, yi〉i, where x, y ∈Rn and the associated norm ‖x‖ = 〈x,x〉1/2 =

(
∑α

i=1‖xi‖2
i )1/2. It will be equipped also with the maximum norm defined by

‖x‖∞ =max1≤i≤α
∥∥xi
∥∥
i. (2.1)

Define J = {J(p)}p∈N as a sequence of nonempty subsets of {1, . . . ,α} and S= {(s1(p), . . . ,
and sα(p))}p∈N as a sequence of Nα such that

(i) for all i∈ {1, . . . ,α}, the subset {p ∈N, i∈ J(p)} is infinite;
(ii) for all i∈ {1, . . . ,α}, for all p ∈N, si(p)≤ p;

(iii) for all i∈ {1, . . . ,α}, limp→∞ si(p)=∞.
Consider an operator F = (F1, . . . ,Fα) : Rn → Rn and define the asynchronous algorithm
associated with F by

x0 = (x0
1, . . . ,x0

α

)∈Rn,

x
p+1
i =



x
p
i if i /∈ J(p),

Fi
(
x
s1(p)
1 , . . . ,x

sα(p)
α

)
if i∈ J(p),

i= 1, . . . ,α,

p = 0,1, . . .

(2.2)

(see Bahi and et al. [3], El Tarazi [4]). It will be denoted by (F,x0, J ,S). This algorithm de-
scribes the behavior of iterative process executed asynchronously on a parallel computer

with α processors. At each iteration p+ 1, the ith processor computes x
p+1
i by using (2.2)

(see Bahi [1]).
J(p) is the subset of the indexes of the components updated at the pth step. p− si(p)

is the delay due to the ith processor when it computes the ith block at the pth iteration.
If we take si(p) = p for all i ∈ {1, . . . ,α}, then (2.2) describes synchronous algorithm

(without delay). During each iteration, every processor executes a number of computa-
tions that depend on the results of the computations of other processors in the previous
iteration. Within an iteration, each processor does not interact with other processors, all
interactions take place at the end of iterations (see Bahi [2]).

If we take

si(p)= p ∀p ∈N, ∀i∈ {1, . . . ,α},
J(p)= {1, . . . ,α} ∀p ∈N,

(2.3)

then (2.2) describes the algorithm of Jacobi.
If we take

si(p)= p ∀p ∈N, ∀i∈ {1, . . . ,α},
J(p)= p+ 1 (mod α) ∀p ∈N,

(2.4)

then (2.2) describes the Gauss-Seidel algorithm. For more details about asynchronous
algorithms, see [1, 2, 3, 4]. In the following theorem, Bahi [2] has shown the convergence
of the sequence {xp} defined by (2.2) in the synchronous linear case, that is, F is a linear
operator and si(p)= p, for all p ∈ {1, . . . ,α}.
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Theorem 2.1. Consider {Tp}p∈N a sequence of matrices in Rn×n. Suppose the following
hold.

(h0) There exists a subsequence {pk}k∈N such that J(pk)= {1, . . . ,α}.
(h1) There exists γ
 0(γ
 0 means that γi > 0 ∀i ∈ {1, . . . ,α}), for all p ∈ N, Tp is

nonexpansive (a matrice A ∈ Rn×n is said to be nonexpansive with respect to the
norm ‖ · ‖ if for all x ∈ Rn, ‖Ax‖ ≤ ‖x‖. A is said to be paracontracting if for
all x ∈ Rn, x �= Ax ⇐⇒ ‖Ax‖ < ‖x‖), with respect to a weighted maximum norm
‖·‖∞,γ defined by

x ∈Rn, ‖x‖∞,γ = max
1≤i≤α

∥∥xi
∥∥
i

γi
. (2.5)

(h2) {Tp}p∈N converges to a matrix Q which is paracontracting with respect to the norm
‖·‖∞,γ.

(h3) For all p ∈N, �(I −Q)⊆�(I −Tp) (� denotes the null space), then
(1) for all x0 ∈Rn, the sequence {xp}p∈N is convergent in Rn;
(2) limp→∞ xp = x∗ ∈�(I −Q).

For the proof, see Bahi [2].

Remark 2.2. The hypothesis (h0) means that the processors are synchronized and all the
components are infinitely updated at the same iteration. This subsequence can be chosen
by the programmer.

3. Convergence of the general algorithm

We establish in this section the convergence of the general parallel synchronous algorithm
to a fixed point of a nonlinear operator F : Rn → Rn with respect to the Euclidian norm
defined in Section 2. We recall that an operator F fromRn toRn is said to be nonexpansive
with respect to a norm ‖ · ‖ if

∀x, y ∈Rn,
∥∥F(x)−F(y)

∥∥≤ ‖x− y‖. (3.1)

Theorem 3.1. Suppose
(h0) there exists a subsequence {pk}k∈N such that J(pk)= {1, . . . ,α};
(h1) there exist u∈Rn, F(u)= u;
(h2) for all x, y ∈Rn, ‖F(x)−F(y)‖∞ ≤ ‖x− y‖∞;
(h3) for all x, y ∈Rn, ‖F(x)−F(y)‖2 ≤ 〈F(x)−F(y),x− y〉.

Then any parallel synchronous (in this case, si(p) = p∀i ∈ {1, . . . ,α} ∀p ∈ N) algorithm
defined by (2.2) associated with the operator F converges to a fixed point x∗ of F.

Proof. (i) We prove first that the sequence {xp}p∈N is bounded. For all i∈ {1, . . . ,α}, we
have either i /∈ J(p) so

∥∥xp+1
i −ui

∥∥
i =
∥∥xpi −ui

∥∥
i ≤
∥∥xp−u

∥∥∞, (3.2)
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or i∈ J(p) so

∥∥xp+1
i −ui

∥∥
i =
∥∥Fi
(
xp
)−Fi(u)

∥∥
i

≤ ∥∥F(xp)−F(u)
∥∥∞

≤ ∥∥xp−u
∥∥∞

(
by
(
h2
))

,

(3.3)

so

∀i∈ {1, . . . ,α}, ∥∥xp+1
i −ui

∥∥
i ≤
∥∥xp−u

∥∥∞, (3.4)

then

∀p ∈N,
∥∥xp+1−u

∥∥∞ ≤
∥∥xp−u

∥∥∞, (3.5)

hence

∀p ∈N,
∥∥xp−u

∥∥∞ ≤
∥∥x0−u

∥∥∞. (3.6)

This proves that the sequence {xp}p∈N is bounded with respect to the maximum norm
and then it is bounded with respect to the Euclidian norm.

(ii) As the sequence {xpk}k∈N is bounded ({pk}k∈N is defined by (h0)), it contains a
subsequence noted also as {xpk}k∈N which is convergent in Rn to an x∗. We show that x∗

is a fixed point of F. For this, we consider the sequence {yp = xp −F(xp)}p∈N and prove
that limk→∞ ypk = 0,

∥∥xpk −u
∥∥2 = ∥∥ypk +F

(
xpk
)−u

∥∥2

= ∥∥ypk∥∥2
+
∥∥F(xpk)−u

∥∥2
+ 2
〈
F
(
xpk
)−u, ypk

〉
,

(3.7)

however
〈
F
(
xpk
)−u, ypk

〉= 〈F(xpk)−F(u),xpk −F
(
xpk
)〉

= 〈F(xpk)−F(u),
[
xpk −F(u)

]− [F(xpk)−F(u)
]〉

= 〈F(xpk)−F(u),xpk −u
〉−∥∥F(xpk)−F(u)

∥∥2

≥ 0
(
by
(
h3
))

,

(3.8)

so
∥∥ypk

∥∥2 ≤ ∥∥xpk −u
∥∥2−∥∥F(xpk)−u

∥∥2

= ∥∥xpk −u
∥∥2−∥∥xpk+1−u

∥∥2 (
by
(
h0
))
.

(3.9)

However, in (i) we have shown in particular that the sequence {‖xp−u‖∞}p∈N is decreas-
ing (and it is positive), it is therefore convergent, then the sequence {‖xp−u‖}p∈N is also
convergent, so

lim
p→∞

∥∥xp−u
∥∥= lim

k→∞
∥∥xpk −u

∥∥= lim
k→∞

∥∥xpk+1−u
∥∥= ∥∥x∗ −u

∥∥, (3.10)
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and so

lim
k→∞

∥∥ypk
∥∥= 0, (3.11)

which implies that

x∗ −F
(
x∗
)= 0, (3.12)

that is, x∗ is a fixed point of F.
(iii) We prove as in (i) that the sequence {‖xp− x∗‖∞}p∈N is convergent, so

lim
p→∞

∥∥xp− x∗
∥∥∞ = lim

k→∞
∥∥xpk − x∗

∥∥∞ = 0, (3.13)

which proves that xp → x∗ with respect to the uniform norm ‖··‖∞. �

Remark 3.2. We have used the hypothesis (h2) to prove that the sequence {xp}p∈N is
bounded. In the case of the parallel algorithm of Jacobi, where J(p) = {1, . . . ,α} for all
p ∈N, we do not need this hypothesis, since in this case xp+1 = F(xp) for all p ∈N, and
use (h3) to obtain

∥∥xp+1−u
∥∥= ∥∥F(xp)−F(u)

∥∥≤ ∥∥xp−u
∥∥, (3.14)

hence we have the following corollary.

Corollary 3.3. Under the hypotheses (h1), (h3), and (h
′
0) for all p ∈N, J(p)= {1, . . . ,α}.

The parallel Jacobi algorithm defined by

x0 = (x0
1, . . . ,x0

α

)∈Rn,

x
p+1
i = Fi

(
x
p
1 , . . . ,x

p
α
)
,

i= 1, . . . ,α,

p = 1,2 . . .

(3.15)

converges in Rn to an x∗ fixed point of F.

4. Applications

4.1. Solutions of maximal monotone operators. In this section, we apply the parallel
Jacobi algorithm to the proximal mapping F = (I + T)−1 associated with the maximal
monotone operator T . We give first a general result concerning the maximal monotone
operators. Such operators have been studied extensively because of their role in convex
analysis (minimization of functionals, min-max problems, convex programming, etc.)
and certain partial differential equations (see Rockafellar [10]).

Let T be a multivalued maximal monotone operator defined from Rn to Rn. A fun-
damental problem is to determine an x∗ in Rn satisfying 0∈ Tx∗ which will be called a
solution of the operator T .
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Theorem 4.1. Let T be a multivalued maximal monotone operator such that T−10 �= φ.
Then every parallel Jacobi algorithm associated with the single-valued mapping F = (I +
T)−1 converges in Rn to an x∗ solution of the problem 0∈ Tx.

Proof.

0∈ Tx ⇐⇒ x ∈ (I +T)x

⇐⇒ x = (I +T)−1x

⇐⇒ x = Fx.

(4.1)

Thus, the solutions of T are the fixed points of F, so the condition T−10 �= φ implies
the existence of a fixed point u of Rn. It remains to show that F verifies condition (h3)
and Corollary 3.3. Considering xi ∈Rn (i= 1,2) and putting yi = Fxi, then xi ∈ yi +Tyi

or xi − yi ∈ Tyi. As T is monotone, we have 〈(x1 − y1)− (x2 − y2), y1 − y2〉 ≥ 0, and
therefore 〈x1− x2, y1− y2〉−‖y1− y2‖2 ≥ 0, which implies that ‖Fx1− Fx2‖2 ≤ 〈Fx1−
Fx2,x1− x2〉. �

4.2. Minimization of functional

Corollary 4.2. Let f : Rn → R∪{∞} be a lower semicontinuous convex function which
is proper (i.e, not identically +∞). Suppose that the minimization problem minRn f (x) has
a solution. Then any parallel Jacobi algorithm associated with the single-valued mapping
F = (I + ∂ f )−1 converges to a minimizer of f in Rn.

Proof. Since in this case the subdifferential ∂ f is maximal monotone. However, the min-
imizers of f are the solutions of ∂ f ; we then apply Theorem 4.1 to ∂ f . �

4.3. Saddle point. In this paragraph, we apply Theorem 4.1 to calculate a saddle point of
functional L :Rn×Rp → [−∞,+∞]. Recall that a saddle point of L is an element (x∗, y∗)
of Rn×Rp satisfying

L
(
x∗, y

)≤ L
(
x∗, y∗

)≤ L
(
x, y∗

)
, ∀(x, y)∈Rn×Rp, (4.2)

which is equivalent to

L
(
x∗, y∗

)= inf
x∈Rn

L
(
x, y∗

)= sup
y∈Rp

L
(
x∗, y

)
. (4.3)

Suppose that L(x, y) is convex lower semicontinuous in x ∈Rn and concave upper semi-
continuous in y ∈Rp. Such functionals are called saddle functions in the terminology of
Rockafellar [6]. Let TL be a multifunction defined in Rn×Rp by

(u,v)∈ TL(x, y) ⇐⇒ L(x, y′) + 〈y′ − y,v〉 ≤ L(x, y)≤ L(x′, y)−〈x′ − x,u〉
∀(x′, y′)∈Rn×Rp.

(4.4)

If L is proper and closed in a certain general sense, then TL is maximal monotone; see
Rockafellar [6, 7]. In this case, the global saddle points of L (with respect to minimizing in
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x and maximizing in y) are the elements (x, y) solutions of the problem (0,0)∈ TL(x, y).
That is,

(0,0)∈ TL
(
x∗, y∗

) ⇐⇒ (
x∗, y∗

)= arg minx∈Rn maxy∈Rp L(x, y). (4.5)

We can then apply Theorem 4.1 to the operator TL, so we have the following corollary.

Corollary 4.3. Let L be a proper saddle function from Rn×Rp into [−∞,+∞] having a
saddle point. Then any parallel Jacobi algorithm associated with the single-valued mapping
F = (I +TL)−1 from Rn×Rp into Rn×Rp converges to a saddle point of L.

4.4. Convex programming. We consider now the convex programming problem:
(P)

min f0(x), x ∈Rn,

fi(x)≤ 0 (1≤ i≤m),
(4.6)

where fi are lower semicontinuous convex functions. This problem can be re-
duced to an unconstrained one by means of the Lagrangian

L(x, y)= f0(x) +
m∑
i=1

yi fi(x), (4.7)

where x ∈ Rn and y ∈ (R+)m. We observe that L is a saddle function in the sense of [6,
page 363], due to the assumptions of convexity and continuity. The dual problem associ-
ated with (P) is

(D)

max
{
g0(y)= inf

x∈Rn
L(x, y)

}
y ∈ (R+

)m
. (4.8)

If (x∗, y∗) is a saddle point of the Lagrangian L, then x∗ is an optimal solution of the
primal problem (P) and y∗ is an optimal solution of the dual problem (D).

Let ∂L(x, y) the subdifferential of L at (x, y)∈Rn×Rp be defined as the set of vectors
(u,v)∈Rn×Rp satisfying

∀(x′, y′)∈Rn×Rp, L(x, y′)−〈y′ − y,v〉 ≤ L(x, y)≤ L(x′, y)−〈x′ − x,u〉 (4.9)

(see Luque [5] and Rockafellar [6]). Then the operator TL : (x, y) → {(u,v) : (u,−v) ∈
∂L(x, y)} is maximal monotone (see Rockafellar [6, Corollary 37.5.2]), so we apply
Theorem 4.1 to TL.

Corollary 4.4. Suppose that the convex programming (P) defined by (4.6) has a solution.
Then any parallel Jacobi algorithm associated with the single-valued mapping F = (I +TL)−1

from Rn×Rp to Rn×Rp converges to a saddle point (x∗, y∗) of L, and so x∗ is a solution of
the primal (P) and y∗ a solution of the dual (D).
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4.5. Variational inequality. A simple formulation of the variational inequality problem
is to find an x∗ ∈Rn satisfying

〈
Ax∗,x− x∗

〉≥ 0 ∀x ∈Rn, (4.10)

where A :Rn→Rn is a single-valued monotone and maximal operator. (In fact, it is suf-
ficient that A is monotone and hemicontinuous, i.e, verifying limt→0+〈A(x + ty),h〉 =
〈Ax,h〉 ∀x, y,h∈Rn.) This is equivalent to finding an x∗ ∈Rn such that

0∈Ax∗ +N
(
x∗
)
, (4.11)

where N(x) is the normal cone to Rn at x defined by (see Rockafellar [6, 10])

N(x)= {y ∈Rn : 〈y,x− z〉 ≥ 0∀z ∈Rn
}
. (4.12)

Rockafellar [10] has considered the multifunction T defined in Rn by

Tx = Ax+N(x) (4.13)

and shown in [8] that T is maximal monotone. The relation 0 ∈ Tx∗ is reduced to
−Ax∗ ∈ N(x∗) or 〈−Ax∗, x∗ − z〉 ≥ 0 for all z ∈ Rn which is the variational inequal-
ity (4.10). Therefore, the solutions of the operator T (defined by (4.13)) are exactly the
solutions of the variational inequality (4.10). By using Theorem 4.1, we can write the
following corollary.

Corollary 4.5. Let A :Rn→Rn be a single-valued monotone and hemicontinuous opera-
tor such that the problem (4.10) has a solution, then any parallel Jacobi algorithm associated
with the single-valued mapping F = (I +T)−1, where T is defined by (4.13), converges to x∗

solution of the problem (4.10).
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