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Abstract. We consider a coupled system of viscous Burgers’ equations with appropriate
initial values using the decomposition method. In this method, the solution is calculated
in the form of a convergent power series with easily computable components. The method
does not need linearization, weak nonlinearity assumptions or perturbation theory. The
decomposition series solution of the problem is quickly obtained by observing the exis-
tence of the self-canceling “noise” terms where the sum of components vanishes in the
limit.
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1. Introduction. We consider the following coupled Burgers’ equations:

ut−uxx+uux+a(uv)x = F(x,t),
vt−vxx+vvx+b(uv)x =G(x,t),

(1.1)

with initial conditions

u(x,0)= f(x), v(x,0)= g(x), (1.2)

for 0<x < 1, t > 0. Here, F(x,t),G(x,t) are given functions and a,b are constants.

The coupled system is derived by Esipov [6]. It is a simple model of sedimentation

or evolution of scaled volume concentrations of two kinds of particles in fluid sus-

pensions or colloids, under the effect of gravity [7]. In this paper, the approximate

solution of the coupled Burgers’ equations, homogeneous or inhomogeneous, will be

handled more easily, quickly, and elegantly by the Adomian’s decomposition method

[1, 2, 3] than by the traditional methods for the exact solutions. To evaluate exact solu-

tions for these problems, the decomposition scheme will be illustrated by studying

suitable coupled system examples either homogeneous or inhomogeneous form. We

will also illustrate the self-canceling phenomena for a inhomogeneous form of equa-

tions, using the decomposition method. Furthermore, we will show that considerably

better approximations related to the accuracy level would be obtained if numerical

solution is needed.

2. An analysis of the method. In this section, we outline the method to obtain

approximate solutions of (1.1) and (1.2) using the decomposition method. We consider
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(1.1) in an operator form

Ltu−Lxxu+Nu+aK(u,v)= F(x,t),
Ltv−Lxxv+Mv+bK(u,v)=G(x,t),

(2.1)

where the notations Nu=uux , Mv = vvx , and K(u,v)= (uv)x symbolize the non-

linear terms, the notation Lt = ∂/∂t and Lxx = ∂2/∂x2 symbolize the linear differ-

ential operators. Assuming that the inverse of the operator Lt exists and that it can

conveniently be taken as the definite integral with respect to t from 0 to t, that is,

L−1
t =

∫ t
0(·)dt. Thus, applying the inverse operator L−1

t to (2.1) yields

L−1
t Ltu= L−1

t
{
F(x,t)

}−L−1
t Nu−aL−1

t K(u,v)+L−1
t Lxxu,

L−1
t Ltv = L−1

t
{
G(x,t)

}−L−1
t Mv−bL−1

t K(u,v)+L−1
t Lxxv,

(2.2)

Therefore, it follows that

u(x,t)=u(x,0)+L−1
t
{
F(x,t)

}−L−1
t Nu−aL−1

t K(u,v)+L−1
t Lxxu,

v(x,t)= v(x,0)+L−1
t
{
G(x,t)

}−L−1
t Mv−bL−1

t K(u,v)+L−1
t Lxxv.

(2.3)

We obtain the zeroth components by

u0 =u(x,0)+L−1
t
{
F(x,t)

}
, v0 = v(x,0)+L−1

t
{
G(x,t)

}
, (2.4)

which is defined by all terms that arise from the initial conditions and from integrating

the source terms. Then, decomposing the unknown functionsu(x,t) and v(x,t) gives

a sum of the components defined by the decomposition series

u(x,t)=
∞∑
n=0

un(x,t), v(x,t)=
∞∑
n=0

vn(x,t). (2.5)

Let the nonlinear terms Nu= uux , Mv = vvx , and K(u,v)= (uv)x be expressed in

the form of An, Bn, and Cn Adomian’s polynomials [3]; thus Nu = uux =
∑∞
n=0An,

Mv = vvx =
∑∞
n=0Bn, and K(v,v) = (uv)x =

∑∞
n=0Cn where An, Bn, and Cn are

the appropriate Adomian’s polynomials which are generated forms of the following

formula:

A0 = Ψ
(
u0
)
,

A1 =u1

(
∂
∂u0

)
Ψ
(
u0
)
,

A2 =u2

(
∂
∂u0

)
Ψ
(
u0
)+
(
u2

1

2!

)(
∂2

∂u2
0

)
Ψ
(
u0
)
,

A3 =u3

(
∂
∂u0

)
Ψ
(
u0
)+u1u2

(
∂2

∂u2
0

)
Ψ
(
u0
)+
(
u3

1

3!

)(
∂3

∂u3
0

)
Ψ
(
u0
)
,

(2.6)

and so on. The Adomian’s polynomials Bn and Cn are constructed as it was mentioned

in An polynomials. The remaining components un(x,t) and vn(x,t), n ≥ 1, can be
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completely determined such that each term is computed by using the previous term.

Since u0 and v0 are known,

u1 =−L−1
t
(
A0
)−aL−1

t
(
C0
)+L−1

t Lxx
(
u0
)
,

v1 =−L−1
t
(
B0
)−bL−1

t
(
C0
)+L−1

t Lxx
(
v0
)
,

u2 =−L−1
t
(
A1
)−aL−1

t
(
C1
)+L−1

t Lxx
(
u1
)
,

v2 =−L−1
t
(
B1
)−bL−1

t
(
C1
)+L−1

t Lxx
(
v1
)
,

...

un =−L−1
t
(
An−1

)−aL−1
t
(
Cn−1

)+L−1
t Lxx

(
un−1

)
,

vn =−L−1
t
(
Bn−1

)−bL−1
t
(
Cn−1

)+L−1
t Lxx

(
vn−1

)
,

(2.7)

for n ≥ 0. It is useful to note that the recursive relationship is constructed on the

basis that the zeroth components u0(x,t) and v0(x,t) are defined by all terms that

arise from the initial conditions and from integrating the source term. The remaining

components un(x,t) and vn(x,t), n ≥ 0, can be completely determined such that

each term is computed by using the previous term. As a result, the components u0,

u1, u2, . . . and v0, v1, v2, . . . are identified and the series solutions thus entirely deter-

mined. However, in many cases the exact solution in a closed form may be obtained.

Furthermore, the method provides decomposition series solutions which generally

converge very rapidly in physical problems. If the series converges with the γ-term

partial sums, then

φγ =
γ−1∑
k=0

uk(x,y), ϕγ =
γ−1∑
k=0

vk(x,y) (2.8)

can serve as a practical solution due to limγ→∞φγ =u and limγ→∞ϕγ = v by definition

[2, 5]. We will see that γ is generally very small.

As a result, the series solutions are given by

u(x,t)=u0−
∞∑
n=1

{
L−1
t
(
An−1

)+aL−1
t
(
Cn−1

)−L−1
t Lx

(
un−1

)}
,

v(x,t)=u0−
∞∑
n=1

{
L−1
t
(
Bn−1

)+bL−1
t
(
Cn−1

)−L−1
t Lx

(
vn−1

)}
,

(2.9)

where L−1
t is the previously given integration operator, An−1, Bn−1, and Cn−1 are

defined appropriate Adomian’s polynomials by (2.6). The solutionsu(x,t) and v(x,t)
must satisfy the requirements imposed by the initial conditions. The decomposition

method provides a reliable technique that requires less work as compared with the

traditional techniques.

Adomian and Rach [4] and Wazwaz [8] have investigated the phenomena of the

self-canceling “noise” terms where the sum of components vanishes in the limit. An

important observation they made was that “noise” terms appear for inhomogeneous

cases only. The present author agrees with the previous authors’ findings in case im-

plementing the method for solving inhomogeneous equation. Further, it was formally
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justified in the last section that if terms in u0 and v0 are canceled by terms respec-

tively in u1 and v1 even though u1 and v1 include further terms, then the remaining

non-canceled terms inu1 and v1 are canceled by terms inu2 and v2, and so on. Finally,

the exact solutions of the equations are readily found for the inhomogeneous case by

determining the first two or three components of the solutions u(x,t),v(x,t), and

by keeping only the non-canceled terms of u0 and v0. To give a clear overview of the

methodology, the following examples will be discussed.

3. Implementations

Problem 3.1. For the purposes of illustration of the decomposition method for

solving the homogeneous form of a coupled Burgers’ equations, we will consider the

system of equations

ut−uxx−2uux+(uv)x = 0, vt−vxx−2vvx+(uv)x = 0, (3.1)

the solutions of which are to be obtained subject to the initial conditions

u(x,0)= sin(x), v(x,0)= sin(x). (3.2)

For the solution of this equation, we simply take the equation in an operator form,

exactly in the same manner as the form of (2.2) and use (2.4) to find the zeroth com-

ponents of u0 and v0 as

u0 = sin(x), v0 = sin(x), (3.3)

and obtain in successionu1,v1,u2,v2, andu3,v3, and so forth by using (2.7) with (2.6)

to determine the other individual terms of the decomposition series, we find

u1 = 2L−1
t
(
u0u0x

)−L−1
t
(
u0v0

)
x+L−1

t Lxx
(
u0
)

=−t sin(x),

v1 = 2L−1
t
(
v0v0x

)−L−1
t
(
u0v0

)
x+L−1

t Lxx
(
v0
)

=−t sin(x),

u2 = 2L−1
t
(
u1u0x +u0u1x

)−L−1
t
(
u1v0+u0v1

)
x+L−1

t Lxx
(
u1
)

= t
2

2!
sin(x),

v2 = 2L−1
t
(
v1v0x +v0v1x

)−L−1
t
(
u1v0+u0v1

)
x+L−1

t Lxx
(
v1
)

= t
2

2!
sin(x),

u3 = 2L−1
t
(
u2u0x +u1u1x +u0u2x

)−L−1
t
(
u2v0+u1v1+u0v2

)
x+L−1

t Lxx
(
u1
)

=− t
3

3!
sin(x),

v3 = 2L−1
t
(
v2v0x +v1v1x +v0v2x

)−L−1
t
(
u2v0+u1v1+u0v2

)
x+L−1

t Lxx
(
v1
)

=− t
3

3!
sin(x),

(3.4)
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and so on, in this manner four components of the decomposition series were obtained,

of which u(x,t) and v(x,t) were evaluated to have the following expansions:

u(x,t)=u0+u1+u2+u3+··· = sin(x)
{

1−t+ t
2

2!
− t

3

3!
+···

}
,

v(x,t)= v0+v1+v2+v3+··· = sin(x)
{

1−t+ t
2

2!
− t

3

3!
+···

}
.

(3.5)

This expansion is exact to the last term as one can verify with some effort by expanding

the appropriate solution of the coupled Burgers’ equations (3.1), namely,

u(x,t)= e−t sin(x), v(x,t)= e−t sin(x). (3.6)

This result can be verified through substitution.

Problem 3.2. As an example of the application of the self-canceling phenomena

[4, 8], we seek the analytic solution of the inhomogeneous coupled Burgers’ equations

ut−uxx+uux+(uv)x = x2−2t+2x3t2+t2,

vt−vxx+vvx+(uv)x = 1
x
− 2t
x3
− t

2

x3
+t2,

(3.7)

subject to the initial conditions

u(x,0)= 0, v(x,0)= 0. (3.8)

To obtain the decomposition solutions subject to the initial conditions given, we use

(2.2) and (2.4) to determine the individual terms of the decomposition series, we get

immediately

u0 = x2t−t2+ 2x3t3

3
+ t

3

3
, v0 = t

x
− t

2

x3
− t3

3x3
+ t

3

3
, (3.9)

u1 =−L−1
t
(
u0u0x

)−L−1
t
(
u0v0

)
x+L−1

t Lxx
(
u0
)

= t2− 2x3t3

3
− t

3

3
+ 3xt4

2
− 2x4t5

3
+··· ,

(3.10)

v1 =−L−1
t
(
v0v0x

)−L−1
t
(
u0v0

)
x+L−1

t Lxx
(
v0
)

= t2

x3
+ t3

3x3
− t

3

3
− 4t3

x5
− t4

2x2
− 2t4

x5
+··· ,

(3.11)

and similarly for higher terms. It is obvious that the self-canceling “noise” terms ap-

pear between various components, looking into the second, third, and fourth terms

of u0 and v0 (3.9) and the first, second, and third terms of u1 (3.10) and v1 (3.11)

are the self-canceling “noise” terms. We can readily observe that the fourth and the

other terms in u1,v1 and the first, second, and the other terms in u2 and v2 are

self-canceling “noise” terms, and so on. Keeping the remaining non-canceled terms

and using (2.5) leads immediately to the solutions of (3.7) with initial conditions (3.8)

given by

u(x,t)= x2t, v(x,t)= t
x
, (3.12)
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which can be verified through substitution. It is worth noting that noise terms between

components of series will be canceled, and the sum of these “noise” terms will vanish

in the limit. This has been justified by [4, 8].

4. Conclusions. In this paper, the Adomian decomposition method was used for

homogeneous and inhomogeneous coupled Burgers’ equations with initial conditions.

It may be concluded that the Adomian methodology is a very powerful and efficient

technique in finding exact solutions for wide classes of problems. With regard to

this application, the decomposition method outlined in the previous sections finds

quite practical analytic results with less computational work by using the Adomian’s

decomposition method. It is also worth noting to point out that the advantage of the

decomposition methodology shows a fast convergence of the solution which may be

achieved by observing the self-canceling “noise” terms.

Clearly, the series solution methodology can also be applied to other much more

complicated nonlinear problems. However, we illustrated in the previous sections that

the decomposition method does not require linearization or perturbation. Addition-

ally, it does not make closure approximation, smallness assumptions or physically

unrealistic white noise assumption in the nonlinear stochastic case [1, 2, 3].
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