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We present some models of Cahn-Hilliard equations based on a microforce balance proposed by M. Gurtin. We then study the existence and uniqueness of solutions.

## 1. Introduction

The Cahn-Hilliard equation is very important in materials science. It is a conservation law which describes important qualitative behaviors of two-phase systems, namely, the phase separation process in a binary alloy. This phenomenon can be observed, for instance, when the alloy is cooled down sufficiently. One then observes a partial nucleation (i.e., the apparition of nucleides in the material) or a total nucleation (the socalled spinodal decomposition: the mixture quickly becomes inhomogeneous, forming a fine-grained structure). We refer the reader to [15] for more details; see also [54,55] for a qualitative study of the spinodal decomposition.

The starting point of the Cahn-Hilliard theory is a free energy $\psi=$ $\psi(\rho, \nabla \rho)$ of the form

$$
\begin{equation*}
\psi(\rho, \nabla \rho)=f(\rho)+\frac{\alpha}{2}|\nabla \rho|^{2}, \tag{1.1}
\end{equation*}
$$

$\alpha>0$ (it is related to the surface tension), also called Ginzburg-Landau free energy, where $\rho$ is the order parameter (corresponding to the density of the atoms) and $f$ is a double-well potential whose wells correspond to the phases of the material. Usually, one considers polynomials of degree four; more generally, one can consider polynomials with arbitrary even
degree. Logarithmic potentials are also very important; actually, polynomial potentials can be seen as approximations of logarithmic potentials in certain situations. Such a form of free energy is obtained, at first approximation, by assuming that the local free energy per molecule in a region of nonuniform composition depends both on the local composition and on that of the immediate environment. We refer the reader to [16] for more details. Then, one considers the mass balance

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\operatorname{div} h \tag{1.2}
\end{equation*}
$$

where $h$ is the mass flux, which is related to the chemical potential $\mu$ by the following (postulated; see [25]) constitutive equation:

$$
\begin{equation*}
h=-\kappa \nabla \mu, \tag{1.3}
\end{equation*}
$$

where $\mathcal{\kappa}$ is the mobility. We assume here that it is a strictly positive constant; more generally, $\mathcal{\kappa}$ will depend on $\rho$. Now, the standard definition of $\mu$ is that it is the derivative of the free energy with respect to $\rho$. Here, this is incompatible with the presence of $\nabla \rho$ in the free energy, so that the definition has to be adapted. So, instead, $\mu$ is defined as a variational derivative of $\psi$ and we find that

$$
\begin{equation*}
\mu=-\alpha \Delta \rho+f^{\prime}(\rho) \tag{1.4}
\end{equation*}
$$

This relation is nevertheless well accepted and physically realistic (from a thermodynamical point of view). We note however that it is derived by assuming that the system is not far from equilibrium. Finally, we deduce from (1.2), (1.3), and (1.4) the so-called Cahn-Hilliard equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\alpha \kappa \Delta^{2} \rho-\kappa \Delta f^{\prime}(\rho)=0 \tag{1.5}
\end{equation*}
$$

This equation has been extensively studied; see, in particular, [30, 65] for reviews on the Cahn-Hilliard equation. Existence and uniqueness results are obtained in $[35,61]$ for polynomial potentials and in [34] for logarithmic potentials (see also [33] for nonconstant mobilities and logarithmic potentials with degenerating mobilities and [26] for logarithmic potentials with constant mobilities); we also refer to [63] for the use of energy methods and to [13] for an existence result in the whole space. The first result on the existence of finite-dimensional attractors (and also inertial manifolds) is obtained in [62] (see also [68]) for a polynomial potential of degree four at most in three space dimensions. This restriction is relaxed in [51] (see also [20]) where further regularity results are obtained. The existence of finite-dimensional attractors for
logarithmic potentials is proved in [26]. Finally, we refer the reader to $[3,4,5,23,31,32,38]$ for the approximation of the Cahn-Hilliard equation by finite elements, to [37] for finite differences, and to [22] for spectral methods.

Now, Gurtin notes in [47] that the classical derivation is physically sound and important, but makes several objections as follows:
(1) it requires a priori specifications of the constitutive equations (we recall that (1.3) is postulated);
(2) it is not clear how it can be generalized in the presence of processes such as deformation or heat transfer;
(3) there is no clear separation of balance laws from constitutive equations (such a separation is one of the major advances in nonlinear continuum mechanics over the past thirty years). Also, it is not clear whether or not there is an underlying balance law that can form a basis for more complete theories.
So, what distinguishes the approach of Gurtin from other macroscopic theories of order parameters is
(1) the separation of balance laws from constitutive equations;
(2) the introduction of a new balance law for microforces (we can note that microforces describe forces associated with microscopic configurations of atoms, whereas standard forces are associated with macroscopic length scales, which can explain the need for a separate balance law for microforces).
This second point is further motivated by the belief that fundamental physical laws involving energy should account for the working associated with each operative kinematical process (that is associated with the order parameter in the Cahn-Hilliard theory). Consequently, it seems plausible that there should be microforces whose working accompanies changes in the order parameter. Fried and Gurtin describe this working through terms of the form $\partial \rho / \partial t$ so that the microforces are scalar rather than vector quantities; see [39,40]. More precisely, the microforce system is characterized by the following physical quantities: the microstress $\zeta$ (a vector) and the microforce $\pi$ (a scalar). These quantities are related by the (local) microforce balance

$$
\begin{equation*}
\operatorname{div} \zeta+\pi=\gamma, \tag{1.6}
\end{equation*}
$$

where $\gamma=\gamma(x, t)$ corresponds to external microforces.
Finally, the two basic balance laws for the generalized Cahn-Hilliard theory are the mass balance

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\operatorname{div} h+m \tag{1.7}
\end{equation*}
$$

where $m=m(x, t)$ is an external mass supply, and the microforce balance (1.6). Thus there remains to obtain constitutive equations; these will be derived by considering the restrictions imposed by the second law of thermodynamics (see [47] and Section 2 below). Actually, Gurtin considers a purely mechanical version of the second law, which states that the rate at which the free energy increases cannot exceed the sum of the working and of the energy inflow due to mass transport.

At this stage, we should also mention a very interesting generalization of the Cahn-Hilliard equation proposed by Giacomin and Lebowitz in [45] (see also [46]). These authors make the following objection to the classical Cahn-Hilliard theory: it does not seem to arise from an exact macroscopic description of microscopic models of interacting particles (we can note however that the Cahn-Hilliard equation can be derived from certain mesoscopic Ginzburg-Landau continuous-spin models, see [6]). Based on stochastic arguments, Giacomin and Lebowitz derive rigorously, by considering a lattice gas with long range Kac potentials (i.e., the interaction energy between two particles at $x$ and $y\left(x, y \in \mathbb{Z}^{n}, n\right.$ being the space dimension) is given by $\gamma^{n} \nVdash(\gamma|x-y|), \gamma>0$ being sent to 0 and $\mathcal{K}$ being a smooth function), a Cahn-Hilliard type equation with a (total) nonlocal free energy of the form

$$
\begin{equation*}
\Psi(\rho)=\int_{T^{n}}\left[f(\rho(x))+\rho(x) \int_{T^{n}} \nless \not(|x-y|)(1-\rho(y)) d y\right] d x \tag{1.8}
\end{equation*}
$$

where $T^{n}$ is the $n$-dimensional torus. We can note that, in that case, the definition of $\mu$ is the standard one. Furthermore, rewriting the total free energy in the form

$$
\begin{align*}
\Psi(\rho)=\int_{T^{n}} & {\left[f(\rho(x))+\mathcal{K}_{1}(x) \rho(x)(1-\rho(x))\right.} \\
& \left.+\frac{1}{2} \int_{T^{n}} \nless \nless(|x-y|)|\rho(x)-\rho(y)|^{2} d y\right] d x, \tag{1.9}
\end{align*}
$$

$\kappa_{1}(x)=\int_{T^{n}} \mathcal{K}(|x-y|) d y$, we can, by expanding the last term and keeping only some terms of the expansion, recover the Ginzburg-Landau free energy (this will be reasonable if the scale on which the free energy varies is large compared to $\gamma^{-1}$; the macroscopic evolution is observed here on the spatial scale $\gamma^{-1}$ and the time scale $\gamma^{-2}$ ). We refer the reader to $[45,46]$ for more details; see also [41, 42] for the mathematical study of such models.

Finally, we briefly mention some other interesting generalizations of the Cahn-Hilliard equation: multicomponent alloys and mechanical effects (see, e.g., $[7,8,36,43,44]$ ), nonisothermal phase separation (see $[1,2,41,67]$ ), the stochastic Cahn-Hilliard equation (see [24, 29]), and the viscous Cahn-Hilliard equation (see, e.g., [64]). We can note that the
viscous Cahn-Hilliard equation is obtained as a singular limit of a phasefield model for phase transitions; actually, the Cahn-Hilliard equation can also be obtained as a singular limit of a phase-field model (see, e.g., [14]). We can finally mention models in which the Cahn-Hilliard equation is coupled with the Allen-Cahn equation (see, e.g., $[17,66]$ ) or the Navier-Stokes equations (see [11, 12, 21, 48, 49, 50, 52, 53]).

## 2. Setting of the problem

In the classical Cahn-Hilliard theory, the independent constitutive variables are $\rho$ and $\nabla \rho$. Then, as mentioned above, $\mu$ is given, constitutively, as a function of $\rho$ and $\nabla \rho$, assuming that the system is close to equilibrium. Since we want to consider systems that are sufficiently far from equilibrium, it is reasonable to add $\mu$ and $\nabla \mu$ to the list of independent constitutive variables. We will also add the kinetics, that is, $\partial \rho / \partial t$ to the list of constitutive variables (we recall that the working of the internal microforces is modelled through terms of this form).

So, we set here $Z=(\rho, \nabla \rho, \partial \rho / \partial t, \mu, \nabla \mu)$ and we assume that $\psi, \zeta$, and $\pi$ depend on $Z$. In order to derive the equations, we have the balance laws (1.6) and (1.7). Then, the second law of thermodynamics yields the dissipation inequality (see [47] for more details)

$$
\begin{align*}
& {\left[\partial_{\rho} \psi(Z)+\pi(Z)-\mu\right] \frac{\partial \rho}{\partial t}+\left[\partial_{\nabla \rho} \psi(Z)-\zeta(Z)\right] \cdot \nabla \frac{\partial \rho}{\partial t}+\left[\partial_{\partial \rho / \partial t} \psi(Z)\right] \frac{\partial^{2} \rho}{\partial t^{2}} } \\
&+ {\left[\partial_{\mu} \psi(Z)\right] \frac{\partial \mu}{\partial t}+\left[\partial_{\nabla \mu} \psi(Z)\right] \cdot \nabla \frac{\partial \mu}{\partial t}+h(Z) \cdot \nabla \mu \leq 0 } \tag{2.1}
\end{align*}
$$

for every fields $\rho$ and $\mu$, which yields that

$$
\begin{equation*}
\psi=\psi(\rho, \nabla \rho) \tag{2.2}
\end{equation*}
$$

as expected, and

$$
\begin{equation*}
\zeta=\partial_{\nabla \rho} \psi, \tag{2.3}
\end{equation*}
$$

together with the dissipation inequality

$$
\begin{equation*}
\left[\partial_{\rho} \psi(\rho, \nabla \rho)+\pi(Z)-\mu\right] \frac{\partial \rho}{\partial t}+h(Z) \cdot \nabla \mu \leq 0 \tag{2.4}
\end{equation*}
$$

for every fields $\rho$ and $\mu$. A consequence of (2.4) is the existence of constitutive moduli $\beta=\beta(Z)$ (a scalar; it characterizes the action of the internal
microforces), $a=a(Z), b=b(Z)$ (two vectors; the vector $a$ also characterizes the action of the internal microforces, whereas $b$ characterizes the anisotropy of the material (it vanishes for isotropic materials)), and the mobility tensor $B=B(Z)$ (a positive semidefinite matrix) such that

$$
\begin{gather*}
h=-a \frac{\partial \rho}{\partial t}-B \nabla \mu  \tag{2.5}\\
\partial_{\rho} \psi+\pi-\mu=-\beta \frac{\partial \rho}{\partial t}-b \cdot \nabla \mu,
\end{gather*}
$$

and (2.4) is satisfied.
For simplicity, we assume from now on that the constitutive moduli $\beta, a, b$, and $B$ are constant (this can be assumed at first approximation, see [47, Appendix B]). Taking then the classical Ginzburg-Landau free energy (1.1), we deduce from (1.6), (1.7), and (2.5) the following system of equations for $\rho$ and $\mu$ :

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}-a \cdot \nabla \frac{\partial \rho}{\partial t}=\operatorname{div}(B \nabla \mu)+m  \tag{2.6}\\
\mu-b \cdot \nabla \mu=\beta \frac{\partial \rho}{\partial t}-\alpha \Delta \rho+f^{\prime}(\rho)-\gamma \tag{2.7}
\end{gather*}
$$

where (due to (2.4))

$$
\begin{equation*}
\beta x^{2}+(a+b) \cdot y x+B y \cdot y \geq 0, \quad \forall x \in \mathbb{R}, \forall y \in \mathbb{R}^{n} \tag{2.8}
\end{equation*}
$$

and where • denotes the usual Euclidian scalar product.
Actually, the equation that is generally called the Cahn-Hilliard equation is that obtained by eliminating the chemical potential in the above system. Before doing so, we first transform the equations.

We assume from now on that $\rho$ and $\mu$ (and also $m$ and $\gamma$ ) are periodic in space. Actually, Neumann boundary conditions are preferred in the Cahn-Hilliard theory. However, it is not clear in general what the proper conditions should be here; we refer the interested reader to [18, 56, 57, 58,59] for discussions on this subject and for the mathematical study of simplified models.

Integrating (2.6) over the spatial domain $\Omega=\prod_{i=1}^{n}\left(0, L_{i}\right), L_{i}>0, i=$ $1, \ldots, n$, and $n=2$ or 3 , we find that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho d x=\int_{\Omega} m d x \tag{2.9}
\end{equation*}
$$

Thus, the average of $\rho$ is not conserved in general (contrarily to the classical Cahn-Hilliard equation). Now, this conservation property is sometimes important for the mathematical study of the problem (see, e.g., $[62,68]$ ). So, in order to obtain a conservation law (for the order parameter), we set

$$
\begin{equation*}
q=\rho-\frac{1}{\operatorname{Vol}(\Omega)} \int_{0}^{t} d \tau \int_{\Omega} m d x \tag{2.10}
\end{equation*}
$$

We then obtain the following system of equations:

$$
\begin{gather*}
\frac{\partial q}{\partial t}-a \cdot \nabla \frac{\partial q}{\partial t}=\operatorname{div}(B \nabla \mu)+g  \tag{2.11}\\
\mu-b \cdot \nabla \mu=\beta \frac{\partial q}{\partial t}-\alpha \Delta q+f^{\prime}(q+\varphi)+h \tag{2.12}
\end{gather*}
$$

where

$$
\begin{align*}
& g=g(x, t)=m-\frac{1}{\operatorname{Vol}(\Omega)} \int_{\Omega} m d x, \\
& h=h(x, t)=\frac{\beta}{\operatorname{Vol}(\Omega)} \int_{\Omega} m d x-\gamma,  \tag{2.13}\\
& \varphi=\varphi(t)=\frac{1}{\operatorname{Vol}(\Omega)} \int_{0}^{t} d \tau \int_{\Omega} m d x,
\end{align*}
$$

with which we associate the boundary conditions

$$
\begin{equation*}
q \text { and } \mu \text { are } \Omega \text {-periodic, } \tag{2.14}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
q(x, 0)(=\rho(x, 0))=q_{0}(x) . \tag{2.15}
\end{equation*}
$$

Taking now the $\operatorname{div} B \nabla$ of (2.12) and injecting the value of $\operatorname{div}(B \nabla \mu)$ given by (2.11) into the equation that we obtain, we have the following generalized Cahn-Hilliard equation:

$$
\begin{equation*}
\frac{\partial q}{\partial t}-d \cdot \nabla \frac{\partial q}{\partial t}-\operatorname{div}\left(\tilde{B} \nabla \frac{\partial q}{\partial t}\right)+\alpha \operatorname{div}(B \nabla \Delta q)-\operatorname{div}\left(B \nabla f^{\prime}(q+\varphi)\right)=k \tag{2.16}
\end{equation*}
$$

$q$ is $\Omega$-periodic,

$$
\begin{equation*}
q(x, 0)=q_{0}(x) \tag{2.17}
\end{equation*}
$$
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where $d=a+b, \tilde{B}=\beta B-(1 / 2)\left(a^{t} b+b^{t} a\right)$, and

$$
\begin{equation*}
k=k(x, t)=g-b \cdot \nabla g+\operatorname{div}(B \nabla h) . \tag{2.19}
\end{equation*}
$$

Here, it follows from (2.8) that, when $B$ is symmetric (which will be assumed in Section 3 for the study of (2.16), (2.17), and (2.18)), the matrix $\tilde{B}$, which is then symmetric, is positive semidefinite. Furthermore, the conservation of the average of $q$ will be important for the study of (2.16), (2.17), and (2.18) (it is not essential for the study of the first formulation).

We refer the reader to $[9,10,19,27,56,57,58,60]$ for the study of some (simplified) models based on the above equations, with an emphasis on the study of finite-dimensional attractors and Neumann-type boundary conditions.

We finally assume that $m=\gamma=0$ and that $\rho$ is known (and is regular). We can then obtain the chemical potential $\mu$ by solving (2.6) and find that

$$
\begin{equation*}
\mu=-(-\operatorname{div} B \nabla)^{-1}\left(\frac{\partial \rho}{\partial t}-a \cdot \nabla \frac{\partial \rho}{\partial t}\right)+\frac{1}{\operatorname{Vol}(\Omega)} \int_{\Omega} f^{\prime}(\rho) d x \tag{2.20}
\end{equation*}
$$

or by solving (2.7) (for simplicity, we assume that $n=3$ and $b_{1} \neq 0, b=$ $\left.\left(b_{1}, b_{2}, b_{3}\right)\right)$ which yields

$$
\begin{align*}
\mu= & (I-b \cdot \nabla)^{-1}\left[-\alpha \Delta \rho+\beta \frac{\partial \rho}{\partial t}+f^{\prime}(\rho)\right] \\
= & \frac{1}{b_{1}} \int_{x_{1}}^{+\infty} e^{-s / b_{1}}\left[-\alpha \Delta \rho+\beta \frac{\partial \rho}{\partial t}+f^{\prime}(\rho)\right]  \tag{2.21}\\
& \quad \times\left(s, x_{2}-\frac{b_{2}}{b_{1}} x_{1}+\frac{b_{2}}{b_{1}} s, x_{3}-\frac{b_{3}}{b_{1}} x_{1}+\frac{b_{3}}{b_{1}} s, t\right) d s .
\end{align*}
$$

We can note that both expressions for $\mu$ are not satisfactory, say, for practical purposes.

We now set $\phi=\int_{0}^{t}(I-a \cdot \nabla)^{-1} \mu d s$. Then, the function $\phi$ is a solution of

$$
\begin{gather*}
\frac{\partial \phi}{\partial t}-d \cdot \nabla \frac{\partial \phi}{\partial t}-\operatorname{div}\left(\tilde{B} \nabla \frac{\partial \phi}{\partial t}\right)+\alpha \Delta(\operatorname{div}(B \nabla \phi)+\rho(0)) \\
-f^{\prime}(\operatorname{div}(B \nabla \phi)+\rho(0))=0,  \tag{2.22}\\
\phi \text { is } \Omega \text {-periodic, } \\
\left.\phi\right|_{t=0}=0 .
\end{gather*}
$$

Actually, for an easier (mathematical) treatment of the nonlinear term, we set

$$
\begin{equation*}
\theta=-(-\operatorname{div} B \nabla)^{-1}\left(\rho(0)-\frac{1}{\operatorname{Vol}(\Omega)} \int_{\Omega} \rho(0) d x\right) \tag{2.23}
\end{equation*}
$$

and we consider the following problem for $\Phi=\phi+\theta$ :

$$
\begin{gather*}
\frac{\partial \Phi}{\partial t}-d \cdot \nabla \frac{\partial \Phi}{\partial t}-\operatorname{div}\left(\tilde{B} \nabla \frac{\partial \Phi}{\partial t}\right)+\alpha \operatorname{div}(B \nabla \Delta \Phi)-g^{\prime}(\operatorname{div}(B \nabla \Phi))=0  \tag{2.24}\\
\Phi \text { is } \Omega \text {-periodic }  \tag{2.25}\\
\left.\Phi\right|_{t=0}=\theta \tag{2.26}
\end{gather*}
$$

where $g(s)=f\left(s+(1 / \operatorname{Vol}(\Omega)) \int_{\Omega} \rho(0) d x\right)$. We then have

$$
\begin{gather*}
\rho=\operatorname{div}(B \nabla \Phi)+\frac{1}{\operatorname{Vol}(\Omega)} \int_{\Omega} \rho(0) d x  \tag{2.27}\\
\mu=\frac{\partial \Phi}{\partial t}-a \cdot \nabla \frac{\partial \Phi}{\partial t}
\end{gather*}
$$

and we now note that $\mu$ (and also $\rho$ ) are given, in terms of $\Phi$, by simple explicit expressions. Also, (2.24) is very similar to the generalized CahnHilliard equation (2.16) (although we do not have a conservation law), with $k=\varphi=0$. Actually, we could have a similar result when $m$ and $\gamma$ do not vanish. Unfortunately, in that case, the new system would not be convenient in general.

Remark 2.1. We could also consider models in which the deformations of the material are taken into account (these deformations are essentially due to the displacement of atoms in the material). In that case, the gradient of the displacement is added to the list of independent constitutive variables. We refer the reader to [47] for more details; see also [ $9,18,44,56,57,58,59]$ for the mathematical study of such models.

Remark 2.2. We could further generalize the models described above by also adding $\nabla(\partial \rho / \partial t)$ to the list of independent constitutive variables. This will be studied in [28].

## 3. Existence and uniqueness of solutions

We first consider formulations (2.11), (2.12), (2.14), and (2.15).
We set $H=L^{2}(\Omega)$ and $V=H_{\text {per }}^{1}(\Omega)$, which we endow with their usual scalar products and norms; in particular, we denote by ( $\cdot, \cdot$ ) the usual scalar product on $H$ and by $|\cdot|$ the associated norm.

We then associate with (2.11), (2.12), (2.14), and (2.15) the following variational formulation, for $T>0$ given.

Find $(q, \mu):[0, T] \rightarrow V$ such that

$$
\begin{align*}
\frac{d}{d t}[(q, r)+(q, a \cdot \nabla r)]= & -(B \nabla \mu, \nabla r)+(g, r), \quad \forall r \in V, \\
(\mu, r)+(\mu, b \cdot \nabla r)= & \alpha(\nabla q, \nabla r)+\beta \frac{d}{d t}(q, r)  \tag{3.1}\\
& +\left(f^{\prime}(q+\varphi), r\right)+(h, r), \quad \forall r \in V, \\
q(0)= & q_{0} .
\end{align*}
$$

We assume that the constitutive moduli satisfy the following coercivity assumption, stronger than (2.8):

$$
\begin{equation*}
\beta x^{2}+(a+b) \cdot y x+B y \cdot y \geq c\left(x^{2}+|y|^{2}\right), \quad \forall x \in \mathbb{R}, \forall y \in \mathbb{R}^{n} . \tag{3.2}
\end{equation*}
$$

In particular, (3.2) yields that $\beta>0$ and that the mobility tensor $B$ is positive definite.

We then make the following assumptions on the nonlinear term:

$$
\begin{gather*}
f \text { is of class } \mathcal{C}^{1},  \tag{3.3}\\
c_{1} s^{2 p+2}-c_{2} \leq f(s) \leq c_{3} s^{2 p+2}+c_{4}, \quad \forall s \in \mathbb{R}, c_{1}, c_{3}>0, c_{2}, c_{4} \geq 0,  \tag{3.4}\\
\left|f^{\prime}(s)\right| \leq c_{5}|s|^{2 p+1}+c_{6}, \quad \forall s \in \mathbb{R}, c_{5}, c_{6} \geq 0, \tag{3.5}
\end{gather*}
$$

where $p \geq 1$ if $n=2$ and $p \in[1,2]$ if $n=3$. For instance, polynomials of degree $2 p+2$ with strictly positive leading coefficient satisfy (3.3), (3.4), and (3.5). We note that logarithmic potentials do not satisfy these conditions; actually, for such potentials, we are able to study very simplified models only (see [9, 19]).

Finally, we make the following assumptions on $g, h$, and $\varphi$ :

$$
\begin{gather*}
g, h \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+} ; L^{\infty}(\Omega)\right), \\
\varphi \in \mathcal{C}^{1}\left(\mathbb{R}^{+}\right) . \tag{3.6}
\end{gather*}
$$

We have the following result.

Theorem 3.1. Assume that (3.2), (3.3), (3.4), (3.5), and (3.6) hold. Then, for every $q_{0} \in V$, (3.1) possesses at least one solution $(q, \mu)$ such that $q \in$ $\mathcal{C}([0, T] ; H) \cap L^{\infty}(0, T ; V), \partial q / \partial t \in L^{2}(0, T ; H)$, and $\mu \in L^{2}(0, T ; V)$, for all $T>0$. If, furthermore, $f \in \mathcal{C}^{2}(\mathbb{R})$ and $\left|f^{\prime \prime}(s)\right| \leq c_{7}|s|^{2 p}+c_{8}$, for all $s \in \mathbb{R}$, $c_{7}, c_{8} \geq 0$, with $p=1$ if $n=3$, then this solution is unique.

Proof. Let $A$ denote the operator $-\Delta$ with domain $H_{\text {per }}^{2}(\Omega)$. We call $0=$ $\lambda_{1}<\lambda_{2} \leq \cdots \leq \lambda_{m}$ the first $m$ eigenvalues of $A$ and $\varphi_{1}, \ldots, \varphi_{m}$ the associated eigenvectors. We further assume that the $\varphi_{j}$ are orthonormal in $H$. We then consider the approximate problem

Find $q^{m}$ and $\mu^{m}$ such that

$$
\begin{gather*}
q^{m}=\sum_{i=1}^{m} c_{i}^{m}(t) \varphi_{i}(x), \quad \mu^{m}=\sum_{i=1}^{m} d_{i}^{m}(t) \varphi_{i}(x),  \tag{3.7}\\
\frac{d}{d t}\left[\left(q^{m}, \varphi_{j}\right)+\left(q^{m}, a \cdot \nabla \varphi_{j}\right)\right]=-\left(B \nabla \mu^{m}, \nabla \varphi_{j}\right)  \tag{3.8}\\
+\left(g, \varphi_{j}\right), \quad j=1, \ldots, m, \\
\left(\mu^{m}, \varphi_{j}\right)+\left(\mu^{m}, b \cdot \nabla \varphi_{j}\right)=\alpha\left(\nabla q^{m}, \nabla \varphi_{j}\right)+\beta \frac{d}{d t}\left(q^{m}, \varphi_{j}\right)  \tag{3.9}\\
+\left(f^{\prime}\left(q^{m}+\varphi\right), \varphi_{j}\right)+\left(h, \varphi_{j}\right), \quad j=1, \ldots, m, \\
q^{m}(0)=q_{0}^{m}, \tag{3.10}
\end{gather*}
$$

where $q_{0}^{m}$ is the orthogonal projection in $H$ of $q_{0}$ onto $\operatorname{Span}\left(\varphi_{1}, \ldots, \varphi_{m}\right)$. This system can be rewritten, omitting for simplicity the superscript $m$ in $c_{i}^{m}$ and $d_{i}^{m}$,

$$
\begin{gather*}
c_{i}^{\prime}+\sum_{j=1}^{m} c_{j}^{\prime}\left(\varphi_{j}, a \cdot \nabla \varphi_{i}\right)=-\sum_{j=1}^{m} d_{j}\left(B \nabla \varphi_{j}, \nabla \varphi_{i}\right)+\left(g, \varphi_{i}\right),  \tag{3.11}\\
d_{i}+\sum_{j=1}^{m} d_{j}\left(\varphi_{j}, b \cdot \nabla \varphi_{i}\right)=\alpha \lambda_{i} c_{i}+\beta c_{i}^{\prime}+\left(f^{\prime}\left(q^{m}+\varphi\right), \varphi_{i}\right)+\left(h, \varphi_{i}\right), \tag{3.12}
\end{gather*}
$$

where $i=1, \ldots, m$.
We note that $\varphi_{1}=$ Const. Thus, since $\int_{\Omega} g d x=0$, (3.11) yields, for $i=1$,

$$
\begin{equation*}
c_{1}=\text { Const }, \tag{3.13}
\end{equation*}
$$

this constant depending only on $q_{0}^{m}$. This will give the conservation of the average of $q$ when passing to the limit.

We set

$$
C=\left(\begin{array}{c}
c_{1}  \tag{3.14}\\
\vdots \\
c_{m}
\end{array}\right), \quad D=\left(\begin{array}{c}
d_{1} \\
\vdots \\
d_{m}
\end{array}\right), \quad M=\left(\begin{array}{cc}
M_{1} & M_{2} \\
M_{3} & -\beta I
\end{array}\right)
$$

where $I$ is the identity matrix, $\left(M_{1}\right)_{i j}=-\left(B \nabla \varphi_{i}, \nabla \varphi_{j}\right),\left(M_{2}\right)_{i j}=-\delta_{i j}-$ $\left(a \cdot \nabla \varphi_{i}, \varphi_{j}\right),\left(M_{3}\right)_{i j}=\delta_{i j}-\left(\varphi_{i}, b \cdot \nabla \varphi_{j}\right), i, j=1, \ldots, m$, and

$$
\begin{equation*}
F(t, C)=\binom{-\left(g, \varphi_{i}\right)_{i=1, \ldots, m}}{\left(\left(h, \varphi_{i}\right)+\alpha \lambda_{i} c_{i}+\left(f^{\prime}\left(q^{m}+\varphi\right), \varphi_{i}\right)\right)_{i=1, \ldots, m}} \tag{3.15}
\end{equation*}
$$

Then, (3.11) and (3.12) is equivalent to

$$
\begin{equation*}
M\binom{D}{C^{\prime}}=F(t, C) \tag{3.16}
\end{equation*}
$$

We set $\tilde{M}=\left(M_{i j}\right)_{i, j=2, \ldots, 2 m}\left(M=\left(M_{i j}\right)_{i, j=1, \ldots, 2 m}\right)$. Our aim is first to prove that $\tilde{M}$ is invertible. Let

$$
X=\binom{x_{1}}{\tilde{X}}, \quad \tilde{X}=\left(\begin{array}{c}
x_{2}  \tag{3.17}\\
\vdots \\
x_{m}
\end{array}\right), \quad Y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{m}
\end{array}\right)
$$

belong to $R^{m}$. We set $\bar{X}=\sum_{i=1}^{m} x_{i} \varphi_{i}$ and $\bar{Y}=\sum_{i=1}^{m} y_{i} \varphi_{i}$. Noting that $\varphi_{1}=$ Const, we have

$$
\begin{equation*}
\left(\tilde{M}\binom{\tilde{X}}{Y},\binom{\tilde{X}}{Y}\right)=-\beta|\bar{Y}|^{2}-((a+b) \cdot \nabla \bar{X}, \bar{Y})-(B \nabla \bar{X}, \nabla \bar{X}) \tag{3.18}
\end{equation*}
$$

Therefore, thanks to (3.2), this quantity is negative and vanishes if and only if $\bar{X}=$ Const and $\bar{Y}=0$, which implies that $\tilde{M}$ is invertible.

We now note that $M_{1 j}=-\delta_{(m+1) j}$ and $M_{i 1}=\delta_{i(m+1)}$. Therefore, we can solve (3.16) (we note that $M$ is not invertible) and obtain the existence of a local (in time) solution for (3.8), (3.9), and (3.10).

We then set $\mathcal{\varepsilon}_{m}(t)=(\alpha / 2)\left|\nabla q^{m}\right|^{2}+\int_{\Omega} f\left(q^{m}+\varphi\right) d x$. We have

$$
\begin{array}{r}
\frac{d \varepsilon_{m}}{d t}=-\beta\left|\frac{\partial q^{m}}{\partial t}\right|^{2}-\left((a+b) \cdot \nabla \mu^{m}, \frac{\partial q^{m}}{\partial t}\right)-\left(B \nabla \mu^{m}, \nabla \mu^{m}\right)  \tag{3.19}\\
+\left(f^{\prime}\left(q^{m}+\varphi\right), \frac{\partial \varphi}{\partial t}\right)-\left(h, \frac{\partial q^{m}}{\partial t}\right)+\left(g, \mu^{m}\right)
\end{array}
$$

which yields, thanks to (3.2),

$$
\begin{equation*}
\frac{d \varepsilon_{m}}{d t}+c\left(\left|\nabla \mu^{m}\right|^{2}+\left|\frac{\partial q^{m}}{\partial t}\right|^{2}\right) \leq\left(f^{\prime}\left(q^{m}+\varphi\right), \frac{\partial \varphi}{\partial t}\right)-\left(h, \frac{\partial q^{m}}{\partial t}\right)+\left(g, \mu^{m}\right) \tag{3.20}
\end{equation*}
$$

Taking $j=1$ in (3.9), we have

$$
\begin{equation*}
\int_{\Omega} \mu^{m} d x=\int_{\Omega} f^{\prime}\left(q^{m}+\varphi\right) d x+\int_{\Omega} h d x \tag{3.21}
\end{equation*}
$$

which yields, thanks to (3.4) and (3.5),

$$
\begin{equation*}
\left|\int_{\Omega} \mu^{m} d x\right| \leq c \int_{\Omega} f\left(q^{m}+\varphi\right) d x+c^{\prime}\left|\nabla \mu^{m}\right|+c^{\prime \prime}(T) \tag{3.22}
\end{equation*}
$$

where $c$ is strictly positive. It then follows from (3.20) and (3.22) that

$$
\begin{equation*}
\frac{d \varepsilon_{m}}{d t}+c\left(\left|\nabla \mu^{m}\right|^{2}+\left|\frac{\partial q^{m}}{\partial t}\right|^{2}\right) \leq c^{\prime}(T) \varepsilon_{m}+c^{\prime \prime}(T) \tag{3.23}
\end{equation*}
$$

where $c$ and $c^{\prime}(T)$ are strictly positive. We finally deduce from (3.22) and (3.23), using (3.4), that the solution is global and we obtain the necessary a priori estimates, which allows us to pass to the limit.

Now let $\left(q_{1}, \mu_{1}\right)$ and $\left(q_{2}, \mu_{2}\right)$ be two solutions of (3.1). We set $q=q_{1}-q_{2}$ and $\mu=\mu_{1}-\mu_{2}$. We then have

$$
\begin{align*}
\frac{d}{d t}[(q, r)+(q, a \cdot \nabla r)]= & -(B \nabla \mu, \nabla r), \quad \forall r \in V  \tag{3.24}\\
(\mu, r)+(\mu, b \cdot \nabla r)= & \alpha(\nabla q, \nabla r)+\beta \frac{d}{d t}(q, r)  \tag{3.25}\\
& +\left(f^{\prime}\left(q_{1}+\varphi\right)-f^{\prime}\left(q_{2}+\varphi\right), r\right), \quad \forall r \in V \\
q(0)= & 0 \tag{3.26}
\end{align*}
$$

We take $r=\mu$ in (3.24) and $r=\partial q / \partial t$ in (3.25), substract the two relations that we obtain, and find, thanks to (3.2), that

$$
\begin{equation*}
\frac{\alpha}{2} \frac{d}{d t}|\nabla q|^{2}+c\left(\left|\frac{\partial q}{\partial t}\right|^{2}+|\nabla \mu|^{2}\right)+\left(f^{\prime}\left(q_{1}+\varphi\right)-f^{\prime}\left(q_{2}+\varphi\right), \frac{\partial q}{\partial t}\right)=0 \tag{3.27}
\end{equation*}
$$

We then have, under the assumptions of the theorem,

$$
\begin{equation*}
\left|\left(f^{\prime}\left(q_{1}+\varphi\right)-f^{\prime}\left(q_{2}+\varphi\right), \frac{\partial q}{\partial t}\right)\right|=\left|\int_{\Omega} h\left(q_{1}, q_{2}, t\right) q \frac{\partial q}{\partial t} d x\right| \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
h\left(q_{1}, q_{2}, t\right)=\int_{0}^{1} f^{\prime \prime}\left(s q_{1}+(1-s) q_{2}+\varphi\right) d s \tag{3.29}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left|h\left(q_{1}, q_{2}, t\right)\right| \leq c\left(\left|q_{1}\right|^{2 p}+\left|q_{2}\right|^{2 p}+c^{\prime}(T)\right) \tag{3.30}
\end{equation*}
$$

We thus find, using Hölder's inequality and the Sobolev embedding theorems, that

$$
\begin{equation*}
\left|\left(f^{\prime}\left(q_{1}+\varphi\right)-f^{\prime}\left(q_{2}+\varphi\right), \frac{\partial q}{\partial t}\right)\right| \leq c(t)|\nabla q|\left|\frac{\partial q}{\partial t}\right| \tag{3.31}
\end{equation*}
$$

where $c=c\left(\left\|q_{1}\right\|_{H^{1}(\Omega)},\left\|q_{2}\right\|_{H^{1}(\Omega)}, T\right)$ belongs to $L^{\infty}(0, T)$, so that

$$
\begin{equation*}
\frac{d}{d t}|\nabla q|^{2} \leq c(t)|\nabla q|^{2} \tag{3.32}
\end{equation*}
$$

where $c$ belongs to $L^{\infty}(0, T)$, hence the uniqueness for $q$. We then easily obtain the uniqueness for $\mu$.

Remark 3.2. Having the result of Theorem 3.1, we can now interpret (2.12) as a reaction-diffusion equation with right-hand side $\mu-b \cdot \nabla \mu-$ $h \in L^{2}(0, T ; H)$. This yields that $q \in \mathcal{C}([0, T] ; V) \cap L^{2}\left(0, T ; H_{\text {per }}^{2}(\Omega)\right)$ and we can then prove, using Agmon's inequality, the uniqueness for $p \in[1,2]$ if $n=3$ (under the assumptions of Theorem 3.1). Furthermore, if $a=0$ and $q_{0} \in H_{\text {per }}^{2}(\Omega)$, we deduce from (2.11) and from classical regularity results for second-order elliptic systems that $\mu \in L^{2}\left(0, T ; H_{\text {per }}^{2}(\Omega)\right)$ and it then follows from (2.12) that $q \in \mathcal{C}\left([0, T] ; H_{\text {per }}^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{\text {per }}^{3}(\Omega)\right)$.

Remark 3.3. If we assume that $m$ is regular enough (say, $m \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}\right.$; $\left.L^{1}(\Omega)\right)$ ), then we deduce from the regularity of $q$ similar regularity results on $\rho$.

We assume from now on that $B$ is symmetric (and positive definite) and consider (2.16), (2.17), and (2.18). We set $H=L^{2}(\Omega)$ and $V=H_{\text {per }}^{2}(\Omega)$ and we denote by $N$ the operator $-\operatorname{div} B \nabla$ with domain $\dot{H}_{\mathrm{per}}^{2}(\Omega)=\{r \in$ $\left.H_{\mathrm{per}}^{2}(\Omega), \int_{\Omega} r d x=0\right\}$.

We associate with (2.16), (2.17), and (2.18) the following variational formulation, for $T>0$ given.

Find $q:[0, T] \rightarrow V$ such that

$$
\begin{gather*}
\frac{d}{d t}[(q, r)+(q, d \cdot \nabla r)+(\tilde{B} \nabla q, \nabla r)]+\alpha\left(\nabla B^{1 / 2} \nabla q, \nabla B^{1 / 2} \nabla r\right)  \tag{3.33}\\
+\left(B \nabla f^{\prime}(q+\varphi), \nabla r\right)=(k, r), \quad \forall r \in V, \\
q(0)=q_{0} . \tag{3.34}
\end{gather*}
$$

We assume here, for the sake of simplicity, that $\tilde{B}$ is positive definite. Actually, it would be possible to obtain some existence and uniqueness results when $\tilde{B}$ is only positive semidefinite; see [57].

Finally, we make the following assumptions:

$$
\begin{gather*}
f \text { is of class } \mathcal{C}^{2},  \tag{3.35}\\
c_{1} s^{2 p+2}-c_{2} \leq f(s) \leq c_{3} s^{2 p+2}+c_{4}, \quad \forall s \in \mathbb{R}, c_{1}, c_{3}>0, c_{2}, c_{4} \geq 0,  \tag{3.36}\\
f^{\prime}(s) s \geq c_{5} f(s)-c_{6}, \quad \forall s \in \mathbb{R}, c_{5}>0, c_{6} \geq 0,  \tag{3.37}\\
\left|f^{\prime}(s)\right| \leq c_{7} \mid s^{2 p+1}+c_{8}, \quad \forall s \in \mathbb{R}, c_{7}, c_{8} \geq 0,  \tag{3.38}\\
f^{\prime \prime}(s) \geq-c_{9}, \quad \forall s \in \mathbb{R}, c_{9} \geq 0, \tag{3.39}
\end{gather*}
$$

where $p \geq 1$ if $n=2$ and $p \in[1,2]$ if $n=3$ (again, polynomials of degree $2 p+2$ with strictly positive leading coefficient satisfy these assumptions);

$$
\begin{gather*}
k \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+} ; L^{\infty}(\Omega)\right), \\
\varphi \in \mathcal{C}^{1}\left(\mathbb{R}^{+}\right) . \tag{3.40}
\end{gather*}
$$

Our aim is now to derive a priori estimates. First, we multiply (2.16) by $r=N^{-1} \bar{q}, \bar{q}=q-(1 / \operatorname{Vol}(\Omega)) \int_{\Omega} q d x$ and integrate over $\Omega$ to obtain, setting $\|\cdot\|_{-1}=\left|N^{-1} \cdot\right|$,

$$
\begin{align*}
\frac{d}{d t}\left(\|\bar{q}\|_{-1}^{2}\right. & \left.+\left|\tilde{B}^{1 / 2} \nabla B^{1 / 2} \nabla N^{-1} \bar{q}\right|^{2}\right)+c\|q\|_{H^{1}(\Omega)}^{2} \\
& +2 \int_{\Omega} f^{\prime}(q+\varphi) \bar{q} d x \leq c^{\prime}|q|^{2}+c^{\prime \prime}\left|\frac{\partial q}{\partial t}\right|^{2}+c^{\prime \prime \prime}(T) \tag{3.41}
\end{align*}
$$

We have, thanks to (3.36) and (3.37),

$$
\begin{align*}
& \int_{\Omega} f^{\prime}(q+\varphi) \bar{q} d x \\
& \quad \geq c_{5} \int_{\Omega} f(q+\varphi) d x-c\left(q_{0}, T\right) \int_{\Omega}|q+\varphi|^{2 p+1} d x-c^{\prime}\left(q_{0}, T\right)  \tag{3.42}\\
& \quad \geq c \int_{\Omega} f(q+\varphi) d x-c^{\prime}\left(q_{0}, T\right)
\end{align*}
$$

which yields

$$
\begin{align*}
\frac{d}{d t}\left(\|\bar{q}\|_{-1}^{2}\right. & \left.+\left|\tilde{B}^{1 / 2} \nabla B^{1 / 2} \nabla N^{-1} \bar{q}\right|^{2}\right)+c\|q\|_{H^{1}(\Omega)}^{2} \\
& +c^{\prime} \int_{\Omega} f(q+\varphi) d x \leq c^{\prime \prime}|q|^{2}+c^{\prime \prime \prime}\left|\frac{\partial q}{\partial t}\right|^{2}+c^{i v}\left(q_{0}, T\right) \tag{3.43}
\end{align*}
$$

Proceeding similarly for $r=N^{-1}(\partial q / \partial t)$, we find

$$
\begin{align*}
& \frac{d}{d t}\left(\alpha|\nabla q|^{2}+2 \int_{\Omega} f(q+\varphi) d x\right)+c\left\|\frac{\partial q}{\partial t}\right\|_{-1}^{2} \\
& \quad+c^{\prime}\left|\tilde{B}^{1 / 2} \nabla B^{1 / 2} \nabla N^{-1} \frac{\partial q}{\partial t}\right|^{2} \leq c^{\prime \prime} \int_{\Omega} f(q+\varphi) d x+c^{\prime \prime \prime}(T) \tag{3.44}
\end{align*}
$$

Multiplying finally (2.16) by $q$, we have, integrating over $\Omega$ and using (3.39),

$$
\begin{align*}
& \frac{d}{d t}\left(|q|^{2}+\left|\tilde{B}^{1 / 2} \nabla q\right|^{2}\right)+c\left|\nabla B^{1 / 2} \nabla q\right|^{2} \\
& \leq c^{\prime}\|q\|_{H^{1}(\Omega)}^{2}+c^{\prime \prime}\left|\frac{\partial q}{\partial t}\right|^{2}+c^{\prime \prime \prime}(T) \tag{3.45}
\end{align*}
$$

Combining (3.43), (3.44), and (3.45), we obtain the following theorem.
Theorem 3.4. Assume that (3.35), (3.36), (3.37), (3.38), (3.39), and (3.40) hold and that $q_{0} \in H_{\mathrm{per}}^{1}(\Omega)$. Then, (3.33) and (3.34) possesses at least one solution $q$ such that $q \in \mathcal{C}([0, T] ; H) \cap L^{\infty}\left(0, T ; H_{\text {per }}^{1}(\Omega)\right) \cap L^{2}(0, T ; V)$ and $\partial q / \partial t \in$ $L^{2}(0, T ; H)$, for all $T>0$.

Remark 3.5. We can obtain more regularity by multiplying (2.16) by $\partial q / \partial t$. Furthermore, if we make some growth restrictions on $f^{\prime \prime}$, we can prove the uniqueness of solutions.

Finally, we consider formulation (2.24), (2.25), and (2.26) (with $\theta$ replaced by $\Phi_{0}$ in (2.26)), with which we associate the variational formulation, for $T>0$ given.

Find $\Phi:[0, T] \rightarrow\left\{v \in H_{\mathrm{per}}^{2}(\Omega), \operatorname{div}(B \nabla v) \in L^{2 p+2}(\Omega)\right\}$ such that

$$
\begin{gather*}
\frac{d}{d t}[(\Phi, r)+(\Phi, d \cdot \nabla r)+(\tilde{B} \nabla \Phi, \nabla r)]+\alpha\left(\nabla B^{1 / 2} \nabla \Phi, \nabla B^{1 / 2} \nabla r\right) \\
-\left(g^{\prime}(\operatorname{div}(B \nabla \Phi)), r\right)=0, \quad \forall r \in H_{\mathrm{per}}^{2}(\Omega)  \tag{3.46}\\
\Phi(0)=\Phi_{0}
\end{gather*}
$$

We assume here that $\tilde{B}$ is positive definite and that $g$ satisfies (3.3), (3.4), and (3.5).

Multiplying (2.24) by $\Phi, \partial \Phi / \partial t$, and $\operatorname{div}(B \nabla(\partial \Phi / \partial t))$, we obtain, integrating over $\Omega$,

$$
\begin{align*}
& \frac{d}{d t}\left(|\Phi|^{2}+(\tilde{B} \nabla \Phi, \nabla \Phi)\right)+c\|\Phi\|_{H^{2}(\Omega)}^{2} \\
& \leq c^{\prime}\left(\int_{\Omega^{2}}|\operatorname{div}(B \nabla \Phi)|^{2 p+2} d x\right)^{(2 p+1) /(p+1)}\|\Phi\|_{H^{2}(\Omega)}^{2} \\
& \quad+c^{\prime \prime}\|\Phi\|_{H^{1}(\Omega)}^{2}+c^{\prime \prime \prime}+\delta\left|\nabla \frac{\partial \Phi}{\partial t}\right|^{2}, \quad \forall \delta>0, \\
& \frac{d}{d t}\left|\nabla B^{1 / 2} \nabla \Phi\right|^{2}+c\left\|\frac{\partial \Phi}{\partial t}\right\|_{H^{1}(\Omega)}^{2} \leq c^{\prime}\left(\int_{\Omega}|\operatorname{div}(B \nabla \Phi)|^{2 p+2} d x\right)^{(2 p+1) /(p+1)}+c^{\prime \prime}, \\
& \begin{aligned}
& \frac{d}{d t}\left(\alpha|\nabla \operatorname{div}(B \nabla \Phi)|^{2}+2 \int_{\Omega} g(\operatorname{div}(B \nabla \Phi)) d x\right)+2\left|B^{1 / 2} \nabla \frac{\partial \Phi}{\partial t}\right|^{2} \\
&+2\left(\tilde{B} \nabla B^{1 / 2} \nabla \frac{\partial \Phi}{\partial t}, \nabla B^{1 / 2} \nabla \frac{\partial \Phi}{\partial t}\right)=0 .
\end{aligned}
\end{align*}
$$

This yields the following theorem.
Theorem 3.6. Assume that $g$ satisfies (3.3), (3.4), and (3.5) and that $\Phi_{0}$ belongs to $H_{\text {per }}^{3}(\Omega)$. Then, (3.46) possesses at least one solution $\Phi$ such that $\Phi \in \mathcal{C}\left([0, T] ; H^{3-\varepsilon}(\Omega)\right) \cap L^{\infty}\left(0, T ; H_{\text {per }}^{3}(\Omega)\right)$ and $\partial \Phi / \partial t \in L^{2}\left(0, T ; H_{\text {per }}^{2}(\Omega)\right)$ for all $\epsilon>0$ and for all $T>0$.

Remark 3.7. Again, we can prove the uniqueness of solutions if $g$ belongs to $\mathcal{C}^{2}(R)$ and $g^{\prime \prime}$ satisfies some growth restrictions; in that case, we can also obtain more regularity on the solutions. Finally, we can also prove the existence of solutions (but not the uniqueness) if $\tilde{B}$ is only positive semidefinite. All this will be studied elsewhere.
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