
Hindawi Publishing Corporation
Journal of Applied Mathematics
Volume 2013, Article ID 187530, 5 pages
http://dx.doi.org/10.1155/2013/187530

Research Article
Generalization of Statistical Korovkin Theorems

Alperen Ali Ergur and Oktay Duman

Department of Mathematics, TOBB Economics and Technology University, Söğütözü, 06530 Ankara, Turkey
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We generalize and develop the Korovkin-type approximation theory by using an appropriate abstract space. We show that our
approximation is more applicable than the classical one. At the end, we display some applications.

1. Introduction

The classical Korovkin theory enables us to approximate a
function by means of positive linear operators (see, e.g., [1–
3]). In recent years, this theory has been quite improved by
some efficient tools inmathematics such as the concept of sta-
tistical convergence from summability theory, the fuzzy logic
theory, the complex functions theory, the theory of 𝑞-cal-
culus, and the theory of fractional analysis.Themain purpose
of this paper is to generalize and develop this Korovkin theory
by using an appropriate abstract space. Actually, the most
important motivation of this study has its roots from the
paper by Yoshinaga and Tamura [4]. In the present paper, we
show that our new approximation is more general and also
more applicable than that of [4].

Throughout the paper the following assumptions are
imposed:

(i) (𝑋,U) is a Hausdorff uniform space provided with
the uniform structure (𝑋,U);

(ii) U is the filter of the surroundings containing the diag-
onal Δ = {(𝑥, 𝑥) : 𝑥 ∈ 𝑋} in 𝑋 × 𝑋;

(iii) F is a vector space of real-valued functions defined
on 𝑋 including the constant-valued function 𝑒

0
(𝑥) =

1;
(iv) 𝑌 is a compact subspace of 𝑋;
(v) 𝐿
𝑛
is a positive linear operator ofF into R𝑌 for each

𝑛 ∈ N;
(vi) 𝐴 := [𝑎

𝑗𝑛
] is a nonnegative regular summable matrix.

Assume further that there exists a certain real-valued
function 𝐹(𝑥, 𝑦) satisfying the following conditions:

(i) 𝐹(𝑥, 𝑦) ≥ 0 on 𝑋 × 𝑌 and 𝐹(𝑦, 𝑦) = 0 for each 𝑦 ∈ 𝑌;
(ii) 𝐹
𝑦

∈ F for each 𝑦 ∈ 𝑌, where 𝐹
𝑦
is the function on 𝑋

defined by 𝐹
𝑦
(𝑥) := 𝐹(𝑥, 𝑦);

(iii) for each 𝑦 ∈ 𝑌, 𝐹
𝑦
(𝑥) is continuous with respect to 𝑥

at each point in 𝑌;
(iv) 𝜌(𝑈) = inf 𝐹(𝑥, 𝑦) > 0 for each𝑈 ∈ U, where the infi-

mum is taken over (𝑋 × 𝑌) − 𝑈;
(v) there exist 𝑦

1
, 𝑦
2

∈ 𝑌, 𝑦
1

̸= 𝑦
2
, such that 𝐹

𝑦
1

(𝑥) and
𝐹
𝑦
2

(𝑥) are bounded functions of 𝑥, and it holds that

st
𝐴

− lim
𝑛

󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
1

) − 𝐹
𝑦
1

󵄩󵄩󵄩󵄩󵄩
= 0,

st
𝐴

− lim
𝑛

󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
2

) − 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
= 0,

st
𝐴

− lim
𝑛

(sup
𝑦∈𝑌

𝐿
𝑛

(𝐹
𝑦
; 𝑦)) = 0,

(1)

where the symbol ‖ ⋅ ‖ denotes the classical sup-norm on the
compact set 𝑌. Here, we use the concept of 𝐴-statistical con-
vergence, where𝐴 is a nonnegative regular summablematrix.
Recall that, for a given subset 𝐾 of N, the 𝐴-density of 𝐾,
denoted by 𝛿

𝐴
(𝐾), is defined to be 𝛿

𝐴
(𝐾) = lim

𝑗→∞
∑
𝑛∈𝐾

𝑎
𝑗𝑛

provided that the limit exists. Using this𝐴-density, we say that
a sequence 𝑥 = (𝑥

𝑛
) is 𝐴-statistically convergent to 𝐿 if and

only if 𝛿
𝐴

(𝐾(𝜀)) = 0 for every 𝜀 > 0, where 𝐾(𝜀) := {𝑛 ∈ N :

|𝑥
𝑛
−𝐿| ≥ 𝜀} (see [5]). In the case of𝐴 = 𝐶

1
, theCesàromatrix,
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it reduces to the concept of statistical convergence introduced
by Fast [6]. Of course, if we take 𝐴 = 𝐼, the identity matrix,
then we get the ordinary convergence.

We should note that if, for each 𝑦 ∈ 𝑌, 𝐹
𝑦
(𝑥) is a bounded

function of 𝑥 for which

st
𝐴

− lim
𝑛

( sup
𝑥,𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝐹
𝑦
; 𝑥) − 𝐹

𝑦
(𝑥)

󵄨󵄨󵄨󵄨󵄨
) = 0 (2)

holds, then we get the conditions in (V).
Then, with the above terminology, Yoshinaga andTamura

[4] proved the following approximation result (in the case of
𝐴 = 𝐼).

TheoremA (see [4]). Let𝑓 be a bounded real-valued function
on 𝑋 and continuous at each point in 𝑌. Then, if 𝑓 ∈ F, the
sequence {𝐿

𝑛
(𝑓)} is uniformly convergent to 𝑓 on 𝑌.

2. Statistical Approximation Theorem

In this section, we obtain the statistical analog of Theorem A
in order to get a more applicable approximation theorem.

We first need the following three lemmas.

Lemma 1 (see [4]). Let 𝑉 be an open subset of 𝑋 × 𝑌

containing Δ
𝑌

:= Δ ∩ (𝑋 × 𝑌). Then, it is possible to see that
𝑈 ∩ (𝑋 × 𝑌) ⊂ 𝑉 for some 𝑈 ∈ U.

Lemma 2. The sequence {‖𝐿
𝑛
(𝑒
0
)‖} is 𝐴-statistically bounded;

that is; there exist a positive real number𝑀 and a subset𝐾 ⊂ N

having 𝐴-density 1 such that
󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑒
0
)
󵄩󵄩󵄩󵄩 ≤ 𝑀 for every 𝑛 ∈ 𝐾. (3)

Proof. For the points 𝑦
1
, 𝑦
2
given in (V), we can take 𝑈

0
∈ U

so that (𝑦
1
, 𝑦
2
) ∉ 𝑈
0
. Now, choose 𝑈 ∈ U such that 𝑈 = 𝑈

−1

and 𝑈 ∘ 𝑈 ⊂ 𝑈
0
. Then, we observe, for every 𝑥 ∈ 𝑋, that

𝐹
𝑦
1
(𝑥) + 𝐹

𝑦
2
(𝑥) ≥ 𝜌 (𝑈) . (4)

Hence, we get, for each 𝑦 ∈ 𝑌 and for every 𝑛 ∈ N, that

𝐿
𝑛

(𝐹
𝑦
1

; 𝑦) + 𝐿
𝑛

(𝐹
𝑦
2

; 𝑦) ≥ 𝜌 (𝑈) 𝐿
𝑛

(𝑒
0
; 𝑦) ≥ 0, (5)

which implies that

𝜌 (𝑈) 𝐿
𝑛

(𝑒
0
; 𝑦) ≤

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝐹
𝑦
1

; 𝑦) − 𝐹
𝑦
1

(𝑦)
󵄨󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝐹
𝑦
2

; 𝑦) − 𝐹
𝑦
2

(𝑦)
󵄨󵄨󵄨󵄨󵄨

+ {𝐹
𝑦
1

(𝑦) + 𝐹
𝑦
2

(𝑦)} .

(6)

Taking supremum over 𝑦 ∈ 𝑌 and also letting

𝑀
1

:=
1

𝜌 (𝑈)

󵄩󵄩󵄩󵄩󵄩
𝐹
𝑦
1

+ 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
, (7)

we obtain, for every 𝑛 ∈ N, that

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑒
0
)
󵄩󵄩󵄩󵄩 ≤

1

𝜌 (𝑈)

󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
1

) − 𝐹
𝑦
1

󵄩󵄩󵄩󵄩󵄩

+
1

𝜌 (𝑈)

󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
2

) − 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
+ 𝑀
1
.

(8)

Now, for a given 𝜀 > 0, define the following sets:

𝐾
1

:= {𝑛 ∈ N :
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
1

) − 𝐹
𝑦
1

󵄩󵄩󵄩󵄩󵄩
≥

𝜀𝜌 (𝑈)

2
} ,

𝐾
2

:= {𝑛 ∈ N :
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
2

) − 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
≥

𝜀𝜌 (𝑈)

2
} .

(9)

Then, from the conditions in (V), we may write that

𝛿
𝐴

(𝐾
1
) = 𝛿
𝐴

(𝐾
2
) = 0. (10)

Now setting

𝐾 := N − (𝐾
1

∪ 𝐾
2
) , (11)

we immediately get that

𝛿
𝐴

(𝐾) = 1. (12)

Furthermore, it follows from (8) that, for every 𝑛 ∈ 𝐾, that is,
𝑛 ∉ 𝐾

1
and 𝑛 ∉ 𝐾

2
,
󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑒
0
)
󵄩󵄩󵄩󵄩 ≤ 𝜀 + 𝑀

1
=: 𝑀, (13)

which completes the proof.

Lemma 3. Let 𝑔(𝑥, 𝑦) be a real-valued and bounded function
on 𝑋 × 𝑌, and let 𝑔 be continuous at each diagonal point
(𝑦, 𝑦) ∈ Δ

𝑌
. For each 𝑦 ∈ 𝑌, define the function 𝑔

𝑦
on 𝑋 by

𝑔
𝑦
(𝑥) := 𝑔(𝑥, 𝑦). Assume further that 𝑔

𝑦
∈ F and 𝑔

𝑦
(𝑦) = 0

for each 𝑦 ∈ 𝑌. Then, one has

𝑠𝑡
𝐴

− lim
𝑛

(sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
) = 0. (14)

Proof. Since 𝑔 is continuous at any diagonal point (𝑦, 𝑦) ∈

Δ
𝑌
, for every 𝜀 > 0, there exists an open neighborhood 𝑉(𝑦)

of 𝑦 in 𝑋 such that
󵄨󵄨󵄨󵄨𝑔 (𝑥, 𝑦)

󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨𝑔 (𝑥, 𝑦) − 𝑔 (𝑦, 𝑦)

󵄨󵄨󵄨󵄨 < 𝜀 (15)

for every (𝑥, 𝑦) ∈ 𝑉(𝑦) × (𝑉(𝑦) ∩ 𝑌). Now, if we define the set
𝑉 by

𝑉 := ⋃

𝑦∈𝑌

{𝑉 (𝑦) × (𝑉 (𝑦) ∩ 𝑌)} , (16)

thenwe easily see that𝑉 is an open subset of𝑋 × 𝑌 containing
the diagonal Δ

𝑌
. Also, it follows from Lemma 1 that 𝑈∩(𝑋 ×

𝑌) ⊂ 𝑉 for some 𝑈 ∈ U. Now, setting

𝐶 := sup
(𝑥,𝑦)∈𝑋×𝑌

󵄨󵄨󵄨󵄨𝑔 (𝑥, 𝑦)
󵄨󵄨󵄨󵄨 , (17)

we get, for every (𝑥, 𝑦) ∈ 𝑋 × 𝑌, that

󵄨󵄨󵄨󵄨𝑔 (𝑥, 𝑦)
󵄨󵄨󵄨󵄨 ≤ 𝜀 +

𝐶

𝜌 (𝑈)
𝐹
𝑦

(𝑥) , (18)

which in turn implies that
󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
≤ 𝐿
𝑛

(
󵄨󵄨󵄨󵄨󵄨
𝑔
𝑦

󵄨󵄨󵄨󵄨󵄨
; 𝑦)

≤ 𝜀𝐿
𝑛

(𝑒
0
; 𝑦) +

𝐶

𝜌 (𝑈)
𝐿
𝑛

(𝐹
𝑦
; 𝑦) .

(19)



Journal of Applied Mathematics 3

Thus we conclude that, for every 𝑛 ∈ N, the inequality

sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
≤ 𝜀

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑒
0
)
󵄩󵄩󵄩󵄩 +

𝐶

𝜌 (𝑈)
sup
𝑦∈𝑌

𝐿
𝑛

(𝐹
𝑦
; 𝑦) (20)

holds. By Lemma 2, there exists a positive real number𝑀 and
a subset 𝐾 of N having 𝐴-density 1 such that

sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
≤ 𝑀𝜀 +

𝐶

𝜌 (𝑈)
sup
𝑦∈𝑌

𝐿
𝑛

(𝐹
𝑦
; 𝑦) (21)

holds for every 𝑛 ∈ 𝐾. Now, for a given 𝑟 > 0, choose an 𝜀 > 0

such that 𝑟 > 𝑀𝜀. Then, considering the following subsets of
N:

𝐷 := {𝑛 ∈ N : sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
≥ 𝑟} ,

𝐷
󸀠

:= {𝑛 ∈ N : sup
𝑦∈𝑌

𝐿
𝑛

(𝐹
𝑦
; 𝑦) ≥

(𝑟 − 𝜀𝑀) 𝜌 (𝑈)

𝐶
}

(22)

and also using (21), we have 𝐷 ∩ 𝐾 ⊂ 𝐷
󸀠

∩ 𝐾 ⊂ 𝐷
󸀠, which

gives, for every 𝑗 ∈ N, that

0 ≤ ∑

𝑛∈𝐷∩𝐾

𝑎
𝑗𝑛

≤ ∑

𝑛∈𝐷
󸀠
∩𝐾

𝑎
𝑗𝑛

≤ ∑

𝑛∈𝐷
󸀠

𝑎
𝑗𝑛

. (23)

Taking limit as 𝑗 → ∞ in both sides of the last inequality
and also using (V), we obtain that

lim
𝑗

∑

𝑛∈𝐷∩𝐾

𝑎
𝑗𝑛

= 0. (24)

Furthermore, we may write that

∑

𝑛∈𝐷

𝑎
𝑗𝑛

= ∑

𝑛∈𝐷∩𝐾

𝑎
𝑗𝑛

+ ∑

𝑛∈𝐷∩(N−𝐾)

𝑎
𝑗𝑛

≤ ∑

𝑛∈𝐷∩𝐾

𝑎
𝑗𝑛

+ ∑

𝑛∈(N−𝐾)

𝑎
𝑗𝑛

.

(25)

Since 𝛿
𝐴

(𝐾) = 1, we get 𝛿
𝐴

(N − 𝐾) = 0. Thus, by (24) and
(25), we obtain that

lim
𝑗

∑

𝑛∈𝐷

𝑎
𝑗𝑛

= 0, (26)

which means

st
𝐴

− lim
𝑛

(sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
) = 0. (27)

Therefore, the proof is completed.

Now we are ready to give our main approximation result
in statistical sense.

Theorem4. Let𝑓 be a bounded real-valued function on𝑋 and
continuous at each point in 𝑌. Then, if 𝑓 ∈ F, one has

𝑠𝑡
𝐴

− lim
𝑛

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓) − 𝑓
󵄩󵄩󵄩󵄩 = 0. (28)

Proof. As in the proof of Lemma 2, we take 𝑈
0
, 𝑈 ∈ U such

that 𝑈 = 𝑈
−1, (𝑦

1
, 𝑦
2
) ∉ 𝑈
0
, and 𝑈 ∘ 𝑈 ⊂ 𝑈

0
, where 𝑦

1
, 𝑦
2
are

given in (V). Let

𝐺 (𝑥) := 𝐹 (𝑥, 𝑦
1
) + 𝐹 (𝑥, 𝑦

2
) ,

𝑔 (𝑥, 𝑦) := 𝑓 (𝑥) −
𝑓 (𝑦)

𝐺 (𝑦)
𝐺 (𝑥)

(29)

for (𝑥, 𝑦) ∈ 𝑋 × 𝑌. Then, we see that 𝐺 ∈ F, and so 0 <

𝜌(𝑈) ≤ 𝐺(𝑥) ≤ 𝐶 for some 𝐶 > 0 due to the boundedness
of the functions 𝐹

𝑦
1

and 𝐹
𝑦
2

on 𝑋. Also, observe that 𝑔
𝑦

∈ F
and 𝑔

𝑦
(𝑦) = 0 for each 𝑦 ∈ 𝑌. Since 𝑓 and 𝐺 are continuous

at any point 𝑦 ∈ 𝑌 and also 𝐺(𝑦) ≥ 𝜌(𝑈) > 0, we easily
check that the function 𝑔(𝑥, 𝑦) is continuous at each point
(𝑦, 𝑦) ∈ Δ

𝑦
. Since 𝑓 is bounded on 𝑋, we may write that

𝑀 := sup
𝑥∈𝑋

|𝑓(𝑥)| < ∞. Then, it is not hard to see that

󵄨󵄨󵄨󵄨𝑔 (𝑥, 𝑦)
󵄨󵄨󵄨󵄨 ≤ 𝑀 +

𝑀

𝜌 (𝑈)
𝐶 (30)

for every (𝑥, 𝑦) ∈ 𝑋 × 𝑌. From Lemma 3, one can get that

st
𝐴

− lim
𝑛

(sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
) = 0. (31)

On the other hand, by (29), we have

𝑔
𝑦 (𝑥) = 𝑓 (𝑥) −

𝑓 (𝑦)

𝐹
𝑦
1

(𝑦) + 𝐹
𝑦
2

(𝑦)
(𝐹
𝑦
1
(𝑥) + 𝐹

𝑦
2
(𝑥)) , (32)

which yields that

𝐿
𝑛

(𝑔
𝑦
; 𝑦) = 𝐿

𝑛
(𝑓; 𝑦)

−
𝑓 (𝑦)

𝐹
𝑦
1

(𝑦) + 𝐹
𝑦
2

(𝑦)
(𝐿
𝑛

(𝐹
𝑦
1

; 𝑦) + 𝐿
𝑛

(𝐹
𝑦
2

; 𝑦)) .

(33)

Hence we get

𝐿
𝑛

(𝑓; 𝑦) − 𝑓 (𝑦)

= 𝐿
𝑛

(𝑔
𝑦
; 𝑦) +

𝑓 (𝑦)

𝐹
𝑦
1

(𝑦) + 𝐹
𝑦
2

(𝑦)

× {(𝐿
𝑛

(𝐹
𝑦
1

; 𝑦) − 𝐹
𝑦
1

(𝑦))

+ (𝐿
𝑛

(𝐹
𝑦
2

; 𝑦) − 𝐹
𝑦
2

(𝑦))} .

(34)

Taking supremum over 𝑦 ∈ 𝑌, we immediately obtain that

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓) − 𝑓
󵄩󵄩󵄩󵄩 ≤ sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨

+
𝑀

𝜌 (𝑈)
{
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
1

) − 𝐹
𝑦
1

󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
2

) − 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
} .

(35)
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Now, for a given 𝜀 > 0, define the following sets:

𝐸 := {𝑛 ∈ N :
󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓) − 𝑓
󵄩󵄩󵄩󵄩 ≥ 𝜀} ,

𝐸
1

:= {𝑛 ∈ N : sup
𝑦∈𝑌

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑔
𝑦
; 𝑦)

󵄨󵄨󵄨󵄨󵄨
≥

𝜀

3
} ,

𝐸
2

:= {𝑛 ∈ N :
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
1

) − 𝐹
𝑦
1

󵄩󵄩󵄩󵄩󵄩
≥

𝜀𝜌 (𝑈)

3𝑀
} ,

𝐸
3

:= {𝑛 ∈ N :
󵄩󵄩󵄩󵄩󵄩
𝐿
𝑛

(𝐹
𝑦
2

) − 𝐹
𝑦
2

󵄩󵄩󵄩󵄩󵄩
≥

𝜀𝜌 (𝑈)

3𝑀
} .

(36)

Then, it follows from (35) that

𝐸 ⊂ 𝐸
1

∪ 𝐸
2

∪ 𝐸
3
, (37)

which guarantees that, for any 𝑗 ∈ N,

∑

𝑛∈𝐸

𝑎
𝑗𝑛

≤ ∑

𝑛∈𝐸
1

𝑎
𝑗𝑛

+ ∑

𝑛∈𝐸
2

𝑎
𝑗𝑛

+ ∑

𝑛∈𝐸
3

𝑎
𝑗𝑛

. (38)

Now letting 𝑗 → ∞ and also using (V) and (31), we conclude
that

lim
𝑗

∑

𝑛∈𝐸

𝑎
𝑗𝑛

= 0, (39)

which is the desired result.

3. Concluding Remarks

If we take 𝐴 = 𝐼, the identity matrix, in Theorem 4, then we
easily getTheoremA.Hence, one can say thatTheorem 4 cov-
ers Theorem A. However, if we take 𝐴 = 𝐶

1
, the Cesàro mat-

rix, and also define the sequence (𝑢
𝑛
) by

𝑢
𝑛

:= {
1, 𝑛 = 𝑚

2
, 𝑚 ∈ N,

0, otherwise,
(40)

then we observe that

st
𝐶
1

− lim
𝑛

𝑢
𝑛

= st − lim
𝑛

𝑢
𝑛

= 0 (41)

although it is nonconvergent in the usual sense. Now, assume
that {𝐿

𝑛
} is a sequence of positive linear operators satisfying

all conditions of Theorem A. Then, using (𝑢
𝑛
) and (𝐿

𝑛
), we

construct new operators 𝑇
𝑛
as follows:

𝑇
𝑛

(𝑓) := (1 + 𝑢
𝑛
) 𝐿
𝑛

(𝑓) for every 𝑓 ∈ F. (42)

In this case, we verify that our operators 𝑇
𝑛
satisfy all condi-

tions of Theorem 4 due to property (41). Thus, we may write
that, for every 𝑓 ∈ F,

st − lim
𝑛

󵄩󵄩󵄩󵄩𝑇
𝑛

(𝑓) − 𝑓
󵄩󵄩󵄩󵄩 = 0. (43)

However, since the sequence (𝑢
𝑛
) given by (40) is noncon-

vergent, approximating a function 𝑓 ∈ F by the operators 𝑇
𝑛

is impossible. This example clearly shows thatTheorem 4 is a
nontrivial generalization of Theorem A.

Now we give some significant applications of Theorem 4.
As usual, by 𝐶(𝑋) we denote the space of all real-valued con-
tinuous functions on 𝑋.

Corollary 5 (see Theorem 3.5 of [7]). Let 𝑋 be a compact
Hausdorff space, and let 𝑓

1
, 𝑓
2
, . . . , 𝑓

𝑚
∈ 𝐶(𝑋) satisfy the con-

dition that there exist 𝑔
1
, 𝑔
2
, . . . , 𝑔

𝑚
∈ 𝐶(𝑋) such that defining

𝑃(𝑥, 𝑦) := ∑
𝑚

𝑖=1
𝑔
𝑖
(𝑦)𝑓
𝑖
(𝑥) for every 𝑥, 𝑦 ∈ 𝑋, it holds that

𝑃(𝑥, 𝑦) ≥ 0 and 𝑃(𝑥, 𝑦) = 0 if and only if 𝑥 = 𝑦. Assume that
{𝐿
𝑛
} is a sequence of positive linear operators from 𝐶(𝑋) into

itself. Assume further that, for a given nonnegative regular sum-
mable matrix 𝐴 = [𝑎

𝑗𝑛
],

𝑠𝑡
𝐴

− lim
𝑛

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓
𝑖
) − 𝑓
𝑖

󵄩󵄩󵄩󵄩 = 0 for each 𝑖 = 1, 2, . . . , 𝑚. (44)

Then, for every 𝑓 ∈ 𝐶(𝑋), one has 𝑠𝑡
𝐴

− lim
𝑛
‖𝐿
𝑛
(𝑓)−𝑓‖ = 0.

Proof. TakeF = 𝐶(𝑋), 𝑋 = 𝑌, and 𝐹(𝑥, 𝑦) = 𝑃(𝑥, 𝑦). Then,
since

𝐿
𝑛

(𝑃
𝑦
; 𝑥) − 𝑃

𝑦 (𝑥) =

𝑚

∑

𝑖=1

𝑔
𝑖
(𝑦) {𝐿

𝑛
(𝑓
𝑖
; 𝑥) − 𝑓

𝑖 (𝑥)} , (45)

we observe that

sup
𝑥,𝑦∈𝑋

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑃
𝑦
; 𝑥) − 𝑃

𝑦
(𝑥)

󵄨󵄨󵄨󵄨󵄨
≤ 𝐶

𝑚

∑

𝑖=1

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓
𝑖
) − 𝑓
𝑖

󵄩󵄩󵄩󵄩 , (46)

where 𝐶 := max
1≤𝑖≤𝑚

‖𝑔
𝑖
‖. Now, for a given 𝜀 > 0, consider

the following sets:

𝐵 := {𝑛 ∈ N : sup
𝑥,𝑦∈𝑋

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑃
𝑦
; 𝑥) − 𝑃

𝑦
(𝑥)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀} ,

𝐵
𝑖
:= {𝑛 ∈ N :

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑓
𝑖
) − 𝑓
𝑖

󵄩󵄩󵄩󵄩 ≥
𝜀

𝑚𝐶
} , 𝑖 = 1, 2, . . . , 𝑚.

(47)

Hence, inequality (46) implies that

𝐵 ⊂

𝑚

⋃

𝑖=1

𝐵
𝑖
, (48)

which gives, for every 𝑗 ∈ N, that

∑

𝑛∈𝐵

𝑎
𝑗𝑛

≤

𝑚

∑

𝑖=1

∑

𝑛∈𝐵
𝑖

𝑎
𝑗𝑛

. (49)

By (44), we obtain that

st
𝐴

− lim
𝑛

∑

𝑛∈𝐵

𝑎
𝑗𝑛

= 0, (50)

which gives

st
𝐴

− lim
𝑛

( sup
𝑥,𝑦∈𝑋

󵄨󵄨󵄨󵄨󵄨
𝐿
𝑛

(𝑃
𝑦
; 𝑥) − 𝑃

𝑦
(𝑥)

󵄨󵄨󵄨󵄨󵄨
) = 0. (51)

Thus, the last equalitymeans that condition (2) is valid for the
function 𝑃(𝑥, 𝑦). As a result, all hypotheses ofTheorem 4 are
satisfied.

If we take 𝐴 = 𝐼, the identity matrix, in Corollary 5, then
we immediately get the classical result (see, e.g., [3, page 22]).

In algebraic case, we consider the following test functions:
𝑒
𝑖
(𝑥) = 𝑥

𝑖
, 𝑖 = 0, 1, 2. Then we get the next result.
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Corollary 6 (see Corollary 2 of [8]). Let {𝐿
𝑛
} be a sequence of

positive linear operators from 𝐶[𝑎, 𝑏] into itself. If, for a given
nonnegative regular summable matrix 𝐴 = [𝑎

𝑗𝑛
],

𝑠𝑡
𝐴

− lim
𝑛

󵄩󵄩󵄩󵄩𝐿
𝑛

(𝑒
𝑖
) − 𝑒
𝑖

󵄩󵄩󵄩󵄩 = 0 for each 𝑖 = 0, 1, 2, (52)

then, for every 𝑓 ∈ 𝐶[𝑎, 𝑏], one has 𝑠𝑡
𝐴

− lim
𝑛
‖𝐿
𝑛
(𝑓) − 𝑓‖.

Proof. If we take 𝑋 = R, 𝑌 = [𝑎, 𝑏], F = 𝐶[𝑎, 𝑏], and
𝐹(𝑥, 𝑦) = (𝑦 − 𝑥)

2, then we observe that all conditions of
Theorem 4 are satisfied.

Of course, if 𝐴 = 𝐶
1
, the Cesáro matrix, in Corollary 6,

then one obtainsTheorem 1 of [9]. Furthermore, taking𝐴 = 𝐼

we get the classical theorem (see [2]).
Finally, as in [4],Theorem 4 also contains the trigonomet-

ric version of Corollary 6 introduced in [10].

Acknowledgments

The authors would like to thank the referee for carefully read-
ing the paper. The second author also thanks TUBA for their
support.

References

[1] F. Altomare and M. Campiti, Korovkin-Type Approximation
Theory and Its Applications, vol. 17 of deGruyter Studies inMath-
ematics, Walter de Gruyter & Co., Berlin, Germany, 1994.

[2] P. P. Korovkin, Linear Operators and Approximation Theory,
Russian Monographs and Texts on Advanced Mathematics and
Physics, Vol. III, Gordon and Breach, NewYork, NY, USA, 1960.

[3] H. N. Mhaskar and D. V. Pai, Fundamentals of Approximation
Theory, CRC Press, Boca Raton, Fla, USA, 2000.

[4] K. Yoshinaga and S. Tamura, “On a Korovkin theorem of uni-
form convergence,” Bulletin of the Kyushu Institute of Technol-
ogy. Mathematics, Natural Science, no. 23, pp. 1–9, 1976.

[5] A. R. Freedman and J. J. Sember, “Densities and summability,”
Pacific Journal of Mathematics, vol. 95, no. 2, pp. 293–305, 1981.

[6] H. Fast, “Sur la convergence statistique,” ColloquiumMathema-
ticum, vol. 2, pp. 241–244, 1951.

[7] O. Duman and C. Orhan, “An abstract version of the Korovkin
approximation theorem,”PublicationesMathematicaeDebrecen,
vol. 69, no. 1-2, pp. 33–46, 2006.

[8] O. Duman, M. K. Khan, and C. Orhan, “A -statistical conver-
gence of approximating operators,”Mathematical Inequalities &
Applications, vol. 6, no. 4, pp. 689–699, 2003.

[9] A.D.Gadjiev andC.Orhan, “Some approximation theorems via
statistical convergence,”The Rocky Mountain Journal of Mathe-
matics, vol. 32, no. 1, pp. 129–138, 2002.

[10] O. Duman, “Statistical approximation for periodic functions,”
Demonstratio Mathematica, vol. 36, no. 4, pp. 873–878, 2003.



Submit your manuscripts at
http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


