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This paper is concerned with the problem of delay-dependent finite-time H filtering for Markovian jump systems with different
system modes. By using the new augmented multiple mode-dependent Lyapunov-Krasovskii functional and employing the
proposed integrals inequalities in the derivation of our results, a novel sufficient condition for finite-time boundness with an H_,
performance index is derived. Particularly, two different Markov processes have been considered for modeling the randomness of
system matrix and the state delay. Based on the derived condition, the H_, filtering problem is solved, and an explicit expression
of the desired filter is also given; the system trajectory stays within a prescribed bound during a specified time interval. Finally, a

numerical example is given to illustrate the effectiveness and the potential of the proposed techniques.

1. Introduction

Markovian jump systems were introduced by Krasovskii and
Lidskii [1], which can be described by a set of systems
with the transitions in a finite mode set. In the past few
decades, there has been increasing interest in Markovian
jump systems because this class of systems is appropriate
to many physical systems which always go with random
failures, repairs, and sudden environment disturbance [2-5].
Such class of systems is a special class of stochastic hybrid
systems with finite operation modes, which may switch from
one to another at different time, such as component failures,
sudden environmental disturbance, and abrupt variations
of the operating points of a nonlinear system. As a crucial
factor, it is shown that such jumping can be determined by a
Markovian chain [6]. For linear Markovian jumping systems,
many important issues have been studied extensively such as
stability, stabilization, control synthesis, and filter design [6-
12]. In finite operation modes, Markovian jump systems are a
special class of stochastic systems that can switch from one to
another at different time.

It is worth pointing out that time delay is of interest to
many researchers because of the fact that time delay is often

encountered in various systems such as networked control
systems, chemical processes, and communication systems. It
is worth pointing out that time delay is one of the instabil-
ity sources for dynamical systems and is a common phenom-
enon in many industrial and engineering systems. Hence, it is
not surprising that much effort has been made to investigate
Markovian jump systems with time delay during the last two
decades [13-15]. The exponential stabilization of Markovian
jump systems with time delay was firstly studied in [16]
where the decay rate was estimated by solving linear matrix
inequalities [17]. However, in the aforementioned works, the
network-induced delays have been commonly assumed to be
deterministic, which is fairly unrealistic since delays resulting
from network transmissions are typically time varying [18-
24].

Generally speaking, the delay-dependent criterions are
less conservative than delay-independent ones, especially
when the time delay is small enough in Markovian jump
systems. Thus, recent efforts were devoted to the delay-
dependent Markovian jump systems stability analysis by
employing Lyapunov-Krasovskii functionals [25-33]. How-
ever, in most thesis, the time delay to be arbitrarily large
are allowed in criterion, it always tends to be conservative.



Furthermore, though the decay rate can be computed, it is a
fixed value that one cannot adjust to deduce if a larger de-
cay rate is possible. Therefore, how to obtain the improved
results without increasing the computational burden has
greatly improved the current study. On the other hand, the
practical problems which system described does not exceed
a certain threshold over some finite time interval are con-
sidered. In finite-time interval, finite-time stability is inves-
tigated to address these transient performances of control
systems. Recently, the concept of finite-time stability has been
revisited in the light of linear matrix inequalities (LMIs) and
Lyapunov function theory, and some results are obtained to
ensure that systems are finite-time stability or finite-time
boundness [34-50]. To the best of our knowledge, in most
of the works about Markovian jump systems with mode-
dependent delay, the delay mode is always assumed to be the
same as the system matrices mode. However, in real systems,
the delay mode may not be the same as that for jump in
other system parameters. In other words, variations of delay
usually depend on phenomena which may not cause abrupt
changes in other systems parameters. Therefore, the work of
Markovian jump systems with different system modes is not
only theoretically interesting and challenging, but also very
important in practical applications.

Motivated by the previous above discussions, in this pa-
per, we present a new augmented Lyapunov functional for
a class of Markovian jump systems with different system
modes; in order to reduce the possible conservativeness and
computational burden, some slack matrices are introduced
[32]. Several sufficient conditions are derived to guarantee the
finite-time stability and boundedness of the resulting closed-
loop system. We find that finite-time stability is an inde-
pendent concept from Lyapunov stability and always can be
affected by switching behavior significantly, and the finite-
time boundness criteria can be tackled in the form of LMIs.
Finally, a numerical example is presented to illustrate the
effectiveness of the developed techniques.

Notations. Throughout this paper, welet P > 0 (P > 0, P <
0, and P < 0) denote a symmetric positive definite matrix P
(positive semidefinite, negative definite, and negative semi-
definite). For any symmetric matrix P, A, (P) and A, (P)
denote the maximum and minimum eigenvalues of matrix P,
respectively. 2" denotes the n-dimensional Euclidean space,
and R™" refers to the set of all n X m real matrices and
W =1{1,2,...,N}. The identity matrix of order n is denoted
as I,,. = represents the elements below the main diagonal of a
symmetric matrix. The superscripts T and —1 stand for matrix
transposition and matrix inverse, respectively.

2. Preliminaries

In this paper, we consider the following Markov jump system
described by

x()=A,x()+ A, x(t-1, (1)) + D, (),

y() =Cpx(t)+Cppx(t-7, () + Dy 0 (t),

yTry
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z2(t) = Cx(t) + Copy x (t =17, (1)) + D, 0 (1),

x(t)=¢(t), t=][-h0],

)

where x(t) € R" is the state vector of the system, y(t) € R is
the measured output, z(t) € %1 is the controlled output, ¢(t),
t € [—h, 0] are initial conditions of continuous state, and r,, €
N, sy € M = {1,2,..., M} are initial conditions of mode.
w(t) € A1 is the disturbance input, satisfying the following
condition:

JOO W' (Hw(t)dt <d. (2)

0

Let the random form processes r;, s, be the Markov sto-
chastic processes taking values on finite sets /" = {1,2,...,
N}and # = {1,2,..., M} with probability transition rate
matrices A = {A;;},4,j € #,and Il = {m,, .}, m,n € M. "The
transition probabilities from mode j to mode j for Markov
process 7, and from mode m to mode n for the Markov
process s, in time h are described as

Pr(r,=jln=1i)=0;+A;A+0(A),

(3)
Pr(sp=nls, =m)=7{,,+mr,,A+0(A),
where
0, ifi#j, 0, ifm#n,
%j {1, ifi=j, S {1, if m=n, )

and A > 0, 4;; > 0, for i # j, is the transition rate from mode
i at time f to mode j at time f + A and

N

—Ay = Z Aijs (5)

=it

for each mode i € /1, lim, o, (0(A)/A) = 0. 7,, > 0 for
m #n is the transition rate from mode m to mode 7 at time
t+ A and

M
Tum = z Tn> (6)

n=lm#n

for each mode i € A, limAHO+ (o(A)/A) = 0. For conve-
nience, we denote the Markov process r, and s, by i and
m indices, respectively. 7,,(f) denotes the mode-dependent
time-varying state delay in the system and satisfies the
following condition:

0<t,(t) <h,, < oo,

7)
T, (t) < U,, Vme M,
where h = max{h;,i € ./} is prescribed integer representing
the upper bounds of time-varying delay 7,,(t). Similarly, y =
max{y,,,m € M} is prescribed integer representing the up-
per bounds of time-varying delay 7,,(t). A,, A,,, D, C,,,
Cyer» Dy Csr,y oy, » and D, are known mode-dependent

yrr yry ar
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matrices with appropriate dimensions functions of the ran-
dom jumping process {r,} and represent the nominal systems
for each r, € /. For notation simplicity, when the system
operates in the i-th mode (r, =), A,, A, D,,C,,,C,,,
D,,,C,,C,,,and D, aredenotedas A;, A,;, D;,C;,C,;,
D,;, C.;» Cqi» and D, respectively.

Here we are interested in designing a full-order filter
described by

Ti>

xf (t) = Afrt,stxf (t) + Bfrt,sty (t) >
(8)
Zf (t) = Cf"trstxf ®,

where x,(t) € A" is the filter state, z,(k) € %I, and the
e f
matrices A 4, o, By, o, and Cy,  are unknown filter param-
eters to be designed.
Augmenting the model of (1) to include the filter (8), we
obtain the following filtering error system:

7(t) = A n(t)+B,n(t-1, ) +D, ),

_ _ )
et)=C,n(t)+E, n(t-1,(1),
where
=|*" () =2 (0) -2, (t
nt) = xf(t) > e(t) =z )—Zf )
_ A 0 — A
A = A , Br — T, ,
b, an ) s )

51y,
" Bfrt »St D}V"r '

6"t = [Czrt’ _Cfrt,st] ’ Ert = [Cz‘rrt’ 0] '

In order to more precisely describe the main objective,
we introduce the following definitions and Lemmas for the
underlying system.

Definition 1. System (1) is said to be finite-time bounded with
respect to (¢;,¢,, T, R, d), if condition (2) and the following
inequality hold:

sup E {n" (v) Ry (v), 7" (v) Rij (v)}

—h<v<0
<o =E{ OR®) <o n
vVt €[0,T],
wherec, > ¢, >0and R > 0.

Definition 2. Consider V(#,,7,,s,,t > 0) as the stochastic
positive Lyapunov function; its weak infinitesimal operator
is defined as

£V (151, 5;)

1
= AthOZ [[E {V (’7t+A> Teeno 5t+A) | 775 St} (12)
~V (1> 1055,)] -

Definition 3. Given a constant T > 0, for all admissible
w(t) subject to condition (2), under zero initial conditions,
if the closed-loop Markovian jump system (1) is finite-time
bounded and the control outputs satisfy condition (8) with
attenuation y > 0,

T T
[E“ e (t)e(t)dt} Syze"T[E{J W (t)w(t)dt}. 13)
0 0
Then, the controller system (1) finite-time bounded with
disturbance attenuation y.

Remark 4. It should be pointed out that the assumption of
zero initial condition in system (1) is only for the purpose
of technical simplification in the derivation, and it does not
cause loss of generality. In fact, if this assumption is lost, the
same control result can be obtained along the same line,
except for adding extra manipulations in the derivation and
extra terms in the control presentation. However, in real-
world applications, the initial condition of the underlying
system is generally not zero.

Lemma 5 (see [32]). Let f; : " — R (i = 1,2,...,N)
have positive values in an open subset D of R™. Then, the re-
ciprocally convex combination of f; over D satisfies

min
{Bi1B:>0, %, Bi=1}

YL h® =Y 50+ maxY g,
i i ‘qi’j(t)i¢j

subject to {gi,j C R — R, g (1) =g;; (1), (14)

fi®) gi;(®)
[gi,j (t) fj](t) ] - 0} '

Lemma 6 (Schur Complement [17]). Given constant matrices
X,Y,Z, whereX = X"and0 <Y =Y, then X+2'Y ' Z < 0

if and only if

[f _Z;] <0 or [_*Y )Z(] <0. (15)

3. Finite-Time H_, Performance Analysis

Theorem 7. System (9) is finite-time bounded with respect to
(¢1>6,d, R, T), if there exist matrices P, > 0, Q;; > 0 (I =1,
2,Q>0,X,,>0,X>0,Y,,>0Y >0, H>0,S,,, scalars
6 <6 T>0A,>0,(s=1,2,...,10), 7 >0, and A > 0, such
that for alli, j € W and m,n € M, the following inequalities
hold:

Z /\fj(Q1j+Q2j)+ Z Qi —Q <0, (16)

JEN,j#i neMl ,m+n
Y Xt Y AyX, - X <0, 1)
neM,m+n JENi# ]



(18)

(19)

<0,

" (20)

<0,

Y TYut Y AY,-Y <0,
neM ,m+n JENi# ]
h im 0
>
Yim ’
h
- _ . _
S1tim - S12im ~Sim A1 VJn hA; M,Tm B, D;
- Y; =T
* E22im Sim - Il/lm Bl ‘/zIn hBt Msz 0
Y.
_ * * Qy; ;lm 0 0 0
Slim = = D
* % * Egim —hM,,  V,.D;
* * * * ~hXipm hMimBi
* * * * * -8H
[ Ellim E12tm _Sim Z1T‘/m hZTMT PimBi ]
Y; =T
* Eygim Sim — ;:n BV, hBr N, 0
Y,
- * * -Qy; + % 0 0 0
=2im * * s Sgim  —hN}  Vi,D;
* % * * —hX;, hNimBi
* * * * * -0H
1 -nT -nT
c1A+d8AwZ(1 —-e ) <Ae e,
where

1

Zﬂmn in

neMl

1lim =

+ ZAU jm

jew

+ 6P, + P, A+A1le+e QI,-

m= 1

1
+e7Q, +hQ Xim
She" Ly Y
62 h’
- = Y
Eroim = PiBi — % + S

- Y
Eogim = T (M) Qui + = = S — Sim>

Sh e _ Shedt — 1

e -1
Bagim = —Vipy = VI Y,
44im im zm+ B 1m+ 62
() = {—(1—um>e6hu it > 1,
" _(l_uum)’ If‘um—

A=Ay +he™ Ay +4,) + K2 (As + A + Ag)

" %h%‘”‘ (A, + 1),

A= min A, (ﬁ ),

A, = max A (?
ieN ,meM m 2 max

€N meM

(21)

(22)

zm)’
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A3 = mi’VX/\max (611') ’

1€

Ay = 123‘;()‘ (621') > As = Amax (6)>
/\6 = iej?%/%/\max (Yim) > /\7 Amax (i) ’
/\8 = ie/lr}?i)e(ﬂAmax (im) > A9 = Amax (}7) >

A 10 = Amax (H)
B, - RUPp R
Q, = RUPQ R (1= 1,2),
6 - R—(I/Z)QR—(I/Z)’ Xim _ R_(I/Z)X,.MR_(I/Z),
X = R_(I/Z)XR_(I/Z), Yim _ R_(I/Z)YimR_(l/z),
7 = R-UDyR-(/2.
(23)
Proof. First, in order to cast our model into the framework of

the Markov processes, we define a new process {(#;, 1;, s;), t >
0} by

n(s)=n(t+s), se[-h0]. (24)

Now, we consider the following Lyapunov-Krasovskii
functional:

V (11 5¢) ZVI (Mo 101), (25)

where
Vi (t 1 5) = ”I(t)TE&Pr, oM

t
Vs (M1 sy) = J , 26t ' (s) Qup (s)ds

t
+ J T (s) Q1 (s)ds
t—7, (t)

0t
+J J My (5) Qn (s) ds d,
—-h Jt+0
Vs ( [ ey ds do
s (Motes,) = » t+9€ n' () X, s n(s)ds

0 (0 (t
+J. J J 670 7' (s) X7 (s) ds dv db,
-h JO Jt+v

0

t
V4 (I’h,rt,st) = J_h Jt+9 5(s—0) . T(S) - stﬂ(s) d5d0

0 0 rt
+j J J 04T (6) Y (s) ds do do.

-h JO Jt+6
(26)
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Then, for each r, = i, s, = m, we have

£V, (1,1, m)

nt+A)

T noSt+0

.1 S(t+A)
= lim —E{xy"(t+A p
AI—I»%+A {’7 E+ae
" (t) € P (1)}
R o
_Algr(l)+AﬂE<|}1 (t+A)l(1+AﬁA+o(A))

x (1 +7,,,A+0(n)) VP,

m

+(1+A;A+0(Q))

neMl

+ (1 +7m,,,A+0(A))

]E

< (7D + 0 (A))>

AjA+o (A))> e‘s“*A)pjn}

(A;A+0(A) > ddp,

X
jeN

xn(t+A)
—' (t) " P,,n (t)}
= 8™ (1) Py (1) + 267 (1) Py (1)

& T(t)< Zﬂmn in T qu ]m>’7(t)

neMl JEN

= e&nT () Z Ty Pin + Z /\,JP]m +06P,,
neM jeN

+ P, A +A1le>r7(t)

+2¢% " (t) P, By (t — 1, () + 26”17 (t) P, Dw (t) ,

(27)
£V, (1, 1,m)

1 t+A S(s+h)
= lim —E {L n' (s)e”Qy,, 1 (s)ds

A0t A +A—h

t
- J_h 7' (s) e8<s+h)Q1i11 (s) ds}

Y. (T +0 (A))) p,

.1 fra Ty St
+ lim —E n'(s)e Q,, n(s)ds
A0t A t+A-T,, (1) s

t
_ Jt, ) n'(s) e6(5+h)Q2,~11 (s) ds}

0 (t+A
+ lim ~F “ I T (5)Qu (s) dsdo
A—0tA h Jt+A+0
0t
- J J My (5)Qn (s) ds d@}
~h Jt+6

t+A
Py l[E“t 7" (5)eCQun (s) ds

A—0TA +A—h

t+A
+ j 7 (s)
t+A-h

x Y (AzA+0(8))

JEN
X ea(”h)Qliq (s)ds

t
[ mene ds}
t—h
t+A S(s+h)
+lim—[EJ T(s)e’™ 71 (s)ds
Jm - [HAT(HA)W() Qyn (s)

+ Z (7 + 0 (A))

neMl

t
X J 7' (s) 66(5+h)Q2i;1 (s)ds
t

+A-1,(t+A)

+ LA —7i(t + AP (s)

X Z (A,-jA +0 (A))

jen

X e‘s(”h)szn (s)ds
t
- J “ 7" (s) e‘s(”h)Qzln (s) ds]
t—1,,(t

v (©hQn ) - | O () Q5 ds

T (1) (e‘Sthi +eMQ, + hQ) n ()
— T (t - h) Qi (t - h)

—(1=1,®) ™y (t -7, (1) Qo (£ — 7,,, (1))

ool 3

jeNj#i

A (Qij +Qy))



6
+ Z ﬂanZi - Q)
neMl,m+n
x 1 (s)ds.

(28)

Since
0<1,(t) <h,, (29)

we define

—_— — 6hm 1
e e L S e
_(l_num)’ lf”mSI'

Then,
£V, (i,m) < ey’ (1) (eShQu +eQy + hQ) n(t)
— " (t—h)Qun (t - h)

+ T (t =1, (D) 7 (1,,) Quitg (£ = 7, (1))

t
N J ea(s+h)}7r )
t-h

X( > Xi(Qy+ Q)

JeEN j#i
+ Z nanZi - Q)
neMM,m+n

x 1 (s)ds.
(31)

Similar to the previous process, we can obtain

0 (t
i eim = | | €

—-h Jt+
x ( Z ﬂmnXin

neMl,m+n

jeNitj

+ Y AX, - X>

x 1 (s)dsdo (32)

0
+ e&ff ) X;,m () J e dv
“h

t
Y J 1" (s) X;um (s) ds
t-h

0

0
+eT (1) Xn (t) J J e *’dbdv.

v
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By using Lemma 5, it yields that

t t
- J 7' (s) XM (s)ds=— J 7' () X1 (s) ds
t—h T, ()

m(
—0)
- j 7' (s) X1 (s) ds
“h
< -1, (HUIX,,U,

- (h ~Tm (t)) UZTXimUZ’

(33)
where
1 t
U, = — er(t) n(s)ds,
1 0
U, = m J-t_h n(s)ds,
(34)

t
I J ds=n(t),
m(gllorm (®) t-rma)n(s) s=n()

=, (£)

li _ ds=n(t-nh).
rm(grihh—fm(t) L-h nisyds =n(t=h)

From the Newton-Leibniz formula, the following equa-
tion is true for any matrices M;,,, N,,,, and V,,, with appro-
priate dimensions:

(21, UM, +2(h -1, ) Uy N, + 27" (t) V,,,)

. _ B (35)
x [ (6) + A (£) + By (t = 7, (1)) + Do (£)] = 0,
£V, (.1,m)
0 [t
< J J 00 (s)
—-h Jt+6
x ( Z ﬂmnYin
neM,m#+n
+ ) AY, - Y>
jeN i+ ] (36)

x 7 (s)dsdo
0
+ T ()Y, (1) I e dy
“h
t
e J 7" () Y,,7 (s)ds
t—h
0

0
+ T (1) Y (1) j J ¢ df do.

v
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From Lemma 5, it yields that

t
—Jt 7" () Y71 (s) ds

h thfm(t) ]Ty. [ ‘[Hm(t) ]
- 1(s)ds | 2 7(s)ds
h—Tm(t)[th 1(s) nl) 1(s)

t T t
J 1 (s)ds Yim Sim J 7(s)ds
_| Jtm) h a0
= -7, (1) Y, =T, ()
J 7 (s)ds * W J‘ 7 (s)ds
t-h t=h
J f1 () Yipuy (s) ds (37)
£, (1)
J ()Y, 71 () ds From (25)-(37), we can eventually obtain
, vt EV (177 5,) — 60" (t) Ho () < X8 () E,, £ (1),  (38)
< - 'sds]ﬂ[J 'sds]
T, (1) “trm(t)n( : h t—rm(t)n( : where
§W=H®,n{t-1,0), 1" t-h),7 ©), U], U], 0" ()]
—Ellim E“121‘m _Sim AI‘/zIn Tm (t) AIM; (h T (t)) AINtT PimDi |
¥ Bopim Sim — 7’“ ATV T, () ATM] (h-1, () ATN] 0
Y,
ok Qi t 0 0 0 0 (39)
Eim = * * * E441'm “Tm (t) M;, (h ~Tm (t)) N:;n \/szz
* * * * -7, () X; 0 T, () M,
* * * * * (h-1,®) X, (h-1,(#)N,,D;
* * * * * * -0H
Y, = Ry, RY? and ¥ = RTYPYR2; it yields
The LMIs (20) and (21) lead to 7,,,(t) — h and 7,,(t) that
0, respectively. It is easy to see that E,;,, results from g,
7,(t) = hand E,, |7,,(t) = 0. Thus, we obtain E[V (10,70, %0)]
< max Au (B,) 7" (0) Ry (0)
{£V (e 700 St)} [V (1 71> 5,)] + 0" () Hoo (t) iesmet
(40) ~ 5h
+ (rlrel%;( /\max (le) + 1;23‘;(1 (Q21)> e
Multiplying the aforementioned inequality by e, we can 0
get xJ- o 7' (s) Ry (s)ds
_nt 0 0
[e[e™V (7o 5,)]} < €60 ) Ho(8). (4D reA (Q)the 177 (5) R (5) ds
By integrating the aforementioned inequality between 0 + e max A ( bé )
and t, it follows that i€, mel m
0 (0
YE [V (s )]~ ELV (s o 50) <[] e @Ry (9 dsdo
(42) s _
saj T (s) Hoo (5) d. + 6" e (X)
Denote that 13 = R (I/ZP R a2
ROPQRMD (s = 1,2, Q =
X _ R 1/2)X~ R*(I/Z)’ X

R (1/2)QR—(1/2)

R (1/2)XR (1/2)

+e"

LI

v

90 7" (s) Ry (s)dsdO dv

max A (17 )
eV medl



0 (0
X J j e_‘wﬁT (s) Ry (s)dsdo
-n Jo

+ e‘”’/\max (}7)

0 0 0
><J- I I 7 () Rij (s) ds d6 dv
-h Jo

v

< max Mo (,)

ieN,mel

e <maX/\max <Q1i + ieﬂmax)tmax (Qz,-)>>

ieN

+he <ie/11]fr,lr?:)e(//m“ (Xim) + Amax (6)

+ max A, (im)>

ieN meM

# " (A (K) + A (7)) }

x sup {n" (s) Ry (s),7" (s) RA (s)}

—~h<s<0
= A
(43)
For given#n > 0and 0 < t < T, we have
E[V (nr05)] <E [entV (10> 705 50)]
t
+e™o j e Pw' (s) Ho (s)ds

0

T (44)

<eeA+dée™ A, (H) J e Tds
0

(1 _e-nT)}.

On the other hand, it follows from (25) that

< {c1A+d8Awl
n

E[V(#1es)] = E [77T (t) eMPimﬂ (t)]

2 maxA i, (P) E [17 (O R (6] (45)

ieN
= LE[7" (O Ry (1)].
It can be derived from (43)-(45) that
E [5" (t) Ry (t)] < i {CIA + dmml (1- e*"T)} . (46)
A n

From (22) and (46), we have

E 7" (t)Ry(1)] < . (47)

Then, the system is finite-time bounded with respect to
(C1>02>d:R)T)- D
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Remark 8. In this paper, 7,,(t) and 7,,(t) may have different
upper bounds in various delay intervals satistying (7), respec-
tively. However, in previous work such as [20, 21], ,,(t) and
,,(t) are enlarged to 7,,(t) < h = max{h;,m € M} and
7,,(t) < p = max{y,,,m € M}, respectively, which may lead
to conservativeness inevitably. However, the previouse case
can be taken fully into account by employing the Lyapunov-
Krasovskii functional (25).

Remark 9. When dealing with term — Jj_h 17 ()Y;,,71(s)ds, the
convex combination is not employed, Lemma 5 is used in this
paper, and then the free-weighting matrices-dependent null
add items are necessary to be introduced in our proof, which
lead to the decrease of the number of LMIs and LMIs scalar
decision variables.

Remark 10. The feature of this paper is the way to deal
with the integral term. Many researchers have enlarged the
derivative of the Lyapunov functional in order to deal with the
integral term in mathematical operations. In this paper, we
propose a novel delay-dependent sufficient criterion, which
ensures that the Markovian jump system with different mode
systems is finite-time stable.

Remark 11. It should be pointed out that the novelty of the
Lyapunov functional (25) lies in distinct Lyapunov matrices
(P> Xipm> Yir) Which is chosen for different system modes
i(i=12,...,N)andm (m=1,2,...,M).

Theorem 12. System (9) is finite-time bounded with respect to
(¢1>6,d, R, T), if there exist matrices P, > 0, Q; > 0 (I = 1,2),
Q>0X,,>0X>0Y,,>0Y>0,S,,, scalars ¢, < ¢,,
T>0A,>0(s=1,2,...,9,1>0,y>0,and A > 0, such
that for alli, j € & andm,n € M and (16)-(19), the following
inequalities hold:

- - =T —T = =T
S1lim - S12im ~Sim AV, hAM P,D; G
Y; =T —T =T
* Eim  Sim ];m i iln hB; Msz 0 E;
Y.
* * Qi+ % 0 0 0 0
h H _
Ziim = * * * By —hM],  ViuD; 0 | <0,
* * * * -hX,, hM,-mit 0
% * % % % 7}/21 0
L = * * * * * -1
(48)
- _ . _ -
Ellim  S12im =Sim Ai V,In hAi NiTm P,,D; Ci
= Y; =T =T =T
* Sooim  Sim % BV, hB;Nj, 0 E;
Y.
* * -Q; + % 0 0 0 0
h N _
Zzl-m = * * * B 4tim —hNiTm VinDi 0 <0,
* * * * -hX;, hN,,D; 0
* * % % * —yZI 0
L * * * * * * -I
(49)

al+ dSyZ% (1 - e_"T) <A, (50)
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Proof. We now consider the H,, performance of system (9).
Select the same Lyapunov-Krasovskii functional as Theo-
rem 7; it yields that

£V (n,1155,) + e (t)e(t) - Ysz O w(t) <& () 2,8 (1)

(1=1,2).
(51)
It follows from (49)-(50) that
E {£V (’7t) T St)}
<E[qV (7o s)] + V0" (@ () —E[e" () e(®)].
(52)

Multiplying the aforementioned inequality by e ™, one
has

E {£ [e_"tV (> T4 st)]} <e [ysz BHw@)-e (t)e (t)] )
(53)

In zero initial condition and E[V(#,,1;,s,)] > 0, by inte-
grating the aforementioned inequality between 0 and T, we
can get

J T (Yo' @) w(t) - (e (t)]dt
0

T
<E {J £ [e_mv (nt)rtast)] dt} <V (1o, 79> 89) = 0.
0
(54)

Using Dynkins formula, it results that

[EHOT "“T(v)e(u)dv]_ ’E HOT v T(v)w(v)dv]
(55)

Then, it yields that

E [LT e’ (v)e(v) dv] <y*"E [JOT w" (V) w (V) dv] . (56)

Thus, it is concluded by Definition 3 that system (9) is fi-
nite-time bounded with an H_, performance y. This com-
pletes the proof. O

Sh Sh e -
llzm Z ﬂmn int Z /\z]P]m te Qli te QZi + hQ + Xim +

ne Ml jewN

Remark 13. From the proof process of Theorems 7 and 12,
it is easy to see that neither bounding technique for cross-
terms nor model transformation is involved. In other words,
the obtained result is expected to be less conservative.

Remark 14. The Lyapunov asymptotic stability and finite-
time stability of a class of system are independent concepts.
A Lyapunov asymptotic stability system may not be finite-
time stability. Moreover, finite-time stability system may also
not be Lyapunov asymptotic stability. There exist some results
on Lyapunov stability, while finite-time stability also needs
our full investigation, which was neglected by most previous
work.

4. Finite-Time H_, Filtering

Theorem 15. System (9) is finite-time bounded with respect to
(¢1>6,d, R, T), if there exist matrices P,,, > 0, M., N> Vi
Q; >0(=12),Q>0 X, >0X>0Y1m>0Y>0
Afzm’ Bflm’ szm’ MAzm’ MBzm’ NAzm’ NBzm’ VAzm’ VBtm’ Szm
scalars¢, < ¢, T > 0,0, >0 (s =1,2,...,9),6 > 0,17 >0,
and A > 0, such that for all i,j € N and m,n € M, the
following inequalities hold:

P, P, M, M,
Pim — [ lim 2im > 0, Mim — lim 2im , (57)
2im 2im 2im 2im
Ny, N,; \% V,;
Nim — [ lim 2im , Vim lim 2im , (58)
2im 2im 2im 2im
—rllim 1—‘IZz'm _Sim 1—‘lAlz'm 1—‘151'm 1—‘lﬁim 1—‘17zm ]
_ Y, c
* Eyim Sim ;:n Doim  Tasim 0 [ ZT‘]
Y.
* * -Qy; + Zn 0 0 0 0
Diim = | * * * Eyim ~hM, Tigm O <0,
* * * * —hX;, Tseim 0
* * * * * —yzl 0
L = * * * * * -1 ]
(59)
-rllim 1—‘12t'm _Sim l—‘Mﬂn 1—‘IISJ'm I‘161’m l—‘171m ]
- Y; Cr
* Bogim  Sim — ;:" osim  Dosim 0 [ 6”]
Y;
* 0 —Qu+ =7 0 0 0 0
j— h —_ !
r2im - * * * Eggim —hNp, Tigim 0 <0,
* * * * -hX;, 5’61-", 0
* * * * * —yZI 0
| = * * * * * -1 ]
where (60)
Sh 1 Sh Sh €6h -1
) 82
(61)

Y T - T

Vi [OPum + PlinA, + AjPyiyy + B Cpi + CB i OPoiyy + Agiyy + Ay
Y BT vy =T

h 8P2im + P2imAi + AiPZim + Bfimcyi + C}/iBfim 8P2im + Afim + Afim



10

_ _ﬁ PlimAri + Eﬁ'mcy-ri
Ligim = Sim + oy >
h PzimAri + Bfimcy-ri

TV T
+ C V sim
T

+ CT VB1m VAim

AV
ATvT

2im

Bzm
bl

[igim =

+ hCT
+ hCT

hATM],,

hATM]

2im

15im = T

hMAim

—T —T
B1m hM Aim ]

bl
Blm

+ hCT
+ hCT

hAIN].

lim

hAIN,.

.. = Plszi +§fimDyi
oim P2imDi + BfimDyi '

Ci
Di7im = [_Eﬁm >

T
A Vszm + C}/TJVBim
ATV +CT LV,

2im yTi Btm

!
15im

Bzm
T

Aim
hN Aim

hN',. ]

Bzm

>

1—‘241‘m

—T
Lo = hAT MLm + hc}/‘rz Bim
2| hAT M, +hCT My, |

2im yTi Bzm

hAT Nszm * hc;‘rz Bzm]

hAT NZsz + hC;‘rz Bim
T P [Vlszi + ‘_/BimDyi:|
46im — 7 >
" V21mDi + VBimDyi

!
25im

L. = hMlimDi+h¥BimDyi
0 | My, D; + hMpg;,, D, ’

/
1—‘SGl'm

_ [thimDi + hﬁBimDyi]
hN3;,,D; + hNg;,, D .
(62)

Then, a desired filter can be chosen with parameters as

Afim 21mAf1m’ Bfim szszm’
_ (63)
Cfim = Cfim'
Proof. We denote that
P. P.
P = lim sz] . (64)
m [PZim P2im
The term P, A; can be rewritten as
— PiiAi + Py B, Coi PoinA 4
P. A = lim 2im> fim~yi  *2im fzm] . (65)
e [P21mA1 + PszBfimCyi P21mAfim
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Similarly, we have

P. B — [Plth + PZImethy‘n]
e PszA + P21me1mCy‘rz
(66)
P. B _ [Plsz + P21meimDyi]
e P21mD + P21meimDyi
Define Af1m - PszAfzm’ szm - Pszszm’ szm Cfim’
MAlm MszAfzm’ MBzm - Mszszm’ NAzm - NszAfzm’
NBlm N21m fim> VAtm V2m1 im> and VBlm VszBﬁm

Therefore, if (59) and (60) hold, system (9) is finite-time
bounded with a prescribed H,, performance index y. The
proof is completed. O

Remark 16. In many actual applications, the minimum value
of y2,. is of interest. In Theorem 12, with a fixed A, y,,;, can
be obtained through the following optimization procedure:

min y2
(67)
s.t. (48)-(50) .

In Theorem 15, as for finite-time stability and bounded-
ness, once the state bound ¢, is not ascertained, the minimum
value ¢, .,;, is of interest. With a fixed A, define A, = 1; then
the following optimization problem can be formulated to get
minimum value ¢, ;. :

min qyz +(1-96)¢g
)-(60) and (50),

(68)
s.t. (59

where ¢ is weighted factor, and ¢ € [0, 1].

5. Illustrative Example

Example 17. Consider that the Markovian jump system and
the delay mode switching are governed by a Markov process
with the following transition rates:

-0.7 0.7 -1 1
A:[ ] H:[I.Z —1.2]’ (69)

09 -0.9
as well as with the following parameters:

A= [ -3.5 0.86 ] A, = [—2.5 0.34 ]

~0.64 —3.25]" 14 —0.02]°
-0.8 1.3 -28 05
An = [—0.7 —2.2]’ An = [—0.8 —1.4]’
0.1
D, =D, = [0_2] . Cy=[04,07],
70
C,, =[05,08],  C, =[01,02], (70)
Cyrp = [0.1,0.1],
D, =D,=01,  C,=[0.1,005],

C,=102,009, C,, =[03,06],

C,,=104,08], D, =D, =0.05.



Journal of Applied Mathematics

Then, we choose R = I, T = 2,¢ = 1,and d = 0.01;
through Theorem 15, it yields that the mode-dependent filters
are as follows:

[-6.1254 1.5565 ]
| -0.2347 —0.3763 |

Af11 =

A - [-62682 14338 ]
f1271-0.3552 —0.5327 |

Ao o [-8.9214 2.4223 |
f21 7 -1.5476 -0.6234]°
A o [-8.4638 2.8237 ]
f227 | -1.3545 -0.4322]°
B - 5.1465 -2.8516
fI1 7191216 9.5171 |’
B = 54203 -2.3121 (71)
f127 193156 9.6332 |’
B - 46193 -1.1984
217 [ -16.2397 16.3006 |’
B - 46512 -1.0311
227 1-16.1132 16.2312|°

Cyy = [0.0294,-0.0397] ,
Cj1 = [0.0271,-0.03368],
Cpy = [0.1163,-0.1432],

Cjyy = [0.1342,-0.3672].

This paper deals with the finite-time filter design problem
for a class of Markovian jump systems; particularly, two dif-
ferent Markov processes are considered for modeling the ran-
domness of system matrix and the state delay. Then, through
the numerical example, we can see that results in this paper
are feasible, which further verified the correctness of our the-
ory. Therefore, the paper shorten this gap.

6. Conclusions

In this paper, we have examined the problems of finite-time
H_, filtering for a class of Markovian jump systems with dif-
ferent system modes. Based on a novel approach, a sufficient
condition is derived such that the closed-loop Markovian
jump system is finite-time bounded and satisfies a prescribed
level of H,, disturbance attenuation in a finite time interval.
Finally, a numerical example is also given to illustrate the
effectiveness of the proposed design approach. It should be
noted that one of future research topics would be to investi-
gate the problems of fault detection and fault tolerant control
for time-varying Markovian jump systems with incomplete
information over a finite-time horizon.
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