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Faculté des Sciences et Techniques2
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1 Introduction

Since the paper [8] of Pardoux and Peng, several works have been devoted to the study
of BSDEs as well as to their applications. This is due to the connections of BSDEs
with stochastic optimal control and stochastic games (Hamadène and Lepeltier [3]) as
well as to mathematical finance (El Karoui et al. [4]). Backward stochastic differential
equations also appear as a powerful tool in partial differential equations where they
provide probabilistic formulas for their solutions (Peng [10], Pardoux and Peng [9]).
A solution of a classical BSDE is a pair of adapted processes (Y, Z) satisfying:

Yt = ξ +
∫ T

t

f(s, Ys, Zs)ds−
∫ T

t

ZsdWs. (1.1)

When the coefficient f is uniformly Lipschitz, the BSDE (1.1) has a unique solution.
The proof is mainly based on the Itô martingale representation theorem.

In Nualart and Schoutens [6], a martingale representation theorem associated to
Lévy processes was proved. It then is natural to extend equations (1.1) to BSDE’s
driven by a Lévy process (Nualart and Schoutens [7]). In their paper [7], the authors
proved the existence and uniqueness of solutions, under Lipschitz conditions on the
coefficient.

In this paper, we deal with BSDE driven by both a standard Brownian motion and an
independent Lévy process and having a Lipschitz, or more generally, a locally Lipschitz
coefficient. In the locally Lipschitz case, we prove that if the Lipschitz constant LN
behaves as

√
log(N) in the ball B(0, N), then the corresponding BSDE has a unique

solution. We don’t impose any boundedness condition on the terminal data. It will be
assumed square integrable only. Moreover, a comparison theorem as well as a stability
of solutions are established in this setting. Our results extend in particular those of
([1], [2]) to BSDE driven by a Lévy process. As an application, we give a probabilistic
interpretation for a large class of partial differential integral equations.

The paper is organized as follows. In Section 2, we introduce some notations and
assumptions. Section 3 is devoted to the proof of existence, uniqueness and comparison
results for BSDE driven by a Lévy process, under Lipschitz conditions. Those equations
are also discussed under locally Lipschitz conditions in Section 4. In Section 5, we
include an application to PDIE.

2 Preliminaries and Notations

Let (Ω,F ,P,Ft,Wt, Lt : t ∈ [0, T ]) be a complete Wiener–Lévy space in R × R\{0},
with Lévy measure ν, i.e. (Ω,F ,P) is a complete probability space, {Ft : t ∈ [0, T ]} is
a right–continuous increasing family of complete sub σ–algebras of F , {Wt : t ∈ [0, T ]}
is a standard Wiener process in R with respect to {Ft : t ∈ [0, T ]} and {Lt : t ∈ [0, T ]}
is a R–valued Lévy process of the form Lt = bt + �t independent of {Wt : t ∈ [0, T ]},
corresponding to a standard Lévy measure ν satisfying the following conditions :
i)
∫

R
(1 ∧ y2)ν(dy) <∞,

ii)
∫
]−ε,ε[c e

λ|y|ν(dy) <∞, for every ε > 0 and for some λ > 0.
We assume that

Ft = σ(Ls, s ≤ t) ∨ σ(Ws, s ≤ t) ∨ N
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where N denotes the totality of P–null sets and G1 ∨ G2 denotes the σ–field generated
by G1 ∪ G2.
Let H2 denote the space of real valued, square integrable and Ft–progressively measur-
able processes φ = {φt : t ∈ [0, T ]} such that

‖φ‖2 = E

∫ T

0

|φt|2dt < ∞.

and denote by P2 the subspace of H2 formed by the predictable processes.
Let l2 be the space of real valued sequences (xn)n≥0 such that

∑∞
i=0 x

2
i is finite. We shall

denote by H2(l2) and P2(l2) the corresponding spaces of l2–valued processes equipped
with the norm

‖φ‖2 =
∞∑
i=0

E

∫ T

0

|φ(i)
t |2dt.

Let us define:
(A.1) a terminal value ξ ∈ L2(Ω,FT ,P).
(A.2) a process f , which is a map f : [0, T ] × Ω × R × R × l2 −→ R, such that

(i) f is progressively measurable also f(., 0, 0, 0) ∈ H2.

(ii) There exists L > 0 such that

|f(t, ω, y, u, z) − f(t, ω, y′, u′, z′)| ≤ L(|y − y′| + |u− u′| + ‖z − z′‖).

We recall the Itô formula for càdlàg semimartingales.

2.1 Itô’s formula

Let X = {Xt : t ∈ [0, T ]} be a càdlàg semimartingale, with quadratic variation denoted
by [X] = {[X]t : t ∈ [0, T ]} and let F be a C2 real valued function. Then F (X) is also
a semimartingale and the following formula holds:

F (Xt) = F (X0) +
∫ t

0

F ′(Xs−)dXs +
1
2

∫ T

0

F ′′(Xs)d[X]cs (2.1)

+
∑

0<s≤t
{F (Xs) − F (Xs−) − F ′(Xs−)∆Xs}.

where [X]c (sometimes denoted by 〈X〉) is the continuous part of the quadratic variation
[X]. We also note that in the case where F (x) = x2, the formula (2.1) takes the form

X2
t = X2

0 +
∫ t

0

2Xs−dXs +
∫ t

0

d[X]s. (2.2)

Moreover if X and Y are two càdlàg semimartingales then we have

XtYt = X0Y0 +
∫ t

0

Xs−dYs +
∫ t

0

Ys−dXs +
∫ t

0

d[X,Y ]s. (2.3)

where [X,Y ] stands for the quadratic covariation of X ,Y also called the bracket process.
For a complete survey in this topic we refer to Protter [11].
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2.2 Predictable representation

We denote by (H(i))i≥1 the Teugel’s Martingales associated with the Lévy process
{Lt : t ∈ [0, T ]}. More precisely

H
(i)
t = ci,iY

(i)
t + ci,i−1Y

(i−1)
t + . . .+ ci,1Y

(1)
t ,

where Y
(i)
t = L

(i)
t − E[L(i)

t ] = L
(i)
t − tE[L(i)

1 ] for all i ≥ 1 and L
(i)
t are power–jump

processes. That is, L(1)
t = Lt and L

(i)
t =

∑
0<s≤t(∆Lt)

i for i ≥ 2. It was shown in
Nualart and Schoutens [6] that the coefficients ci,k correspond to the orthonormalization
of the polynomials 1, x, x2, ... with respect to the measure µ(dx) = x2ν(dx) + σ2δ0(dx):

qi−1 = ci,ix
i−1 + ci,i−1x

i−2 + ...+ ci,1.

We set
pi(x) = xqi−1(x) = ci,ix

i + ci,i−1x
i−1 + ...+ ci,1x.

The martingales (H(i))i≥1 can be chosen to be pairwise strongly orthonormal mar-
tingales. More details, in this subject, can be found in Nualart and Schoutens [6].

The main tool in the theory of BSDEs is the martingale representation theorem,
which is well known for martingales which are adapted to the filtration of the Brownian
motion or that of Poisson point process (e.g Situ [13]) or that of a Poisson random
measure (e.g Ouknine [12]). A more general and interesting martingale representation
theorem (proven by different ways) appeared recently in Løkka [5] and in Nualart and
Schoutens [7].

Proposition 2.1: Let {Mt : t ∈ [0, T ]} be a square integrable martingale which is
adapted to the filtration Ft defined above. Then, there exist U ∈ P2 and Z ∈ P2(l2)
such that

Mt = E[Mt] +
∫ t

0

UsdWs +
∞∑
i=1

∫ t

0

Z(i)
s dH(i)

s .

Proof. The Proof follows by combining the result of Løkka [5] (Theorem 5) and
that of Nualart and Schoutens [6].

We denote by E the set of R × R × l2–valued processes (Y, U, Z) defined on R+ × Ω
which are Ft–adapted and such that:

‖(Y, U, Z)‖2 = E

(
sup

0≤t≤T
|Yt|2 +

∫ T

0

|Us|2 ds+
∫ T

0

‖Zs‖2ds

)
< +∞.

The couple (E , ‖.‖) is then a Banach space.
We now introduce our BSDE. Given a data (f, ξ) we want to solve the following

stochastic integral equation, which we denote by Equation (f, ξ):

Yt = ξ +
∫ T

t

f(s, Ys−, Us, Zs)ds−
∫ T

t

UsdWs −
∞∑
i=1

∫ T

t

Z(i)
s dH(i)

s .

Definition 2.2: A solution of equation Eq(f, ξ) is a triple (Y, U, Z) which belongs
to the space (E , ‖.‖) and satisfies Eq(f, ξ).
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3 BSDE Driven by Lévy Processes

3.1 Existence and uniqueness of solutions

Theorem 3.1: Let the assumptions (A.1), (A.2) hold. Assume moreover that ξ is a
square integrable random variable which is FT –measurable. Then Eq(f, ξ) has a unique
solution.

Proof: Uniqueness. Let (Y, U, Z) and (Ỹ , Ũ , Z̃) be two solutions of equation
Eq(f, ξ). By Itô’s formula 2.2, we have

E|Yt − Ỹt|2 + E

∫ T

t

|Us − Ũs|2ds+ E

∫ T

t

‖Zs − Z̃s‖2ds

= 2E

∫ T

t

(
Ys− − Ỹs−

) [
f(s, Ys−, Us, Zs) − f(s, Ỹs−, Ũs, Z̃s)

]
ds,

Since f is L–Lipschitz, we get

E|Yt − Ỹt|2 +
(

1 − 2L
β2

)
E

∫ T

t

|Us − Ũs|2ds+
(

1 − 2L
β2

)
E

∫ T

t

‖Zs − Z̃s‖2ds

≤ L(β2 + 2)E
∫ T

t

|Ys− − Ỹs−|2ds,

where we have used the inequality 2xy ≤ β2x2 + y2

β2 . If we choose 2L
β2 = 1

2 , we obtain

E|Yt − Ỹt|2 + E

∫ T

t

|Us − Ũs|2ds+ E

∫ T

t

‖Zs − Z̃s‖2ds ≤ CE

∫ T

t

|Ys − Ỹs|2ds.

Uniqueness now follows from Gronwall’s lemma.

Existence. Using the martingale representation theorem (Proposition 2.1), one can
prove that the following BSDE

Yt = ξ +
∫ T

t

f(s, 0, 0, 0)ds−
∫ T

t

UsdWs −
∫ T

t

〈Zs, dHs〉,

has a solution.
Now, define (Y n, Un, Zn) as follows:

Y 0 = Z0 = U0 = 0 and (Y n+1, Un+1, Zn+1) is the unique solution to the BSDE

Y n+1
t = ξ +

∫ T

t

f(s, Y n
s−, U

n
s , Z

n
s )ds−

∫ T

t

Un+1
s dWs −

∫ T

t

〈Zn+1
s , dHs〉,

We shall prove that (Y n, Un, Zn) is a Cauchy sequence in the Banach space E .
To simplify the notations, put :

Y
n,m

s := Y n
s − Y m

s , U
n,m

s := Un
s − Um

s and Z
n,m

s := Zn
s − Zm

s

and
f
n,m

s := f(s, Y n
s−, U

n
s , Z

n
s ) − f(s, Y m

s−, U
m
s , Z

m
s ).
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Itô’s formula (2.2), shows that for every n < m

eαt|Y n+1,m+1

t |2 +
∫ T

t

eαs|Un+1,m+1

s |2ds

+
∫ T

t

eαs‖Zn+1,m+1

s ‖2ds+ α

∫ T

t

eαs|Y n+1,m+1

s− |2ds

= 2
∫ T

t

eαsY
n+1,m+1

s− f
n,m

s ds− 2
∫ T

t

eαsY
n+1,m+1

s− U
n,m

s dWs

−2
∫ T

t

eαsY
n+1,m+1

s−
〈
Z
n,m

s , dHs

〉
− (NT −Nt),

where {Nt : t ∈ [0, T ]} is a martingale given by

Nt =
∞∑
i=1

∞∑
j=1

∫ t

0

eαsZ
n+1,m+1,(i)

s Z
n+1,m+1,(j)

s (d[H(i), H(j)]s − d
〈
H(i), H(j)

〉
s
).

Taking the expectation and using the fact that 〈H(i), H(j)〉 = δi,jt, we get

E eαt|Y n+1,m+1

t |2 +E

∫ T

t

eαs|Un+1,m+1

s |2ds

+E

∫ T

t

eαs‖Zn+1,m+1

s ‖2ds+ αE

∫ T

t

eαs|Y n+1,m+1

s− |2ds

= 2E

∫ T

t

eαsY
n+1,m+1

s− f
n,m

s ds

Since f is L-Lipschitz, we get

eαtE|Y n+1,m+1

t |2 +
∫ T

t

eαsE|Un+1,m+1

s |2ds

+
∫ T

t

eαsE‖Zn+1,m+1

s ‖2ds+ α

∫ T

t

eαsE|Y n+1,m+1

s− |2ds

≤ 2LE

∫ T

t

eαs|Y n+1,m+1

s− |
[
|Y n,m

s− | + |Un,m

s | + ‖Zn,m

s ‖
]
ds,

and then

eαtE|Y n+1,m+1

t |2 +
∫ T

t

eαsE|Un+1,m+1

s |2ds+
∫ T

t

eαsE‖Zn+1,m+1

s ‖2ds

+(α− L2β2)
∫ T

t

eαsE|Y n+1,m+1

s− |2ds

≤ 3
β2

E

∫ T

t

eαs
(
|Y n,m

s− |2 + |Un,m

s |2 + ‖Zn,m

s ‖2
)
ds.
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Choosing β and α such that 3
β2 = 1

2 and α− 6L2 = 1, we get

eαtE|Y n+1,m+1

t |2 +
∫ T

t

eαsE|Un+1,m+1

s |2ds+
∫ T

t

eαsE‖Zn+1,m+1

s ‖2ds

≤ 1
2

E

∫ T

t

eαs
(
|Y n,m

s− |2 + |Un,m

s |2 + ‖Zn,m

s ‖2
)
ds

It follows immediately, for all m > n, that

E

∫ T

0

eαs|Y n,m

s− |2ds+ E

∫ T

0

eαs|Un,m

s |2ds+ E

∫ T

0

eαs‖Zn,m

s ‖2ds ≤ C

2n
.

Using again Itô’s formula and Doob’s inequality, it follows that there exists a universal
constant C such that

E sup
0≤s≤T

|Y n,m

s |2 + E

∫ T

0

eαs|Un,m

s |2ds+ E

∫ T

0

eαs‖Zn,m

s ‖2ds ≤ C

2n
.

Consequently, (Y n, Un, Zn) is a Cauchy sequence in the Banach space E . It is not
difficult to show that

(Y, U, Z) = lim
n→∞(Y n, Un, Zn),

solves our BSDE.

The following theorem gives a bound for the difference between two solutions of
Eq(f, ξ). It can be proved by using Itô’s formula, the Lipschitz property of f and
Gronwall’s lemma.

Theorem 3.2: Given standard data (f, ξ) and (f̃ , ξ̃), let (Y, U, Z) and (Ỹ , Ũ , Z̃), be
the unique solution the equation Eq(f, ξ) and Eq(f̃ , ξ̃) respectively. Then

E

∫ T

0

(
|Ỹs− − Ys−|2 + |Ũs − Us|2 + ‖Z̃s − Zs‖2

)
ds

≤ C

(
E|ξ̃ − ξ|2 + E

∫ T

0

|f̃(s, Ys−, Us, Zs) − f(s, Ys−, Us, Zs)|2ds
)
.

3.2 Comparison theorem

In this subsection, we prove a comparison theorem for BSDE driven by Lévy process.
This is an important tool in the probabilistic interpretation of viscosity solutions of
partial differential equations.

Theorem 3.3: Given standard data (f1, ξ1) and (f2, ξ2), suppose that ξ1 ≤ ξ2 and
f1(t, y, u, z) ≤ f2(t, y, u, z) for all (y, u, z) ∈ R × R × l2, dP × dt–a.s. Then Y f1

t ≤ Y f2
t ,

t ∈ [0, T ].
Proof: Set

Y s := Y f2
s − Y f1

s , Us := Uf2
s − Uf1

s , Zs := Zf2
s − Zf1

s , ξ := ξ2 − ξ1,
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and
fs := f2(s, Y f2

s−, U
f2
s , Zf2

s ) − f1(s, Y f2
s−, U

f2
s , Zf2

s ).

We define three stochastic processes as follows

αs =

{
Y

−1

s−
(
f1(s, Y f2

s−, U
f2
s , Zf2

s ) − f1(s, Y f1
s−, U

f2
s , Zf2

s )
)

if Y s− �= 0

0 if Y s− = 0,

βs =

{
U

−1

s

(
f1(s, Y f1

s−, U
f2
s , Zf2

s ) − f1(s, Y f1
s−, U

f1
s , Zf2

s )
)

if Us �= 0

0 if Us = 0,

and for all i ∈ N
∗ let Z̃(i) denote the l2–valued stochastic process such that its i first

components are equal to those of Zf2 and its N
∗ \{1, 2, . . . , i} last components are equal

to those of Zf1 . With this notation, we define for i ∈ N
∗

γ(i)
s =

 (Z
(i)

s )−1
(
f1(s, Y f1

s−, U
f1
s , Z̃

(i)
s ) − f1(s, Y f1

s−, U
f1
s , Z̃

(i−1)
s )

)
if Z

(i)

s �= 0

0 if Z
(i)

s = 0.

It is clear that 〈
γs, Zs

〉
=
(
f1(s, Y f1

s−, U
f1
s , Zf2

s ) − f1(s, Y f1
s−, U

f1
s , Zf1

s )
)
,

and the processes {αt : t ∈ [0, T ]}, {βt : t ∈ [0, T ]} and {γt : t ∈ [0, T ]} are progressively
measurable and bounded.
For 0 ≤ s ≤ t ≤ T , let

MH,W
t :=

∫ t

0

βsdWs +
∫ t

0

〈γs, dHs〉

Γs,t := exp
[∫ t

s

(
αrdr − d[MH,W

. ]cr + dMH,W
r

)] ∏
s<r≤t

(
1 + ∆MH,W

r

)
exp
(−∆MH,W

r

)
.

Using Itô’s formula (2.1) one can see that {Γs,r : r ∈ [s, T ]} satisfies the stochastic linear
equation

Γs,t = 1 +
∫ t

s

Γs,r−dMH,W
r +

∫ t

s

Γs,r−αrdr. (3.1)

Since

Y t = ξ +
∫ T

t

(
αrY r− + βrUr +

〈
γr, Zr

〉)
dr

+
∫ T

t

frdr −
∫ T

t

U rdWs −
∫ T

t

〈
Zr, dHr

〉
,

we use formula (2.3) and relation (3.1) to show that for all 0 ≤ s ≤ t ≤ T

Y s = Γs,tY t +
∫ t

s

Γs,r−frdr

−
∫ t

s

Γs,r−
(
Ur + βrY r−

)
dWs −

∫ t

s

Γs,r−
〈
γrY r− + Zr, dHr

〉
+

∞∑
i=1

∫ t

s

Γs,r−γ(i)
r Z

(i)

r (d[H(i)]r − d < H(i) >r).
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Since the last three terms in the right–hand of the above equation are martingales, we
deduce that

Y s = E

(
Γs,tY t +

∫ t

s

Γs,r−f rdr / Fs

)
.

Hence, the result follows, for t = T , by the positivity of ξ and f .

4 BSDE with Locally Lipschitz Coefficient

The aim of this section is to prove the existence and uniqueness of solutions for BSDE
with locally Lipschitz generator. More precisely, we assume that the following conditions
hold:

H.1) f is continuous in (y, u, z) for almost all (t, ω),

H.2) there exists K > 0 and 0 ≤ α < 1 such that |f(t, ω, u, y, z)| ≤ K(1 + |y|α + |u|α +
‖z‖α).

H.3) for every N ∈ N, there exists a constant LN > 0 such that
|f(t, ω, y, u, z) − f(t, ω, y′, u′, z′)| ≤ LN (|y− y′| + |u− u′| + ‖z − z′‖), P–a.s., a.e.
t ∈ [0, T ]
and ∀ y, y′, u, u′, z, z′ such that |y| ≤ N , |y′| ≤ N , |u| ≤ N , |u′| ≤ N , ‖z‖ ≤ N ,
‖z′‖ ≤ N .

When the assumptions H.1) and H.2) are satisfied, we can define the family of semi–
norms (ρn(f))n

ρn(f) =

(
E

∫ T

0

sup
|y|,|u|,‖z‖≤n

|f(s, y, u, z)|2ds
) 1

2

.

We denote by Liploc (resp. Lip) the set of processes f satisfying H.1)–H.2) which are
locally Lipschitz, i.e. satisfy the assumption H.3), (resp. globally Lipschitz) with respect
to (y, u, z).
Liploc,α denotes the subset of those processes f which belong to Liploc and which satisfy
H.2).
The main results are the following

Theorem 4.1: (Existence and uniqueness). Let f ∈ Liploc,α and ξ be a square
integrable random variable. Then equation Eq(f, ξ) has a unique solution if LN ≤
L+

√
log(N), where L is some positive constant.

We give now a stability result for the solution with respect to the data (f, ξ). Roughly
speaking, if fn converges to f in the metric defined by the family of semi–norms (ρN )
and ξn converges to ξ in L2(Ω) then (Y n, Un, Zn) converges to (Y, U, Z) in E . Let (fn) be
a sequence of functions which are Ft–progressively measurable for each n. Let (ξn)n≥1

be a sequence of random variables which are FT –measurable for each n and such that
E|ξn|2 < ∞. We will assume that for each n, the BSDE Eq(fn, ξn) corresponding to
the data (fn, ξn) has a (not necessarily unique) solution. Each solution of the equation
Eq(fn, ξn) will be denoted by (Y fn , Zfn).

We suppose also that the following assumptions H.4), H.5) and H.6) are fulfilled,

H.4) For every N , ρN (fn − f) −→ 0 as n→ ∞.
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H.5) E|ξn − ξ|2 −→ 0 as n→ ∞.

H.6) There exist K > 0 such that,

sup
n

|fn(t, ω, y, u, z)| ≤ K(1 + |y|α + |u|α + ‖z‖α) P–a.s., a.e. t ∈ [0, T ].

Theorem 4.2:(Stability). Let f and ξ be as in Theorem 4.1. Assume that (fn, ξn)
satisfies H.4), H.5) and H.6). Then we have

lim
n→+∞

(
E sup

0≤t≤T
|Y fn

t − Yt|2 + E

∫ T

0

|Ufn
s − Us|2ds+ E

∫ T

0

‖Zfn
s − Zs‖2ds

)
= 0.

To prove Theorems 4.1 and 4.2 we need the two following lemmas.
Lemma 4.3: Let ξ1, ξ2 be two d–dimensional square integrable random variables

which are FT –measurable. Let f1 and f2 be two functions which satisfy H.1), H.2).
Let (Y f1 , Uf1 , Zf1) [resp. (Y f2 , Uf2 , Zf2)] be a solution of the BSDE Eq(f1, ξ1) [resp.
Eq(f2, ξ2)]. Then for every locally Lipschitz function f and every N > 1, the following
estimates hold

E

∫ T

0

|Uf1
s − Uf2

s |2ds+ E

∫ T

0

‖Zf1
s − Zf2

s ‖2ds

≤ C(K, ξ1, ξ2)

E(|ξ1 − ξ2|2) +

[
E

∫ T

0

|Y f1
s − Y f2

s |2ds
] 1

2


and

E(|Y f1
s − Y f2

s |2) ≤ C1

[
E(|ξ1 − ξ2|2) + ρ2

N (f1 − f) + ρ2
N (f − f2)

+
C(K, ξ1, ξ2)

(2LN + 2L2
N )N2(1−α)

]
exp
(
(2LN + 2L2

N )(T − s)
)
,

where C(K, ξ1, ξ2) is a constant which depends on K, E|ξ1|2 and E|ξ2|2, and C1 is a
universal constant.

Proof: The first inequality follows from Itô’s formula and Schwarz inequality. We
shall prove the second one. Let <,> denote the inner product in R

d.
We set

Y s := Y f1
s − Y f2

s , Us := Uf1
s − Uf2

s and Zs := Zf1
s − Zf2

s ,

and
fs := f1(s, Y f1

s−, U
f1
s , Zf1

s ) − f2(s, Y f2
s−, U

f2
s , Zf2

s ).

By Itô’s formula we have

∣∣Y t

∣∣2 +
∫ T

t

∣∣Us

∣∣2 ds+
∫ T

t

‖Zs‖2ds = |ξ1 − ξ2|2 + 2
∫ T

t

Y s−fsds− 2
∫ T

t

Y s−UsdWs

−2
∞∑
i=1

∫ T

t

Y s−Z
(i)

s dH(i)
s −

∞∑
i=1

∞∑
j=1

∫ T

t

Z
(i)

s Z
(j)

s d
(

[H(i), H(j)]s− < H(i), H(j) >s

)
.
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Using the fact that
∫ t
0
Z

(i)

s Z
(j)

s d
(
[H(i), H(j)]s− < H(i), H(j) >s

)
is a martingale and

taking the expectation we get

E
∣∣Y t

∣∣2 + E

∫ T

t

∣∣Us

∣∣2 ds+ E

∫ T

t

‖Zs‖ds = E|ξ1 − ξ2|2 + 2E

∫ T

t

〈Y s−, fs〉ds.

Let β and γ be strictly positive numbers. For a given N > 1, let LN be the Lipschitz
constant of f in the ball B(0, N),

AN :=
{

(s, ω); |Y f1
s−|2 + |Uf2

s |2 + ‖Zf1
s ‖2 + |Uf1

s |2 + |Y f2
s−|2 + ‖Zf2

s ‖2 ≥ N2
}
,

AN,c := Ω \AN and denote by 11A the indicator function of the set A. We have

E|Y t|2 + E

∫ T

t

|Us|2ds+ E

∫ T

t

‖Zs‖2ds = E|ξ1 − ξ2|2 + 2E

∫ T

t

〈Y s−, fs〉(11AN + 11AN,c)ds

:= E|ξ1 − ξ2|2 + I1 + I2 + I3 + I4,

where

I1 := 2E

∫ T

t

〈Y s−, fs〉11ANds

I2 := 2E

∫ T

t

〈Y s−, f1(s, Y f1
s−, U

f1
s , Zf1

s ) − f(s, Y f1
s−, U

f1
s , Zf1

s )〉11AN,cds

I3 := 2E

∫ T

t

〈Y s−, f(s, Y f1
s−, U

f1
s , Zf1

s ) − f(s, Y f2
s−, U

f2
s , Zf2

s )〉11AN,cds.

I4 := 2E

∫ T

t

〈Y s−, f(s, Y f2
s−, U

f2
s , Zf2

s ) − f2(s, Y f2
s−, U

f2
s , Zf2

s )〉11AN,cds.

It is not difficult to check that

I2 ≤ E

∫ T

t

|Y s−|211AN,cds+ ρ2
N (f1 − f)

I4 ≤ E

∫ T

t

|Y s−|211AN,cds+ ρ2
N (f − f2).

Since f is LN -Lipschitz in the ball B(0, N), we get

I3 ≤ (2LN + γ2)E
∫ T

t

|Y s−|211AN,cds+
2L2

N

γ2
E

∫ T

t

|Us|2ds+
2L2

N

γ2
E

∫ T

t

‖Zs‖2ds.

To estimate I1, we use Hölder’s inequality and the fact that

11AN ≤ |Y f1
s−|2 + |Uf2

s |2 + ‖Zf1
s ‖2 + |Uf1

s |2 + |Y f2
s−|2 + ‖Zf2

s ‖2

N2

to obtain

I1 ≤ β2
E

∫ T

t

|Y s|211ANds+
1
β2

E

∫ T

t

|fs|211ANds
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≤ β2
E

∫ T

t

|Y s−|211ANds+
8K2

β2
E

∫ T

t

(1 + |Y f2
s−|2α + |Uf2

s |2α + ‖Zf2
s ‖2α)11ANds

+
8K2

β2
E

∫ T

t

(1 + |Y f1
s−|2α + |Uf1

s |2α + ‖Zf1
s ‖2α)11ANds

≤ β2
E

∫ T

t

|Y s−|211ANds+
C(K, ξ1, ξ2)
β2N2(1−α)

.

If we choose β2 = 2L2
N + 2LN and γ2 = 2L2

N then we use the above estimates we have

E|Y t|2 +E

∫ T

t

|Us|2ds+ E

∫ T

t

‖Zs‖2ds

≤ E|ξ1 − ξ2|2 + (2L2
N + 2LN + 2)E

∫ T

t

|Y s|2ds

+ρ2
N (f1 − f) + ρ2

N (f − f2) +
C(K, ξ1, ξ2)
β2N2(1−α)

.

Using Gronwall’s lemma, we get

E|Y t|2 ≤
[
E|ξ1 − ξ2|2 +

C(K, ξ1, ξ2)
(2L2

N + 2LN )N2(1−α)

]
exp
(
[L2

N + 2LN ](T − t) + 2
)
.

+
[
ρ2
N (f1 − f) + ρ2

N (f − f2)
]

exp
(
[L2

N + 2LN ](T − t) + 2
)
.

Lemma 4.3 is proved.
Lemma 4.4: Let f be a function which satisfies H.1), H.2) and H.3). Then there

exists a sequence of functions fn such that,

(i) a) For each n, fn ∈ Lipα.

b) supn |fn(t, ω, y, u, z)| ≤ |f(t, ω, y, u, z)| ≤ K(1 + |y|α + |u|α + ‖z‖α) P–a.s.,
a.e. t ∈ [0, T ].

(ii) For every N , ρN (fn − f) −→ 0 as n −→ ∞.

Proof: Let ψn be a sequence of smooth functions with support in the ball B(0, n+1)
and such that ψn = 1 in the ball B(0, n). It is not difficult to see that the sequence
(fn) of truncated functions, defined by fn = fψn, satisfies all the properties quoted in
Lemma 4.4.

Lemma 4.5: Let f and ξ be as in Theorem 4.1. Let (fn) be the sequence of functions
associated to f by Lemma 4.4 and denote by (Y fn , Ufn , Zfn) the solution of equation
Eq(fn, ξ). Then,

(i) a) supn E|Y fn

t |2 ≤
[
E |ξ|2 +K

]
exp(K) = K1.

b) supn E

(∫ T
0
|Ufn

s |2ds+
∫ T
0
‖Zfn

s ‖2ds
)
≤
[
E |ξ|2 +K

]
[2 + (K) exp(K)] = K2.

(ii) There exists a process (Y, U, Z) ∈ E such that
lim
n→∞

∥∥(Y fn , Ufn , Zfn
)− (Y, U, Z)

∥∥ = 0.
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Proof of Lemma 4.5: For simplicity,we assume L = 0. Assertion (i) follows from

standard arguments of BSDE. Let us prove (ii). First, assume that LN ≤
√

(1−α)
2(T−t) log(N).

Then applying Lemma 4.3 to (Y f1 , Uf1 , Zf1 , f1, ξ
1) = (Y fn , Ufn , Zfn , fn, ξ),

(Y f2 , Uf2 , Zf2 , f2, ξ
2) = (Y fm , Ufm , Zfm , fm, ξ) and next passing to the limits succes-

sively on n,m,N one gets Lemma 4.5. Assume now that LN ≤ √log(N). Let δ be a
strictly positive number such that δ < (1−α)

2 . Let ([ti+1, ti]) be a subdivision of [0, T ]
such that |ti+1 − ti| ≤ δ. Applying Lemma 4.3 in all the subintervals [ti+1, ti] we get
Lemma 4.5.

Proof of Theorems 4.1 and 4.2:. The uniqueness follows from Lemma 4.3 by
letting f1 = f2 = f and ξ1 = ξ2 = ξ). We shall prove the existence of solutions. By
Lemma 4.5, there exists (Y, U, Z) ∈ E such that ||(Y fn , Ufn , Zfn) − (Y, U, Z)|| → 0 as
n→ ∞. Thus, we immediately have

lim
n→∞ E

(
sup

0≤s≤T

∣∣Y fn
s − Ys

∣∣2) = lim
n→∞ E

∫ T

0

∣∣Ufn
s − Us

∣∣2 ds
= lim

n→∞ E

∫ T

0

∥∥Zfn
s − Zs

∥∥2 ds = 0.

It remains to prove that
∫ T
t
fn(s, Y fn

s− , U
fn
s , Zfn

s )ds converges to
∫ T
t
f(s, Ys−, Us, Zs)ds

in probability. Let N > 1 and denote by LN the Lipschitz constant of f in the ball
B(0, N). We put AN

n := {(s, ω) : |Y fn

s− | + |Ufn
s | + ‖Zfn

s ‖ + |Ys−| + |Us| + ‖Zs‖ ≥ N}
and AN,c

n := Ω\AN
n . Since f is LN–locally Lipschitz, we use the triangle inequality and

Lemma 4.4 to obtain

E

∣∣∣∣∣
∫ T

t

f
n

s ds

∣∣∣∣∣ ≤ E

∫ T

t

|fn(s, Y fn

s− , U
fn
s , Zfn

s ) − f(s, Y fn

s− , U
fn
s , Zfn

s )|ds

+E

∫ T

0

|f(s, Y fn

s− , U
fn
s , Zfn

s ) − f(s, Ys−, Us, Zs)|ds

≤ E

∫ T

0

sup
|y|,|u|,‖z‖≤N

|fn(s, y, u, z) − f(s, y, u, z)|ds

+2K sup
n

E

∫ T

0

(1 + |Y fn

s− |α + |Ufn
s |α + ‖Zfn

s ‖α)11AN,c
n
ds

+LN

(
E

∫ T

0

|Y fn

s−|ds+ E

∫ T

0

|Ufn

s |ds+ E

∫ T

0

‖Zfn

s ‖ds
)

+K sup
n

E

∫ T

0

(2 + |Y fn

s− |α + |Ufn
s |α + ‖Zfn

s ‖α + |Ys−|α + |Us|α + ‖Zs‖α)11AN,c
n
ds.

Since |x|α ≤ 1 + |x| for each α ∈ [0, 1[, we successively use Lemma 4.5 (i) -b), Schwarz
inequality, Chebychev inequality, Lemma 4.5 (i) and Fatou’s lemma to get

E|
∫ T

t

f
n

s ds| ≤ I1(n) + LNI2(n) +
24K
N

(1 + 2(K1 +K2)),

where K1, K2 denote the two constant defined in Lemma 4.5 (ii) and where

I1(n) := E

∫ T

0

sup
|y|,|u|,‖z‖≤N

|fn(s, y, u, z) − f(s, y, u, z)|ds
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and

I2(n) := E

∫ T

0

|Y fn

s−|ds+ E

∫ T

0

|Ufn

s |ds+ E

∫ T

0

‖Zfn

s ‖ds.

Lemma 4.5 (ii) shows that limn→∞ I1(n) = 0. We shall prove that limn→∞ I2(n) = 0.
From Lemma 4.5 we have

lim
n→∞ E

∫ T

0

(
|Un

s | + ‖Zn

s ‖
)
ds = 0.

We use Lemma 4.5, Fatou’s Lemma and the Lebesgue dominated convergence theorem
to show that limn→∞ E

∫ T
0
|Y fn

s |ds = 0 which shows that equation Eq(f, ξ) has at least
one solution. Theorem 4.1 is proved. We get Theorem 4.2 by applying Lemma 4.3
to (Y f1 , Uf1 , Zf1 , f1, ξ

1) = (Y, U, Z, f, ξ), (Y f2 , Uf2 , Zf2 , f2, ξ
2) = (Y fn , Ufn , Zfn , fn, ξ)

and by passing to the limits, first on n and next on N . The proofs are finished.

5 Applications to PDIE

In this section, we give the links between BSDE driven by Lévy process and a family
of partial differential integral equation (PDIE). Let Xt =

∫ t
0
σ(Xs)dWs +Lt, recall that

Lt is a Lévy process with Lévy measure ν, which takes the form Lt = bt+ �t.
We give a technical lemma which will be needed later on.
Lemma 5.1: Let h : Ω × [0, T ] × R −→ R be a measurable function such that

|h(s, y)| ≤ θs(y2 ∧ |y|) a.s.

where {θs : 0 ≤ s ≤ T} is a nonnegative predictable process such that E
∫ T
0
θsds < ∞.

Then for each t ∈ [0, T ] we have

∑
t<s≤T

h(s,∆Xs) =
∞∑
i=1

∫ T

t

〈h(s, .), pi(.)〉L2(ν)dH
(i)
s +

∫ T

t

∫
R

h(s, y)ν(dy)ds.

Proof: Since ∆Xt = ∆Lt, the proof can be performed as that of Nualart and
Schoutens [6].

Now, we apply our result to give a version of Clark–Ocone formula for functions of
a Lévy process. Consider the following BSDE

Yt = g(XT ) +
∫ T

t

f(s, Ys−, Us, Zs)ds−
∫ T

t

UsdWs −
∫ T

t

〈Zs, dHs〉, (5.1)

where E|g(XT )2| <∞.
Define

u1(t, x, y) = u(t, x+ y) − u(t, x) − ∂u

∂x
(t, x)y,

where u is the solution of the following PDIE
∂u
∂t (t, x) + 1

2σ
2(x)∂

2u
∂x2 (t, x) + f

(
t, u(t, x), σ(x)∂u∂x (t, x),

(
u(i)
)∞
i=1

)
+
∫

R
u1(t, x, y)ν(dy) + b̄∂u∂x (t, x) = 0

u(T, x) = g(x),
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b̄ = b+
∫
{|y|≥1} yν(dy) and

u(1)(t, x) =
∫

R

u1(t, x, y)p1(y)ν(dy) +
∂u

∂x
(t, x)

(∫
R

y2ν(dy)
) 1

2

,

and for i ≥ 2

u(i)(t, x) =
∫

R

u1(t, x, y)pi(y)ν(dy).

Suppose that u is C1,2 function such that ∂u
∂x and ∂2u

∂x2 is bounded by polynomial function
of x. Then we have the following

Theorem 5.2: The unique adapted solution of (5.1) is given by

Yt = u(t,Xt)

Ut = σ(Xt)
∂u

∂x
(t,Xt)

Z
(i)
t =

∫
R

u1(t,Xt−, y)pi(y)ν(dy) for i ≥ 2,

Z
(1)
t =

∫
R

u1(t,Xt−, y)p1(y)ν(dy) +
∂u

∂x
(t,Xt−)

(∫
R

y2ν(dy)
) 1

2

.

Proof: Applying Itô’s formula to u(s,Xs) we have

u(T,XT ) − u(t,Xt) =
∫ T

t

∂u

∂s
(s,Xs)ds+

1
2

∫ T

t

σ2(Xs)
∂2u

∂x2
(s,Xs)ds

+
∫ T

t

σ(Xs)
∂u

∂x
(s,Xs)dWs +

∫ T

t

∂u

∂x
(s,Xs−)dLs

+
∑

t<s≤T

[
u(s,Xs) − u(s,Xs−) − ∂u

∂x
(s,Xs−)∆Xs

]
.

Lemma 5.1 applied to u(s,Xs− + y) − u(s,Xs−) − ∂u
∂x (s,Xs−)y gives

∑
t<s≤T

[
u(s,Xs) − u(s,Xs−) − ∂u

∂x
(s,Xs−)∆Xs

]

=
∞∑
i=1

∫ T

t

(∫
R

u1(s,Xs−, y)pi(y)ν(dy)
)
dH(i)

s

+
∫ T

t

∫
R

u1(s,Xs−, y)ν(dy)ds.

Exploiting this last identity we obtain

g(XT ) − u(t,Xt) =
1
2

∫ T

t

σ2(Xs)
∂2u

∂x2
(s,Xs)ds
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−
∫ T

t

f
(
s, u(s,Xs),

(
u(i)(s,Xs)

)∞
i=1

)
ds

+
∞∑
i=2

∫ T

t

(∫
R

u1(s,Xs−, y)pi(y)ν(dy)
)
dH(i)

s

+
∫ T

t

(∫
R

u1(s,Xs−, y)p1(y)ν(dy)

+
(
∂u

∂x
(s,Xs−)

)(∫
R

y2ν(dy)
) 1

2
)
dH(1)

s ,

from which we get the desired result.

Acknowledgments
We are grateful to the referee for suggestions which allowed us to improve the first
version of the paper. We also wish to thank M. Hassani and Y. Ouknine for various
discussions on the BSDEs.

References

[1] K. Bahlali, Backward stochastic differential equations with locally Lipschitz coeffi-
cient. C. R. Acad. Sci. Paris Série I, Math. 33 (5), 481–486, (2001).

[2] K. Bahlali, Existence and uniqueness of solutions for backward stochastic differen-
tial equations with locally Lipschitz coefficient. Elect. Comm. Proba. 7, 169–180,
(2002).

[3] S. Hamadène and J.P. Lepeltier, Zero–sum stochastic differential games and BS-
DEs. Syst. Cont. Lett. 4, 259–263, (1995).

[4] N. El Karoui, S. Peng and M.C. Quenez, Backward stochastic differential equations
in finance. Math. Fina. 1–71, (1997).

[5] A. Løkka, Martingale representation, chaos expansion and Clark–Ocone formulas.
MPS–RR 1999–22. MaPhySto (Preprint). (1999).

[6] D. Nualart and W. Schoutens, Chaotic and predictable representations for Lévy
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