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Consider a branching diffusion process on R1 starting at the origin. Take a high level
u > 0 and count the number R(u, n) of branches reaching u by generation n. Let Fk,n(u)
be the probability P(R(u, n) < k), k = 1, 2, . . .. We study the limit limn→∞ Fk,n(u) =
Fk(u). More precisely, a natural equation for the probabilities Fk(u) is introduced and
the structure of the set of solutions is analysed. We interpret Fk(u) as a potential ruin
probability in the situation of a multiple choice of a decision taken at vertices of a ‘logical
tree’. It is shown that, unlike the standard risk theory, the above equation has a manifold
of solutions. Also an analogue of Lundberg’s bound for branching diffusion is derived.
Keywords: Ruin Probability, Lundberg’s Bound, Random Tree, Multiple Choice Po-
tential Ruin, Dynamical System, Phase Portrait.
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1 Introduction

1. Recall the classical risk model (see, e.g., [2], [3]) : successive claims arrive to an
insurance company according to a Poisson process N = (N(t), t ≥ 0) of intensity λ.
These claims form an i.i.d. sequence Xj , j = 1, 2, . . . (independent of the process N)
with the mean claim size µ1 and the second moment m2 = E[X2

j ]. On the other hand,
the company has a deterministic income ct during [0, t], where c is the gross premium
rate. The probability of ruin ψ(u), when the initial reserve equals u, is given by

ψ(u) = P(u+ ct− S(t) < 0 for some t > 0) = P(L > u). (1.1)

Here S(t) =
∑N(t)

j=1 Xj is the claim process, Z(t) = S(t)− ct and L = supt>0 Z(t) is the
maximal aggregate loss. Define the safety loading ρ by the relation c = (1 + ρ)λµ1 (see
[6]). Hereafter we assume that ρ > 0.

1The work was partially done under the INTAS-00-265 Grant.
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The diffusion approximation for ruin probability may be defined as follows. Given
γ > 0, write:

ψ(u) = P(sup
t>0

Z(γt) > u). (1.2)

We want to scale the safety loading and the initial reserve so that ρ = ρ̄√
γ and u = µ1

√
γ

where γ → ∞. One then can easily check the convergence ψ(u) → ψD where

ψD = P(sup
t>0

(W (t) + at) >
µ1√
λm2

). (1.3)

Here W is a standard Wiener process, and the negative slope a = −ρ̄µ1

√
λ

m2
.

A straightforward computation with the Wiener process (based on the reflection
principle) gives that ψD = exp ( 2aµ1√

λm2
) (see, e.g., Formula 1.1.4 in Section 2, Ch.2, [5]).

This leads directly to a ‘diffusion version’ of the famous Lundberg’s bound (which now
becomes an equality):

ψD = exp (−2ρ̄µ2
1/m2) = exp (−2ρµ1u/m2) (1.4)

For the standard Lundberg’s bound, see, e.g. [2], [3] or [6].
On the other hand, one can easily derive the diffusion Lundberg’s formula (1.4)

directly, using an explicit expression for the moment generating function (m.g.f.) of
maximal aggregate loss L in the original Poisson model. Namely,

ML(s) =
ρµ1s

1 + (1 + ρ)µ1s−MX(s)
, (1.5)

and MX(s) is the m.g.f. of an individual claim size X (see [6]). Using the scaling
L = L̄

√
γ and ρ = ρ̄√

γ in (1.5) with γ → ∞, one obtains in the limit the exponential
distribution P (L̄ > x) = exp (−2ρ̄µ1x/m2).

In this paper we consider a version of the classical risk theory model for the so-
called tree-indexed processes where the one-dimensional time is replaced by a tree.
Such an approach was developped in [8] where the concept of a potential ruin time
was introduced and analysed. One of the results of the present paper is to establish,
under an assumption about asymptotics of re-scaling probabilities, a diffusion analogue
of Lundberg’s bound in this situation. See Section 2.

2. Another topic discussed below is a modification of the potential ruin probability
for branching diffusion processes. Fix an initial capital u > 0 and consider a branching
diffusion Z(t) = {Zi(t), i ≤ I(t)}, t ≥ 0, with constant drift a, diffusion coefficient σ and
fission rate $ and two offspring replacing a single parent at each act of division. (Here
I(t) stands for the random size of population at time t ≥ 0.) An interesting application
arises when we interpret the values u − Zi(t) as a potential balance, at time t, if the
insurance company decides to follow a policy represented by the path from the root of
the binary tree to the ‘leaf’ corresponding to offspring i ≤ I(t). Such a policy is a result
of subsequently taken decisions leading to one of two branches of the binary tree. See
[8] for a detailed discussion.

Now, given n = 1, 2, . . ., consider the number R(u, n) of branches of the branching
diffusion tree reaching u at least once by the time of n−th fission. Set: Fn,k(u) =
P(R(u, n) < k), k = 1, 2, . . . We study the limiting probabilities Fk(u) = lim

n→∞
Fn,k(u).

For example, in the above application, the difference Fk+1(u) − Fk(u), k > 1, gives
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the limiting probability, as n→ ∞, that there exist exactly k ‘dangerous’ policies along
which company’s assets becomes threatened at least once before the time when the n−th
decision has to be taken. The potential ruin probability (on the whole tree) studied in
[8] equals 1−F1(u). With regards to above applications, the values Fk(u) give a detailed
characterization of company’s possible performance; we will call them multiple-choice
potential ruin (m.c.p.r.) probabilities.

In fact, we introduce natural equations (see (3.9)) for probabilities Fk(u) and analyse
the structure of the set of solutions. The first (unsurprising) result here is that if
F1(u) ≡ 0, u > 0, then ∀k > 1, Fk(u) ≡ 0, u > 0. A naive interpretation of this result is
that if there exists a single branch of the tree reaching level u then there exists at least
k such branches, for every k. However, an attempt to make such a statement precise by
considering an infinite tree is misleading: if level u is reached at some vertix then any
branch of the infinite tree passing this vertex should be counted as a ‘ruinous strategy’.
The second (rather surprising) result is that the solutions to the above equations are non-
unique. Analysing the non-uniqueness that arises here leads to interesting conclusions:
there exist a family of m.c.p.r. probabilities whose values depend on conditions of the
economic environment that may occur in a distant future.

On the other hand, all solutions to our equations have a number of common features,
one of which is a particular logarithmic asymptotics as u → ∞. The corresponding
statements and arguments behind the proofs are given in Sections 3 and 4.

We want to mention that we consider here only one of the aspects of the (big and
serious) problem of how a random tree (in particular, a trajectory of a branching diffu-
sion) reaches a given level. Our results imply that the times when branches of the tree
cross the level accumulate towards the ‘terminal’ time n, as n → ∞. It is important
to stress that although within our approach, there exist limits of probabilities under
consideration as n→ ∞, we do not work with infinite trees. There are other versions of
the same problem, stated in terms of an infinite tree, but they require different analytic
techniques.

2 Lundberg’s Bound on a Tree

We define the potential ruin time as the shortest length of a policy that ruins a company
with the initial capital u (cf. [8]):

θ(u) = min [l ≥ 1 : ∃ a path L with L ∈ Ll, ZL > u], (2.1)

and the potential ruin probability as

ψ(u) = P(θ(u) <∞). (2.2)

Here and below, Ln is a set of 2n+1 paths of length at most n on a discrete tree of
branching degree two and L is the set of all finite paths starting at the root of the
infinite binary tree.

As was mentioned, a path L ∈ Ln could be identified with a binary sequence
(j1, . . . , jn′), n′ ≤ n, of trading policies ji(= 0, 1) assigned to subsequent edges of the
tree. Furthermore, ZL represents the sum

∑n′

i=1 Zji
that gives the overall balance after

n′ trading periods. The random variables Zji
are i.i.d. They are associated with edges

and represent the local gain or loss after applying the corresponding trading policy ji
during trading period i.
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Sufficient conditions for the bound ψ(u) < 1 are presented in Section 2 of [8]. Here
we give only a simple condition that guarantees the decrease of this probability in the
discrete case using some basic facts and notations from the theory of branching random
walks (see [4]). Denote by Gn the n−th generation of initial particle and consider the
function

m(κ) = E(
∑

x∈G1

exp (κZx))

where Zx, x ∈ G1, are positions of immediate offspring of a particle located at 0.
Proposition 2.1: Assume that ∃κ0 > 0 such that m(κ0) = 1. Then

ψ(u) ≤ exp (−κ0u). (2.3)

Proof: Consider the following well-known martingale (see [4])

Wn(κ) =
∑

x∈Gn

exp [κ(Zx − u))]
m(κ)n

.

Observe that W0(κ) = e−κu. Let us stop Wn(κ0) at the moment of potential ruin θ(u).
Clearly, Wθ(u)(κ0) ≥ 1 and the martingale stopping theorem implies

e−κ0u = W0(κ0) ≥ E[Wθ(u)(κ0) | θ(u) <∞]P (θ(u) <∞) ≥ ψ(u).•

Next we prove a similar estimation for a model with Poisson stream of claims on a
binary tree Γ defined by the following conditions:

(a) for any fixed path L ∈ L on the tree the points form a stationary Poisson flow of
intensity λ;

(b) for any finite non-intersecting subgraphs Γ1,Γ2 ∈ Γ the numbers of points insides
these subgraphs N(Γ1) and N(Γ2) are independent.

Let I(t) be the set of points of the graph that exist at the moment t (i.e. within
distance t from the origin) and I(t) =| I(t) |. Define

L = sup
t>0

[ max
i≤I(t)

Zi(t)], Zi(t) = Si(t) − ct (2.4)

where Si(t) =
∑

tj∈Li(t)
Xtj

, i ≤ I(t) where Li(t) is the path on the graph Γ from the
origin to the point i ∈ I(t).

It is convenient to write the ruin probability ψ(0) as 1+ν
1+ρ , 0 ≤ ν ≤ ρ. Observe that

ν = 0 for one-dimensional time model.
Proposition 2.2: Assume that ψ(0) = 1+ν

1+ρ < 1 (i.e., 0 ≤ ν < ρ). Then the
distribution function FL(x) of maximal aggregated loss L is majorized by the distribution
function FL̃(x) where L̃ is a random variable with the m.g.f.

ML̃(s) =
ρ− ν

1 + ρ− (1 + ν)MY (s)
. (2.5)

Here MY (s) = MX(s)−1
µ1s .
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Proof: We use a representation of L as a sum of random number K of independent
new record hights L = Y1 + . . .+ YK :

EesL =
∞∑

k=0

∑

L∈L

∫
. . .

∫
es(y1+...+yk)P (L, k, dy1, . . . , dyk).

Here P (L, k, dy1, . . . , dyk) is the joint distribution of the path L ∈ L where the supre-
mum in (2.4) is achieved, the number k = k(L) of the record hights along the path L,
and the values of record hights y1, . . . , yk. Observe that the for fixed L and k(L) ≥ k,
random variables Yj , j ≤ k, are i.i.d. r.v. with distribution PY (dy) and the m.g.f.
MY (s) = MX(s)−1

µ1s . Moreover, the distribution of K, i.e. the number of new record
hights, is majorized by a geometrical distribution with parameter ψ(0) = 1+ν

1+ρ . It
means that if we drop the condition that the path L is optimal and take the summation
over all L ∈ L then ∑

L∈L
P (k(L) ≥ k) ≤ ψ(0)k.

Hence,
∑

L∈L

P (k(L) ≥ k, dy1, . . . , dyk) ≤ ψ(0)k
k∏

j=1

PY (dyj).

This implies that

EesL ≤ 1 +
∞∑

k=1

ψ(0)k(MY (s)k+1 −MY (s)k) =

=
∞∑

k=0

MY (s)k(ψ(0)k − ψ(0)k+1) = (1 − ψ(0))
∞∑

k=0

ψ(0)kMY (s)k = ML̃(s).

A similar computation can be done for Ef(L) with any increasing function of L, i.e. the
distribution of the maximal aggregated loss L is majorized by the distribution L̃ with
the m.g.f. (2.5). This completes the proof.

A natural conjecture is that under broad assumptions, after rescaling L = L̄
√
γ,

ρ = ρ̄√
γ , the parameter ν in representation ψ(0) = 1+ν

1+ρ , is rescaled asymptotically as

ν ≈ ν̄
√
γ
, γ → ∞. (2.6)

At the moment we cannot offer a proof of (2.6). However, if true, this conjecture leads
to the following result:

ψ(u) ≤ exp
(
−2(ρ̄− ν̄)µ1u

(1 + ν̄)m2

)
.

To perform the diffusion approximation, we have to modify the model under consid-
eration. Namely, we will assume a discrete time binary Markov model where the choice
of the next policy depends on the current policy only. Denote by plm(l,m = 0, 1) the
probability to select the policy Πm after Πl and consider the case of a ‘conservative
investor’ who sticks to a particular policy and decides to change it rarely. Formally,
(1 − pll)γ → $ > 0 (l = 0, 1) as γ → ∞. Using the same scaling of the safety load
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ρ = ρ̄√
γ and the initial reserve u = µ1

√
γ as γ → ∞, one obtains a representation of

potential ruin probability in terms of the branching diffusion [7]. We denote by I (t) the
number of particles in the branching diffusion with the constant drift a, variance σ2 and
intensity of branching $ at the moment t, and by Zi(t) the position of i−th particle.
Then the probability of potential ruin tends to the limit (cf. [7])

ψD = P(sup
t>0

[ max
i≤I (t)

Zi(t)] >
µ1√
λm2

). (2.7)

In contrast to one-dimensional case, one needs additional restrictions to exclude ψD ≡ 1.

3 Multiple-Choice Potential Ruin Probabilities: A
Dynamical System Approach

In what follows we study the ruin problem on a tree in a diffusion approximation. As
in Section 2, the branching diffusion process lives on R1, starts at the origin and has
drift a, diffusion coefficient σ and fission rate $.

A natural parameter here is a number of generations (i.e., the number of fissions of
the branching diffusion). In other words, we follow a given branch until the (random)
time of n−th fission. As before, this model arises when we consider the case of conser-
vative investors who do not consider changing a policy for a considerable period, but
after an exponential time may think of a possible alternative.

The random distance between the position of a parent and the position of offspring at
the moment of death ξ can be treated as the overall balance between the two successive
changes of the policy in the diffusion limit. It is easy to check that in the case of
branching diffusion with drift a, diffusion σ2 and the fission rate $, ξ is distributed as
the difference

τ ′ − τ ′′ (3.1)

of two independent exponential random variables τ ′ with parameter λ = a
σ2 + ( a2

σ4 +
2 $

σ2 )1/2 and τ ′′ with parameter µ = − a
σ2 + ( a2

σ4 + 2 $
σ2 )1/2 (cf. [10]).

In this context, it is natural to ask the following question. Suppose that investor’s
initial capital is u > 0. How many paths of the diffusion tree will lead to the ruin of the
investor (i.e., reach the level u) by the time of n−th fission (the total number of paths
is again 2n)? What is its limiting behaviour when n → ∞? In this paper we provide
some answers to these and other related questions although the situation needs further
investigation. Our first remark is that if a ‘ruinous’ strategy exists ∀u with the limiting
probability one then, ∀u > 0 and k > 1, the limiting probability that there exist at least
k such strategies is also one.

We now introduce a formal setup for this result. Let F and F+ be the set of the
probability distributions on R1 and R1

+ = [0,∞), respectively. We also use the notations
Fl

+ = F+ × . . .× F+, F̄k
+ = (F+,F

2
+, . . . ,F

k
+).

Let us write down equations for the pair (Fn, Gn) ∈ F2
+ of the distribution functions

where
F̄n(x) = 1 − Fn(x) = P

(
max ZL ≥ x : L ∈ Ln

)
,

and Gn = 1 − Ḡn, with

Ḡn(x) = P
(
ZL′ , ZL′′ ≥ x for at least two different paths L′,L′′ ∈ Ln).
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Then
Fn+1(x) =

[
Λ(1)Fn

]
(x), Gn+1(x) =

[
Λ(2)

(
Fn, Gn

)]
(x). (3.2)

Here Λ(1) and Λ(2) are (non-linear) operators, Λ(1) : F+ → F+ and Λ(2) : F2
+ → F+,

given by [
Λ(1)F

]
(x) =

∫ x

−∞
dypξ(x− y)F+(y)2, (3.3)

and [
Λ(2)(F,G)

]
(x) =

[
Λ(1)F

]
(x)

+2
∫ x

−∞
dypξ(x− y)F+(y)(G+(y) − F+(y)).

. (3.4)

Here F+ = FΘ where Θ is the indicator function of the non-negative half-line [0,∞).
The functional equations (3.5) and (3.6) are well-defined irrespectively of the specific

form of the distribution of ξ.
Furthermore, ∀ k ≥ 1, define the k-tuple Fn = (F (1)

n , . . . , F
(k)
n ) where F (k)

n (x) =
1 − F̄

(k)
n (x) and

F̄ (k)
n (x) = P

(
ZLj ≥ x for at least k different paths L1, . . . ,Lk ∈ Ln

)
. (3.5)

Then vector-functions Fn and operators Λ(l) : Fl
+ → F+ can be defined recursively:

Fn+1 = ΛFn =
(
Λ(1)F (1)

n , . . . ,Λ(k)(F (1)
n , . . . , F (k)

n )
)
; (3.6)

[
Λ(l)(F (1), . . . , F (l))

]
(x) =

[
Λ(l−1)(F (1), . . . , F (l−1))

]
(x)

+
∑

0 ≤ l1, l2 :
l1 + l2 = l − 1

∫ x

−∞
dypξ(x− y)

(
(F (l1+1)

n−1 )+ − (F (l1)
n−1)+

)

×
(
(F (l2+1)

n−1 )+ − (F (l2)
n−1)+

)
, l = 1, . . . , k,

(3.7)

with F (0)
n−1(x) ≡ 0.

We proof the following
Lemma 3.1: Let F (1)

0 = . . . = F
(k)
0 = Θ. Then the k-tuple Fn = (F (1)

n , . . . , F
(k)
n )

tends as n → ∞ to a limit which is a fixed point of map Λ = (Λ(1), . . . ,Λ(k)), i.e. to a
k-tuple F = (F (1), . . . , F (k)) ∈ F̄k

+ with

ΛF = F. (3.8)

Proof: In view of monotonicity of operator Λ(1) : 0 ≤ Λ(1)Θ ≤ Θ. This immediately
implies the existence of a limit in the pointwise sense. The same monotonicity property
holds for the operator Λ(1) + . . .+ Λ(k). Finally, the limits are fixed points of respective
operators. •

Remark: Observe that the sets of all solutions of (3.10) is rather rich. Under the
stability assumption

inf
a>0

Eeaξ ≤ 1
2
, (3.9)
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the set of all solutions of (3.5) was studied in ([9]). It is proved that there exists a
linearly ordered continuum of solutions distinguished in terms of the asymptotics of the
‘tails’ (cf., again, [9]). Clearly, different solutions of (3.5) generate different solutions of
the system (3.10).

Now we use the specific form of distribution of the random variable ξ to simplify the
functional equations (3.10) as follows. In this case the stability condition (3.11) takes
the following form

a < 0,
a2

σ2
> 2$ (3.10)

Lemma 3.2: If ξ has the distribution (3.1) then any k-tuple of distribution functions
F = (F (1), . . . , F (k)) satisfying (3.10) solves the following recursive Cauchy problem:

[
DF (l+1)

]
(x) =

[
DF (l)

]
(x)

−2
$

σ2

∑

0 ≤ l1, l2 :
l1 + l2 = l − 1

(
(F (l1+1))+(x) − (F (l1))+(x)

)

×
(
(F (l2+1))+(x) − (F (l2))+(x)

)
, l = 1, . . . , k.

(3.11)

with the initial conditions

F (l)(x)
∣∣
x=0

= 0, l = 1, . . . , k. (3.12)

Here, D is the second order differential operator

D =
d2

dx2
− 2a
σ2

d

dx
− 2$
σ2

. (3.13)

A slightly more convenient form of Lemma 3.2 is
Lemma 3.3: Set F (0)(x) ≡ 0 and

u(l)(x) = F (l)(x) − F (l−1)(x), v(l)(x) =
d

dx
u(l)(x), x ≥ 0.

Then
(
u(l)(x), v(l)(x)

)
, l = 1, . . . , k, obey

d

dx
u(l)(x) = v(l)(x), x > 0, (3.14)

d

dx
v(l)(x) = 2

a

σ2
v(l)(x) − 2

$

σ2
u(l)(x)

−2
$

σ2

∑

0 ≤ l1, l2 :
l1 + l2 = l − 1

(u(l1+1))+(x)(u(l2+1))+(x), x > 0, (3.15)

with the initial conditions
u(l)(0) = 0, l = 1, . . . , k. (3.16)

Moreover, functions u(l) remain non-negative: u(l)(x) ≥ 0, x ≥ 0.
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The proof of Lemmas 3.2, 3.3 is straightforward and based on explicit form of kernel
pξ(x− y) (cf. [9]).

We conclude that the solution to invariance equations (3.8) are non-unique. The ori-
gin of this non-uniqueness is the long-time memory (lack of renovation) of the stochastic
dynamics.

In the case k = 2, a number of aspects of the theory is simplified. If we set

u(1)(x) = F (x), v(1)(x) =
d

dx
u(1)(x), x ≥ 0,

u(2)(x) = G(x) − F (x), v(2)(x) =
d

dx
u(2)(x), x ≥ 0,

then (u(l)(x), v(l)(x)), l = 1, 2, obey

d

dx
u(l)(x) = v(l)(x), x > 0,

d

dx
v(1)(x) = 2

a

σ2
v(1)(x) + 2

$

σ2
(u(1)(x) − u(1)(x)2), x > 0,

d

dx
v(2)(x) = 2

a

σ2
v(2)(x)

−2
$

σ2
(u(2)(x) − 2u(l)(x)u(2)(x)), x > 0,

(3.17)

with the initial conditions

u(l)(0) = 0, l = 1, 2.

4 A Phase Portrait Analysis

We now proceed with an analysis of the phase portrait of the dynamical system (3.14)-
(3.15). There are two equilibrium points of this system: the origin 0 ∈ R2k and J =
(1, 0 . . . , 0). The first point is a saddle, while the type of the second point depends
on values a, σ and $. J is an attracting node under the stability conditions (3.10)
and an (attracting) clockwise focus if this condition is violated. Therefore, a solution
(F (1), . . . , F (k)) to Λ(F (1), . . . , F (k)) = (F (1), . . . , F (k)) such that 0 ≤ F (l)(x) ≤ 1 and
limx→∞ F (l)(x) = 1 may exists only under condition (3.10). In fact, the linearisation of
system (3.14)-(3.15) around 0 yields the matrix

AO =




0 1 0 0 . . . . . . 0 0
2 $

σ2 2 a
σ2 0 0 . . . . . . 0 0

0 0 0 1 . . . . . . 0 0
0 0 2 $

σ2 2 a
σ2 . . . . . . 0 0

. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . . . . 0 1
0 0 0 0 . . . . . . 2 $

σ2 2 a
σ2




, (4.1)
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while around J the matrix

AJ =




0 1 0 0 . . . . . . 0 0
−2 $

σ2 2 a
σ2 0 0 . . . . . . 0 0

0 0 0 1 . . . . . . 0 0
0 0 −2 $

σ2 2 a
σ2 . . . . . . 0 0

. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . . . . 0 1
0 0 0 0 . . . . . . −2 $

σ2 2 a
σ2




. (4.2)

At 0, the k directions generating a k−dimensional unstable manifold are along the
vectors

(1,
a

σ2
+ (

a2

σ4
+ 2

$

σ2
)1/2, 0, . . . , 0), . . . , (0, 0, 0, . . . , 1,

a

σ2
+ (

a2

σ4
+ 2

$

σ2
)1/2)

(these are simply eigen-vectors of A0 with the positive eigen-value a
σ2 +( a2

σ4 +2 $
σ2 )1/2),

while the k directions generating a k−dimensional stable manifold are along the vectors

(−1,− a

σ2
+ (

a2

σ4
+ 2

$

σ2
)1/2, 0, . . . , 0), . . . , (0, 0, 0, . . . ,−1,− a

σ2
+ (

a2

σ4
+ 2

$

σ2
)1/2)

(these are eigen-vectors of A0 with the negative eigen-value a
σ2 −( a2

σ4 +2 $
σ2 )1/2), At J, un-

der condition (3.10), there are 2k stable directions; k of them generate a k−dimensional
stable manifold and are along the vectors

(1,
a

σ2
− (

a2

σ4
− 2

$

σ2
)1/2), 0, . . . , 0), . . . , (0, 0, 0, . . . , 1,

a

σ2
− (

a2

σ4
− 2

$

σ2
)1/2)

(these are eigen-vectors with the negative eigen-value a
σ2 − ( a2

σ4 − 2 $
σ2 )1/2), whereas

another k directions generate a k−dimensional stable manifold and are along the vectors

(1,
a

σ2
+ (

a2

σ4
− 2

$

σ2
)1/2, 0, . . . , 0), . . . , (0, 0, 0, . . . , 1,

a

σ2
+ (

a2

σ4
− 2

$

σ2
)1/2)

(these are the eigen-vectors with the negative eigen-value a
σ2 + ( a2

σ4 − 2 $
σ2 )1/2).

An analysis of the phase portrait of the dynamical system (3.14)-(3.15) in R2k shows
that under stability condition (3.10) there exists a k−parameter family of solutions
confined to the domain

Dk =
(
u(j) ≥ 0,

j∑

l=1

u(l) ≤ 1,
j∑

l=1

v(l) ≥ 0, j = 1, . . . , k
)

(4.3)

and entering node J as x → ∞. These solutions possess a natural ordering which is
specified below. In addition, there exists an unique ‘isolated’ solution which can be
treated as ‘extreme’, in the sense explained below.

Correspondingly, the original system (3.14)-(3.15) has a k−dimensional continuum
of solutions F = (F (1), . . . , F (k)) and an isolated solution F 0 = (F (1)

0 , . . . , F
(k)
0 ). The

isolated solution is maximal in the point-wise sense: F (j)
0 ≥ F (j) (and F (j)

0 6≡ F (j) ).
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A straightforward parameter labelling a trajectory of (3.14)-(3.15) is an initial data
vector v(0) = (v(1)(0), . . . , v(k)(0)), with

v(j)(0) ≥ 0, j = 1, . . . , k. (4.4)

More precisely, the following fact holds true:
Theorem 4.1: Assume that the stability condition (3.10) is fulfilled. Then there

exists a vector r = (r(1), . . . , r(k)) with 0 < r(1) < . . . < r(k) < 1 such that for any
v(0) = (v(1)(0), . . . , v(k)(0)) satisfying the conditions

0 ≤
j∑

l=1

v(l)(0) ≤ r(l), l = 1, . . . , k,

there exists a unique solution u(x) = (u(1)(x), . . . , u(k)(x)), v(x) =
(v(1)(x), . . . , v(k)(x)), x > 0, of problem (3.14)-(3.15) confined to the above domain Dk

and entering J.
A more natural label for the trajectory is related to the detailed description of the

behaviour of the trajectory near the point u(1) = . . . = u(k) = v(1) = . . . = v(k) = 0. It
will be introduced below in Theorem 4.2 in the particular case k = 2.

For k = 2 the system (3.17) has two equilibrium points in R4 : a saddle point
0 = (0, 0, 0, 0) and J = (1, 0, 0, 0) (an attracting node under conditions (3.10). Further-
more, the equations for (u(1), v(1)) are autonomous and generate a dynamical system
on a plane. The asymptotic behaviour of F (x) as x → ∞ was analysed in [9],[10].
In particular, under condition (3.10) 0 < F (x) < 1, d

dxF (x) > 0 for all x > 0 and
limx→∞ F (x) = 1. Given F (x) (i.e., a trajectory (u(1)(x), v(1)(x)), x > 0) the equations
for G(x) − F (x) (i.e., (u(2)(x), v(2)(x)), x > 0) are linear, albeit with the coefficient
u(1)(x), depending on ‘time’ x. An elementary bound u(1)(x)+u(2)(x) < 1 implies that
the last summand in RHS of (3.17) obeys the bounds

−u(2)(x) + 2(u(2)(x))2 < u(2)(x) − 2u(1)(x)u(2)(x) < u(2)(x), x > 0. (4.5)

Consider vector fields (U (l)(u, v), V (l)(u, v)), l = 2, 3, 4 on the strip S = {0 ≤ u ≤ 1, v ≥
0} in the u, v−plane given by

U (l)(u, v) = v, l = 2, 3, 4 (4.6)

and
V (3)(u, v) = 2

a

σ2
v + 2

$

σ2
u,

V (4)(u, v) = 2
a

σ2
v + 2

$

σ2
(−u+ 2u2),

V (2)(u, v, x) = 2
a

σ2
v + 2

$

σ2
(u− 2u(1)(x)u). (4.7)

They determine, respectively, a linear system

d

dx
u(3)(x) = v(3)(x),

d

dx
v(3)(x) = 2

a

σ2
v(3)(x) + 2

$

σ2
u(3)(x), (4.8)

a non-linear (albeit autonomous) system

d

dx
u(4)(x) = v(4)(x),

d

dx
v(4)(x) = 2

a

σ2
v(4)(x) + 2

$

σ2
(−u(4)(x) + 2(u(4)(x))2), (4.9)
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and linear (albeit non-autonomous) system

d

dx
u(2)(x) = v(2)(x),

d

dx
u(2)(x) = 2

a

σ2
v(2)(x) + 2

$

σ2
(u(2)(x) − u(1)(x)u(2)(x). (4.10)

According to (4.5), U (3)(u, v) = U (4)(u, v) = U (2)(u, v), and

V (4)(u, v) ≤ V (2)(u, v) ≤ V (3)(u, v).

This means that the trajectories of system (4.8) lie above and those of (4.9) below the
trajectories of system (4.10) (provided of course, that all three trajectories are issued
from the same initial point (u(0), v(0)) ∈ S). Clearly, the system (4.8) has a saddle
point at J. It is easy to obtain the eigenvalues λ1 = a

σ2 + ( a2

σ4 + 2 $
σ2 )1/2 and λ2 =

a
σ2 − ( a2

σ4 +2 $
σ2 )1/2 with eigenvectors (1, λ1) and (1, λ2), respectively. The first direction

determines the attracting stable nodal separatrix, and there is a continuum of solutions
of (4.8) which enters node J along this vector. The second direction determines a
repelling stable nodal separatrix. It is intuitively clear that starting in a neighbourhood
of the origin 0, the trajectories of (4.10) behave at first like the trajectories of the
linear system (4.8), i.e. go from the vertical axis u ≡ 0 to the unstable direction
(1, a

σ2 + ( a2

σ4 + 2 $
σ2 )1/2). On the other hand, u(1)(x) ≈ 1 for ‘big times’ x, in this case

under condition (3.10), J becomes an attractive node and trajectories enters J along the
attracting direction (1, λ1). It means that v(2)(x) becomes negative as x→ ∞. However,
the sum v(1)(x) + v(2)(x) ≥ 0. If the condition (3.10) is violated, J becomes a stable
(attracting) clockwise focus. It is easy to check that a solution satisfying conditions
u(2)(x) > 0, v(1)(x) + v(2)(x) ≥ 0 for all x > 0 cannot exist.

We make precise these heuristic arguments by comparing the trajectories of dynam-
ical systems (4.8)-(4.10) as in the book [1]. Thus, we have

Theorem 4.2: For k = 2, assume that stability condition (3.10) is fulfilled. Then
there exist constants r(1) and r(2), 0 < r(1) ≤ r(2) < 1, such that for any initial point
u(1)(0) = u(2)(0) = 0 and (v(1)(0), v(2)(0)) with

0 < v(1)(0) ≤ r(1), 0 < v(1)(0) + v(2)(0) ≤ r(2)

there exists a solution (u(1)(x), v(1)(x), u(2)(x), v(2)(x)), x > 0, to problem (3.17) such
that the corresponding trajectory is confined to the strip D2 = {u(1), v(1), u(2), v(2) :
u(1), u(2) ≥ 0, v(1) ≥ 0, v(1) + v(2) ≥ 0} and enters the node J. These solutions, labelled
by pairs (v(1)(0), v(2)(0)), form a two-dimensional continuum family that is partially
ordered in accordance with the partial order of pairs (v(1)(0), v(2)(0)). For each initial
data with 0 < v(1)(0) < r(1), 0 < v(1)(0) + v(2)(0) < r(2), the solution obeys

lim
x→∞

v(l)(x)
1 − u(l)(x)

= α, l = 1, 2, (4.11)

whereas if v(1)(0) = r(1), v(1)(0) + v(2)(0) = r(2), then

lim
x→∞

v(l)(x)
1 − u(l)(x)

= β, l = 1, 2.

Furthermore, the solution with asymptotics (4.11) obeys

lim
x→∞

( v(l)(x)
1 − u(l)(x)

− α− cl exp[(β − α)x]
)

= 0, l = 1, 2.
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Here c = (c1, c2) is a real vector providing an alternative labelling of solutions (i.e., the
correspondence (v(l)(0), v(2)(0)) ↔ c is one-to-one which preserves partial ordering).

On the other hand, if the initial data (u(1)(0), v(1)(0), u(2)(0), v(2)(0)) are such that
u(1)(0) = u(2)(0) = 0 but v(1)(0) > r(1) or v(1)(0) + v(2)(0) > r(2) then there is no
solution such that the corresponding trajectory is confined to the domain D2.

The ‘extreme’ case where u(1)(0) = u(2)(0) = 0, v(2)(0) = r1 and v(2)(0) = r2 − r1 is
discussed in

Theorem 4.3: For k = 2, assume the condition (3.10) and suppose that u(1)(0) =
u(2)(0) = 0, v(1)(0) = r1 and v(2)(0) = r2 − r1, where constants r2, r1 are introduced
in Theorem 4.2. Then there exists a solution (u(1)

0 (x), v(1)
0 (x), u(2)

0 (x), v(2)
0 (x)), x > 0,

to (3.17) which is confined into D2. This solution is maximal in the following sense: ∀
solution

(
u(1)(x), v(1)(x), u(2)(x), v(2)(x)

)
from Theorem 4.2,

u
(1)
0 (x) ≥ u(1)(x), u(1)

0 (x) + u
(2)
0 (x) ≥ u(1)(x) + u(2)(x), x > 0. (4.12)

Finally, for any value of k the following statement holds:
Theorem 4.4: If the inequality sign in (3.10) is reversed then there is no solution

to (3.17) which is confined into D2.
The proof of Theorems 4.1-4.4 follows from inspection of the above phase portrait.
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