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Existing Nonlinear Anisotropic Diffusion (NAD) methods in image smoothing cannot obtain satisfied results near singularities and isolated points because of the discretization errors. In this paper, we propose a new scheme, named Enclosed Laplacian Operator of Nonlinear Anisotropic Diffusion (ELONAD), which allows us to provide a unified framework for points in flat regions, edge points and corners, even can delete isolated points and spurs. ELONAD extends two diffusion directions of classical NAD to eight or more enclosed directions. Thus it not only performs NAD according to modules of enclosed directions which can reduce the influence of traction errors greatly, but also distinguishes isolated points and small spurs from corners which must be preserved. Smoothing results for test patterns and real images using different discretization schemes are also given to test and verify our discussions.

## 1. Introduction

Most of real life problems involve nonlinear systems which is a kind of complex system [18]. For example, traffic system can be related to the fractal, thus using fractal time series analysis, two results about traffic analysis are presented in $[3,4]$. Moreover, $[6,7]$ also model two problems for DNA analysis and physics using fractal systems. Nonlinearity for signal and image system has been widely discussed for a long time in various literatures both in
nonlinear system and image processing [9-17]. These methods include nonlinear times series analysis, fractal, chaos, and fuzzy system.

One important method to model image system is NAD proposed in early 90's [1821]. Originally, NAD models image system as a nonlinear system, and its smoothing should be carried on in flat regions with linear average while its smoothing should be stopped near edges. Difference between a point in flat region and near edge can be measured by the module of its gradient [18].

Some efforts indicate that stoping diffusion near edges is not a good choice in image smoothing since the artifacts and isolated points should be smoothed either. Thus two new schemes are put forward: diffusing along the tangent line (coherence filter) and backward diffusing (shock filter) [19-21]. However, coherence filter and shock filter also stop at the corners or isolated points.

Recently, some efforts for improving the performance of NAD have been proposed [22-28]. However, these new methods only focus on how to relate NAD to some new tools, such as adaptive smoothing, multiresolution analysis but not to provide new diffusion schemes.

Motivated by the simplified scheme proposed in [18], we propose a new NAD scheme based on high-dimensional vector analysis which extends two diffusion directions to eight or more enclosed diffusion directions. By this way, our proposed method can reduce the influence of discretization errors greatly and provide satisfied smoothing results for points both in flat regions and near singularities.

The remainder of this paper is as follows. Section 2 is devoted to description the motivation of ELONAD. In Section 3 the new method is presented and Section 4 provides behavior analysis. In Section 5 the experimental results are given and discussed. We also give conclusions and acknowledgements finally.

## 2. Motivation

In image smoothing, nonlinear anisotropic diffusion (NAD), also called Perona-Malik diffusion (PMD), is a technique aiming at reducing image details without removing significant parts of the image contents, typically edges, lines, or textures which are important for the image [18].

With a constant diffusion coefficient, the anisotropic diffusion equations reduce to the heat equation which is equivalent to Gaussian blurring. This is ideal for smoothing details but also blurs edges. When the diffusion coefficient is chosen as an edge seeking function, the resulting equations encourage diffusion (hence smoothing) within regions and stop it near strong edges. Hence the edges can be preserved while smoothing from the image [18].

Formally, NAD is defined as

$$
\begin{equation*}
\frac{\partial u(x, y, t)}{\partial t}=\operatorname{div}(g(x, y, t) \nabla u(x, y, t)) \tag{2.1}
\end{equation*}
$$

where $u(x, y, 0)$ is the initial gray scale image, $u(x, y, t)$ is the smooth gray scale image at time $t, \nabla$ denotes the gradient, $\operatorname{div}(\cdot)$ is the divergence operator, and $g(x, y, t)$ is the diffusion
coefficient. $g(x, y, t)$ controls the rate of diffusion and is usually chosen as a monotonically decreasing function of the module of the image gradient. Two functions proposed in [18] are

$$
\begin{gather*}
g(\|\nabla u(x, y, t)\|)=e^{-(\|\nabla u(x, y, t)\| / \sigma)^{2}},  \tag{2.2}\\
g(\|\nabla u(x, y, t)\|)=\frac{1}{1+(\|\nabla u(x, y, t)\| / \sigma)^{2}} \tag{2.3}
\end{gather*}
$$

where $\|\cdot\|$ is the module of the vector and the constant $\sigma$ controls the sensitivity to edges.
Although there are many well-posed numerical schemes for (2.1) in the view of mathematics, image smoothing is still an ill-posed problem because of the discreteness and complexity of images. Thus some perfect mathematical schemes, such as diffusing according to tensor, diffusing along tangent line, and diffusing according to the module of gradient, cannot obtain satisfied results in image smoothing because of discretization errors. The discretization errors also make
(1) most of schemes have to stop diffusion near edges and corners which leaves spurs and noise amplification near singularities;
(2) how to select a suitable scale for diffusion becomes a very difficult tradeoff problem.

Fortunately, Perona and Malik propose a simple method to approach the modules of gradients which is called PM method in the remainder of this paper [18]. Its discretization for the Laplacian operator is

$$
\begin{gather*}
u(i, j, t+1)=u(i, j, t)+\frac{1}{4}\left[c_{N} \cdot \nabla_{N}^{2} u(i, j, t)+c_{S} \cdot \nabla_{S}^{2} u(i, j, t)+c_{E} \cdot \nabla_{E}^{2} u(i, j, t)\right.  \tag{2.4}\\
\left.+c_{W} \cdot \nabla_{W}^{2} u(i, j, t)\right]
\end{gather*}
$$

where

$$
\begin{align*}
& \nabla_{N}^{2} u(i, j, t)=u(i-1, j, t)-u(i, j, t), \\
& \nabla_{S}^{2} u(i, j, t)=u(i+1, j, t)-u(i, j, t),  \tag{2.5}\\
& \nabla_{E}^{2} u(i, j, t)=u(i, j+1, t)-u(i, j, t), \\
& \nabla_{W}^{2} u(i, j, t)=u(i, j-1, t)-u(i, j, t) .
\end{align*}
$$

According to (2.2) and (2.3), the diffusion coefficient is defined as a function of module of the gradient. However, computing a gradient accurately in discrete data is very complex and the module of the gradient is simplified as the absolute values of four directions and diffusion coefficients are

$$
\begin{align*}
& c_{N}(i, j, t)=g\left(\left|\nabla_{N}^{2} u(i, j, t)\right|\right), \\
& c_{S}(i, j, t)=g\left(\left|\nabla_{S}^{2} u(i, j, t)\right|\right),  \tag{2.6}\\
& c_{E}(i, j, t)=g\left(\left|\nabla_{E}^{2} u(i, j, t)\right|\right), \\
& c_{W}(i, j, t)=g\left(\left|\nabla_{W}^{2} u(i, j, t)\right|\right),
\end{align*}
$$

where $|\cdot|$ is the absolute value of the number and $g(\cdot)$ is defined in (2.2) or (2.3).
Although this scheme is not the exact discretization of (2.1) from the view of mathematics, it is the best way for preserving singularities in existing NAD methods since it can find similar neighbors correctly without computing the gradient. Moreover, unlike other existing methods which find and diffuse corners, edges with different methods, the corners defined in PM methods are no differences from edges and they are diffused with same waydiffusion neighbors with the similar gray levels.

The main default for PM method is that it cannot discriminate spurs and isolated points from the corners and edges since only four directions is not enough to make difference to these cases. Thus one plausible scheme for (2.1) is to extend four approximation directions to much more directions. However, it is not a trivial task for this generalization, we will discuss it from theory to applications in Sections 3 and 4.

## 3. The Method

Just as above discussion, the PM method proposed in [18] is the best discretization scheme for NAD in existing methods for its fitness for discrete nature of images. However, the number of four discrete directions for the Laplacian operator is too less to find isolated points and small spurs near singularities, thus the four directions should be extended to more directions.

Intuitively, more directions will obtain better performance in image smoothing. In order to extend four directions to the most directions, enclosed directions for $u(i, j)$ which are defined as the differences between $u(i, j)$ and its enclosed nearest neighbors in a scale, is a good choice. For example, the differences between $u(i, j)$ and its eight nearest-neighbors are its first-scale enclosed directions while the differences between $u(i, j)$ and its 24-nearestneighbors are its second-scale enclosed directions (see Figure 1).

Although the motivation of extending four directions to the enclosed directions is from the simplified form of (2.1), the proposed method is based on different theoretical model. That is, it is based on the high-dimensional vector analysis for NAD. The high-dimensional vector used in it has eight or more components, which are half-point differences between the center point $u(i, j)$ and its nearest eight or more half points. The first-scale enclosed gradient vector is defined as

$$
\begin{equation*}
\nabla \mathbf{u}(\mathbf{i}, \mathbf{j})=\left(\nabla_{0} u(i, j), \nabla_{1} u(i, j), \nabla_{2} u(i, j), \nabla_{3} u(i, j), \nabla_{4} u(i, j), \nabla_{5} u(i, j), \nabla_{6} u(i, j), \nabla_{7} u(i, j)\right)^{T}, \tag{3.1}
\end{equation*}
$$

where $T$ represents the transpose of the vector and $\nabla u_{k}(i, j), k=0, \ldots, 7$ are defined as

$$
\begin{array}{ll}
\nabla_{0} u(i, j)=u(i, j+0.5)-u(i, j), & \nabla_{1} u(i, j)=u(i-0.5, j+0.5)-u(i, j), \\
\nabla_{2} u(i, j)=u(i-0.5, j)-u(i, j), & \nabla_{3} u(i, j)=u(i-0.5, j-0.5)-u(i, j),  \tag{3.2}\\
\nabla_{4} u(i, j)=u(i, j-0.5)-u(i, j), & \nabla_{5} u(i, j)=u(i+0.5, j-0.5)-u(i, j), \\
\nabla_{6} u(i, j)=u(i+0.5, j)-u(i, j), & \nabla_{7} u(i, j)=u(i+0.5, j+0.5)-u(i, j) .
\end{array}
$$

Thus the first-scale second-order difference of $u(i, j)$ is

$$
\begin{equation*}
\nabla^{2} \mathbf{u}(\mathbf{i}, \mathbf{j})=\left(\nabla_{0}^{2} u(i, j), \nabla_{1}^{2} u(i, j), \nabla_{2}^{2} u(i, j), \nabla_{3}^{2} u(i, j), \nabla_{4}^{2} u(i, j), \nabla_{5}^{2} u(i, j), \nabla_{6}^{2} u(i, j), \nabla_{7}^{2} u(i, j)\right)^{T} \tag{3.3}
\end{equation*}
$$

where $T$ represents the transpose of the vector. From (3.1) we have

$$
\begin{array}{ll}
\nabla_{0}^{2} u(i, j)=u(i, j+1)-u(i, j), & \nabla_{1}^{2} u(i, j)=u(i-1, j+1)-u(i, j), \\
\nabla_{2}^{2} u(i, j)=u(i-1, j)-u(i, j), & \nabla_{3}^{2} u(i, j)=u(i-1, j-1)-u(i, j), \\
\nabla_{4}^{2} u(i, j)=u(i, j-1)-u(i, j), & \nabla_{5}^{2} u(i, j)=u(i+1, j-1)-u(i, j),  \tag{3.4}\\
\nabla_{6}^{2} u(i, j)=u(i+1, j)-u(i, j), & \nabla_{7}^{2} u(i, j)=u(i+1, j+1)-u(i, j) .
\end{array}
$$

It can be easily concluded that the first-scale second-order difference of $u(i, j)$ is composed by eight components which are the differences between $u(i, j)$ and its enclosed eight nearest-neighbors. The proof of (3.3) is in the appendix. Since except for the points on border of an image, each point is enclosed by its eight nearest-neighbors, so the first-scale second-order difference of $u(i, j)$ is called enclosed the first-scale second-order difference of $u(i, j)$.

Definition 3.1. The first-scale second-order-difference of $u(i, j)$ defined in (3.3) is called the first-scale second-order enclosed difference of $u(i, j)$.

Based on Definition 3.1, we have the following.
Definition 3.2. Let the first-scale second-order-difference of $u(i, j)$ defined in (3.3). The following equation

$$
\begin{equation*}
\sum_{k=0}^{7} \nabla_{k}^{2} u(i, j) \tag{3.5}
\end{equation*}
$$

is called the first-scale enclosed Laplacian operator (ELO) of $U(i, j)$.
We must indicate that although the discussion in this paper only focuses on the firstscale ELO, it can be put in multiscale framework easily. That is, after finding enclosed points

(a) The first-scale second-order enclosed difference of $u(i, j)$

(b) The second-scale second-order enclosed difference of $u(i, j)$

Figure 1: The second-order enclosed difference of $u(i, j)$.
no less than the scale, the ELO can be computed by the difference between the $u(i, j)$ and these enclosed points.

For example, ELO can be extended to the second-scale by the differences between $u(i, j)$ and its 24 enclosed points (see Figure 1). By this way, the ELONAD can be performed on enough similar points to find noises and small spurs. In order to simplify our explanation and focus on our new theory, the ELONAD is only extended to the first-scale enclosed gradient.

Let

$$
\begin{equation*}
\mathbf{g}=\left(g_{0}, g_{1}, g_{2}, g_{3}, g_{4}, g_{5}, g_{6}, g_{7}\right)^{T} \tag{3.6}
\end{equation*}
$$

where $T$ represents the transpose of the vector and $g_{k}, k=0, \ldots, 7$ is defined as

$$
\begin{equation*}
g_{k}=\frac{g\left(\left|\nabla_{k} u(i, j)\right|\right)}{\sum_{n=0}^{7} g\left(\left|\nabla_{n} u(i, j)\right|\right)}, \quad k=0,1, \ldots, 7, \tag{3.7}
\end{equation*}
$$

where $\nabla_{k} u(i, j), k=0, \ldots 7$ defined in (3.1) are the components of vector $\nabla \mathbf{u}(\mathbf{i}, \mathbf{j})$ and $\sum_{n=0}^{7} g\left(\left|\nabla_{n} u(i, j)\right|\right)$ is the normalized constant, $g$ is the decreasing function of absolute value of $\nabla_{k} u(i, j), k=0, \ldots 7$. Following (2.2) and (2.3), $g\left(\left|\nabla u_{k}(x, y, t)\right|\right)$ can be defined as

$$
\begin{equation*}
g\left(\left|\nabla u_{k}(x, y, t)\right|\right)=e^{-\left(\left|\nabla u_{k}(x, y, t)\right| / \sigma\right)^{2}}, \quad k=0, \ldots, 7 \tag{3.8}
\end{equation*}
$$

or

$$
\begin{equation*}
g\left(\left|\nabla u_{k}(x, y, t)\right|\right)=\frac{1}{1+\left(\left|\nabla u_{k}(x, y, t)\right| / \sigma\right)^{2}}, \quad k=0, \ldots, 7, \tag{3.9}
\end{equation*}
$$

where $|\cdot|$ is the absolute value of the number, the constant $\sigma$ controls the sensitivity to edges. However, half-point difference for $\nabla \mathbf{u}(\mathbf{i}, \mathbf{j})$ defined in (3.1) cannot be computed directly. Thus second-order integral-point difference can be used to approximate the one-order half-point difference. Equations (3.8) and (3.9) become

$$
\begin{gather*}
g\left(\left|\nabla u_{k}(x, y, t)\right|\right)=e^{-\left(\left|\nabla u_{k}(x, y, t)\right| / \sigma\right)^{2}} \approx e^{-\left(\left|\nabla^{2} u_{k}(x, y, t)\right| / \sigma\right)^{2}}, \quad k=0, \ldots, 7,  \tag{3.10}\\
g\left(\left|\nabla u_{k}(x, y, t)\right|\right)=\frac{1}{1+\left(\left|\nabla u_{k}(x, y, t)\right| / \sigma\right)^{2}} \approx \frac{1}{1+\left(\left|\nabla^{2} u_{k}(x, y, t)\right| / \sigma\right)^{2}}, \quad k=0, \ldots, 7 . \tag{3.11}
\end{gather*}
$$

The new NAD based on the enclosed second-order difference is defined as

$$
\frac{\partial u(i, j, t)}{\partial t}=\operatorname{div}\left(\begin{array}{l}
g_{0} \nabla_{0} u(i, j, t)  \tag{3.12}\\
g_{1} \nabla_{1} u(i, j, t) \\
g_{2} \nabla_{2} u(i, j, t) \\
g_{3} \nabla_{3} u(i, j, t) \\
g_{4} \nabla_{4} u(i, j, t) \\
g_{5} \nabla_{5} u(i, j, t) \\
g_{6} \nabla_{6} u(i, j, t) \\
g_{7} \nabla_{7} u(i, j, t)
\end{array}\right),
$$

where the $\nabla_{k} u(i, j, t), k=0, \ldots, 7$ are the components of vector $\nabla \mathbf{u}(\mathbf{i}, \mathbf{j}, \mathbf{t})$ in (3.1) and $g_{k}$, $k=0, \ldots, 7$ defined in (3.7) are the components of $\mathbf{g}$ in (3.6). Moreover, the numerator of $g_{k}$ in (3.7) can be approximated by (3.10) or (3.11).

The above equation can be represented as

$$
\begin{equation*}
\frac{\partial u(i, j, t)}{\partial t}=\sum_{k=0}^{7} g_{k} \nabla_{k}^{2} u(i, j, t), \tag{3.13}
\end{equation*}
$$

where $\sum_{k=0}^{7} g_{k}=1$ and the r. h. s. of (3.13) is the normalized weight ELO. $\nabla_{k}^{2} u(i, j, t)$ is the second-order difference of the $k$ th components of $u(i, j)$ which can be computed according to (3.3).

Thus the explicit form for solving (3.13) is

$$
\begin{equation*}
u(i, j, t+1)=u(i, j, t)+\sum_{k=0}^{7} g_{k} \nabla_{k}^{2} u(i, j, t), \tag{3.14}
\end{equation*}
$$



Figure 2: The test image, diffusion points and difference images between the test image and the smoothing images for different methods.
where $u(i, j, t+1)$ is the gray level of $(i, j)$ at time $t+1$ and $g_{k}, \nabla_{k}^{2} u(i, j, t)$ are the same as in (3.13).

## 4. Behavior Analysis for ELONAD

Let the consideration point is $u(i, j)$, since except for isolated points and spurs, ELONAD provides a unified framework for edge points, corners and points in flat regions, the discussion of the behavior analysis focuses on both singularity points and points in flat regions. Besides the smoothing performance for these singularities, we also discuss if the proposed method can find enough close and similar points for smoothing, which is very important in image smoothing. That is, enough smoothing points can help to distinguish different singularities and delete some kinds of them, such as spurs or isolated points. Moreover, it also provides robust estimate in statistical theory.

### 4.1. Isolated Points and Spurs

Isolated points and spurs should be deleted since most of them are caused by noises.
Definition 4.1. In a digital image, an isolated point is a point $u(i, j)$ whose nearest-eight neighbors are different types of points to it. More specially, the absolute values of differences between $u(i, j)$ and its nearest-eight neighbors are very high.

The first-scale second-order enclosed difference of $u(i, j)$ can distinguish isolated points from other kinds of singularities by counting the number of points with similar gray levels to $u(i, j)$ in its eight nearest-neighborhood.

Theorem 4.2 (distinguishing theorem for an isolated point). A point

$$
\begin{gather*}
u(i, j) \text { is an isolated point: if } u(i, j)^{\prime} \text { s num-similar }=0,  \tag{4.1}\\
u(i, j) \text { is not an isolated point : otherwise, }
\end{gather*}
$$

where "num-similar" is the number of similar points in $u(i, j)$ 's eight nearest-neighborhood.
Proof. Since the first-scale second-order enclosed difference of $u(i, j)$ is the differences between $u(i, j)$ and its eight nearest-neighbors, if all eight nearest-neighbors are different points to $u(i, j), u(i, j)$ is an isolated point.

In addition, considering the influence of noises, the number num-similar can be relaxed to a bigger threshold.

Theorem 4.3 (relaxed distinguishing theorem for an isolated point). A point

$$
\begin{gather*}
u(i, j) \text { is an isolated point : if } u(i, j)^{\prime} \text { s num-similar } \leq T_{s},  \tag{4.2}\\
u(i, j) \text { is not an isolated point : otherwise, }
\end{gather*}
$$

where $0 \leq T_{s} \leq 8$ is a predefined threshold and "num-similar" is the number of points with similar gray levels to $u(i, j)$ in its eight nearest-neighbors.

For example, in Figure 2(c), two white points at top right corner of the label 5 are two isolated points. If relaxing $T_{s}$ to 1 , points with labels 5 and 3 are isolated points either. The isolated points can also be handled with a multiscale manner. For example, we can define an isolated point is that its num-similar in the first scale is 1 and its num-similar in the secondscale is 2 . This multiscale scheme has better performance in edge preserving than the onescale scheme.

Definition 4.4. A spur is a very thinning and short unwanted branch in an image.
Most of spurs are caused by noises. One example for spurs in Figure 2(c) is the small branch near the point labeled by 3 and the point with label 3 is the top of the spur where is the end point of the spur. The top of a spur can be found by one-scale or multiscale secondorder enclosed difference of $u(i, j)$ using Theorem 4.3 or its multiscale version, the most of spur points can be deleted by recursively smoothing using ELONAD (see Figure 2(h)).


Figure 3: Smoothing results for different schemes.

### 4.2. Corners, Edges, and Points in Flat Regions

Except for isolated points and spurs which should be deleted, ELONAD puts corners, edges and points in flat regions, which must be preserved, into a unified framework. According to Theorem 4.3, if $u(i, j)$ 's "num-similar" $>T_{s}$, it is neither an isolated point nor a top of a spur. In fact, it is a corner point or an edge point or a point in a flat region. Thus we have the following.

Theorem 4.5 (distinguishing theorem for different points). A point

$$
u(i, j) \text { is an isolated point or the top of a spur: if } u(i, j)^{\prime} \text { 's num-similar } \leq T_{s} \text {, }
$$

$u(i, j)$ is a corner or an edge point or a smooth point: otherwise,
where $0 \leq T_{s} \leq 8$ is a predefined threshold and "num-similar" is the number of points with similar gray levels to $u(i, j)$ in its eight nearest-neighborhood.

Following Theorem 4.5, the points in a digital image can be parted into two groups: one is isolated points and spur points which should be deleted while the other is corners, points in flat regions and edges which should be preserved. Thus these two types of points can be performed separately. Unlike the existing methods which regard isolated points and the tops of spurs as corners, and then stop diffusion at the corners and diffusion edges along tangent lines, the behavior of ELONAD for the latter-corners, edges and smooth points is the same: diffusion with the neighboring points having similar gray levels to $u(i, j$ )'s.


Figure 4: Smoothing results for ELONAP.

The main advantage for this behavior is the unnecessary for determining the type of $u(i, j)$ before diffusion after deleting the isolated points and spurs. Thus all three types of points can be unified into a diffusion framework to reduce influences of the discretization errors.

In order to show above discussion more clearly, an image is designed composed by: two white circles-one is one-pixel width white circle and the other is a circle filled in white points; one white vertical line with three-pixel width; two declining white lines-one is threepixel width and the other is one-pixel width; a corner composed by a horizontal white line and a declining white line; some isolated points and two spurs near the one-width declining line (see Figure 2(a)). 11 test points are selected and labeled by the pink points in Figure 2(b) while their labels are shown on Figure 2(c).

Two points labeled by 3 and 5 should be deleted where point 3 is the top of the spur and 5 is an isolated point. The method to find the isolated points and the tops of the spurs is based on Theorem 4.3 while deleted isolated points and the tops of spurs using ELONAD are show in Figure 2(h) with white points.

However, since isolated points and the tops of spurs also have large modules both for the gradients and the tangent lines, existing methods cannot distinguish isolated points and the tops of spurs from corners. Therefore, the diffusion will be stopped at these three types of points (see Figures $2(\mathrm{e})-2(\mathrm{~g})$ ). That is, the isolated points and the tops of spurs are preserved at existing methods (see Figures 2(f)-2(g) and 2(i)-2(k)).

The 11 test points, except for points 3 and 5, are smoothed using the same diffusion scheme-diffusing among similar points in eight or more nearest neighborhood. The diffusion points for the first- to the fourth-scale are shown using different colors: blue, yellow, green and red for the first-scale to the fourth-scale, respectively, (see Figures 2(d)-2(g)). We can observe that these 9 test points are surrounded with different color diffusion points which shows us the diffusion will be carried on multiscale similar points (see Figure 2(d)).

However, for methods proposed in [20,21], only two test points labeled by 6 and 10 are surrounded by different color points while other 7 points are isolated pink points indicating the diffusion is stopped at these 7 points (see Figures $2(\mathrm{f})-2(\mathrm{~g})$ ). The reason for this situation is only points labeled as 6 and 10 are considered as edge points for the shock filter and coherence filter while other points are considered as corners and the diffusion has to be stopped at there.

The method proposed in [18] is can provide better performance in finding diffusion points comparing to the methods proposed in [20, 21] (see Figure 2(e)). However, its small number for diffusion points compared to ELONAD indicates that four directions for discretization is not enough to obtain satisfied smoothing results.

## 5. Experiments and Discussion

In order to show the performance of ELONAD, two images are used: one is a $320 \times 320$ gray level image with "salt and pepper" noise whose density is 0.1 ; the other is a real $512 \times 512$ fingerprint image with some artifacts.

The main objective for smoothing these two images is to delete the noise in the first image and deleting the artifacts in the fingerprint image while to preserve main patterns for the images.

In order to compare ELONAD with some state-of-art discretization methods, three schemes proposed in $[18,20,21]$ are used. These three methods are called PM method in [18], shock filter in [20] and coherence filter in [21].

Except for PM method, the main behavior for shock filter and coherence filter is diffusion along edges and stop at corners. However, since corners cannot be distinguished from the isolated points and the tops of spurs, the shock filter and coherence filter have to stop at these three kinds of points. Thus both of them cannot delete the "salt and pepper" noise (see Figures 3(b) and 3(c)).

Although PM method has very similar smoothing results to the shock filter, their behavior has two differences: one is the PM method will not stop diffusion at corner while shock filter will stop at corners; the other is PM only stops at the isolated points while shock filter will stop at corners, isolated points and the tops of the spurs (see Figure 3(a)).

Since proposed method can distinguish the isolated points from the corners, the isolated points can be deleted easily (see Figure 3(d)).

Moreover, in order to show the smoothing performance of ELONAD, it also is carried on a real fingerprint image. Just as above discussion, PM, shock filter and coherence filter have very similar manner to the original image. Thus in Figure 4, we only present the original fingerprint image and smoothing image by ELONAD.

Observing fingerprint image, we can find irregular gray levels are smoothed and some artifacts are also smoothed out while important patterns are preserved. It demonstrates ELONAD can obtain satisfied smoothing results both in deleting isolated points and spurs, and in preserving important patterns.

## 6. Conclusions

In this paper, we propose a new discretization scheme for NAD based on high-dimensional vector analysis. Unlike existing NAD schemes only have two directions in their discretization whose traction errors make they cannot distinguish isolated points and spurs from corners, our method provides the maximum directions by enclosed Laplacian operator (ELO) to reduce the discretization errors and distinguish different types of points. Moreover, ELO parts image points into two groups: one is isolated points and the top of spurs which should be deleted; the other is corners, edges and smooth points which should be preserved.

Since these two groups related to two different behavior, respectively, the algorithm can be designed according to different groups. Thus it can obtain satisfied smoothing results in digital images.

## Appendix

## Proof of the First-Scale Second-Order Difference of $u(i, j)$

The second-order difference of $u(i, j)$ is

$$
\begin{equation*}
\nabla^{2} \mathbf{u}(\mathbf{i}, \mathbf{j})=\left(\nabla_{0}^{2} u(i, j), \nabla_{1}^{2} u(i, j), \nabla_{2}^{2} u(i, j), \nabla_{3}^{2} u(i, j), \nabla_{4}^{2} u(i, j), \nabla_{5}^{2} u(i, j), \nabla_{6}^{2} u(i, j), \nabla_{7}^{2} u(i, j)\right)^{T}, \tag{A.1}
\end{equation*}
$$

where $T$ represents the transpose of the vector $\nabla^{2} \mathbf{u}(\mathbf{i}, \mathbf{j})$. From (3.1) we have

$$
\begin{aligned}
\nabla_{0}^{2} u(i, j) & =\nabla_{0}[u(i, j+0.5)-u(i, j)] \\
& =u(i, j+1)-u(i, j+0.5)+u(i, j+0.5)-u(i, j) \\
& =u(i, j+1)-u(i, j), \\
\nabla_{1}^{2} u(i, j) & =\nabla_{1}[u(i-0.5, j+0.5)-u(i, j)] \\
& =u(i-1, j+1)-u(i-0.5, j+0.5)+u(i-0.5, j+0.5)-u(i, j) \\
& =u(i-1, j+1)-u(i, j), \\
\nabla_{2}^{2} u(i, j) & =\nabla_{2}[u(i-0.5, j)-u(i, j)] \\
& =u(i-1, j)-u(i-0.5, j)+u(i-0.5, j)-u(i, j) \\
& =u(i-1, j)-u(i, j), \\
\nabla_{3}^{2} u(i, j) & =\nabla_{3}[u(i-0.5, j-0.5)-u(i, j)] \\
& =u(i-1, j-1)-u(i-0.5, j-0.5)+u(i-0.5, j-0.5)-u(i, j) \\
& =u(i-1, j-1)-u(i, j), \\
\nabla_{4}^{2} u(i, j) & =\nabla_{4}[u(i, j-0.5)-u(i, j)] \\
& =u(i, j-1)-u(i, j-0.5)+u(i, j-0.5)-u(i, j) \\
& =u(i, j-1)-u(i, j), \\
\nabla_{5}^{2} u(i, j) & =\nabla_{5}[u(i+0.5, j-0.5)-u(i, j)] \\
& =u(i+1, j-1)-u(i+0.5, j-0.5)+u(i+0.5, j-0.5)-u(i, j) \\
& =u(i+1, j-1)-u(i, j),
\end{aligned}
$$

$$
\begin{align*}
\nabla_{6}^{2} u(i, j) & =\nabla_{6}[u(i+0.5, j)-u(i, j)] \\
& =u(i+1, j)-u(i+0.5, j)+u(i+0.5, j)-u(i, j) \\
& =u(i+1, j)-u(i, j) \\
\nabla_{7}^{2} u(i, j) & =\nabla_{7}[u(i+0.5, j+0.5)-u(i, j)] \\
& =u(i+1, j+1)-u(i+0.5, j+0.5)+u(i+0.5, j+0.5)-u(i, j) \\
& =u(i+1, j+1)-u(i, j) \tag{A.2}
\end{align*}
$$
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