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ABSTRACT. In this paper we prove first that the exponential dichotomy of linear difference equations is "rough". Moreover we prove that if the coefficient matrix of a linear difference equation is almost periodic, then the joint property of having an exponential dichotomy with a projection $P$ and being reducible with $P$ by an almost periodic kinematics similarity is "rough".
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1. INTRODUCTION. Consider the difference equation

$$
\begin{equation*}
x(n+1)=A(n) x(n) \tag{1.1}
\end{equation*}
$$

where $A(n)$ is $a k x$ invertible matrix function for $n \varepsilon z=\{, \ldots,-1,0,1, \ldots\}$.
In what follows we denote by $|x|$ the Euclidean norm of the vector $x$. Then the induced norm $|A|$ for a matrix $A$ is the square root of the largest eigenvalue of AA ( ${ }^{*}$ is the transpose of $A$ ).

The difference equation (1.1) is said to possess an exponential dichotomy on $Z$ if there exist a projection $P\left(P^{2}=P\right)$ and constants $k \geqslant 1$, $a>0$ such that

$$
\begin{align*}
& \left|X(n) P X^{-1}(m)\right| \leqslant K e^{-a(n-m)}, n>m \\
& \left|X(n)(I-P) x^{-1}(m)\right| \leqslant K e^{-a(m-n)}, m>n \tag{1.2}
\end{align*}
$$

where $X(n)$ is a fundamental matrix solutions of (1.1) and $n, m \in Z$. In this situation we also say that $X(n)$ has an exponential dichotomy with projection $P$ and constants $K, a$.

Let $\bar{A}(n)$ be $a k x k$ invertible matrix funt $k$. Consider the equation

$$
\begin{equation*}
y(n+1)=\bar{A}(n) y(n) \tag{1.3}
\end{equation*}
$$

Equations (1.1) and (1.3) are said to be kinematically similar if there exists a $k x \quad k$ invertible matrix function $S(n)$ which is bounded together with its inverse, such that the change of variables $x(n)=S(n) y(n)$ transforms (1.1) into (1.3).

Equation (1.1) is said to be reducible with projection $P$ if it is kinematically similar to (1.3) where $\overline{P A}(n)=\bar{A}(n) P$.

A matrix function $A(n)$ is almost periodic if from every sequence $\left\{a_{m}\right\}, a_{m} \varepsilon Z$ there exists a subsequence $\left\{a_{m}^{\prime}\right\}$ such that $\lim A\left(n+a_{n}^{\prime}\right), m \rightarrow \infty$ exists uniformly with respect to $n$.

According to Palmer [1, p.377] equation (1.1) has the property (H) if it has a fundamental matrix solution $x(n)$ which satisfies (1.2) and, moreover, is reducible with $P$ by a kinematic similarity $S(n)$ such that
i) $S(n)$ is almost periodic and
ii) the reduced system has a fundamental matrix solution which commutes with $P$ and has an exponential dichotomy with projection $P$.

The main results of this paper are the following:
i) Suppose that (1.1) has a fundamental matrix solution $X(n)$ which satisfies (1.2). Let $B(n)$ be a matrix such that $A(n)+B(n)$ is invertible and sup $|B(n)|$, $n \varepsilon Z\}=\delta, \delta$ is sufficiently small. Then the perturbed equation

$$
\begin{equation*}
y(n+1)=(A(n)+B(n)) y(n) \tag{1.4}
\end{equation*}
$$

has a fundamental matrix solution which also has an exponential dichotomy with the same projection $P$.
ii) Let $A(n)$ be an almost periodic matrix function. Suppose that (1.1) has property ( $H$ ). Let $B(n)$ be an almost periodic matrix function such that $A(n)+B(n)$ is invertible and sup\{|B(n)|, $n \in Z\}=\delta, \delta$ is sufficiently small. Then the perturbed equation (1.4) also has property (H).

We note that these results are the discrete analogues of those of Coppel [2], [3] and Palmer [1] but the passage from the continuous case to the discrete case is not at all straightforward. We also note that a roughness theorem for dichotomies of difference equations has been proved by Henry (see Theorem 7.6 .7 [4, p. 232]) using admissibility theory. However, we can easily prove that Proposition 1 of this paper applies to dichotomies on an arbitrary set $I=\left\{m_{1}, m_{1}+1, \ldots, m_{2}\right\}, m_{1} m_{2} \varepsilon Z$. Moreover, some arguments of Proposition 1 are used in the proof of Proposition 2.

It is worthwhile to study linear difference equations because recently there has been an increase in interest in discrete dynamical systems. It is know that linear difference equations arise as variational equations along the orbits of such systems.

Some results on exponential dichotomy, reducibility and almost periodicity of difference equations are included in the papers [4], [5], [6], [7], [8], [9], [10], [11], [12].

## 2. MAIN RESULTS.

First we derive some results for equations of the form

$$
\begin{equation*}
\Delta x(n)=C(n) x(n+1), n \in Z \tag{2.1}
\end{equation*}
$$

where $\Delta x(n)=x(n+1)-x(n)$ and $C(n)$ is a $k x$ matrix function such that $I-C(n)$ is invertible. Since $I-C(n)$ is invertible, equation (2.1) has a fundamental matrix solution $X(n)$.

It will be assumed that all the definitions of this paper for equations of the form (1.1) are valid also for equations of the form (2.1).

The following lemma shows that uniform asymptotic stability is preserved under small perturbations of the coefficient matrix for the equations of the form (2.1).

LEMMA 1. Suppose that (2.1) has a fundamental matrix solution $X(n)$ such that

$$
\begin{equation*}
\left|X(n) X^{-1}(m)\right| \leqslant K e^{a(n-m)}, n>m, a \varepsilon R . \tag{2.2}
\end{equation*}
$$

Let $\wedge(n)$ be $a k x$ matrix function such that the matrix function $I-(C(n)+\wedge(n))$ is invertible and

$$
\begin{equation*}
\sup \{|\wedge(s)|, \quad \operatorname{s\varepsilon Z}\}=\delta, \delta>0 \tag{2.3}
\end{equation*}
$$

Then the perturbed equation

$$
\begin{equation*}
\Delta y(n)=(C(n)+\Lambda(n)) y(n+1) \tag{2.4}
\end{equation*}
$$

has a fundamental matrix solution $Y(n)$ which satisfies

$$
\left|Y(n) y^{-1}(m)\right| \leqslant K e^{b(n-m)}, n>m
$$

where $b=a+\delta \mathrm{Ke}^{\mathrm{a}}$.
PROOF. It is easy to show that every solution $y(n)$ of (2.4) satisfies

$$
y(n)=X(n) X^{-1}(m) y(m)+\sum_{s=m+1}^{n} X(n) X^{-1}(s-1) \wedge(s-1) y(s)
$$

Then from (1), (6) and using the discrete Gronwall's lemma [13, p. 337] if $w(n)=e^{-a n}|y(n)|$ we obtain

$$
w(n) \leqslant K e^{\delta k e^{a(n-m)}} w(m) .
$$

So

$$
|y(n)| \leqslant K e^{b(n-m)}|y(m)|
$$

Thus the proof of the lemma is completed.
REMARK 1. It is easy to show that the lemma holds if instead of (2.1) and (2.4) we have equations (1.1) and (1.4) correspondingly. The only change is that the constant $b$ is equal to $a+\delta \mathrm{Ke}^{-a}$.

LEMMA 2. Suppose that (2.1) has an exponential dichotomy (1.2) where $P$ is orthogonal $\left({ }^{*}=P\right)$. Then (2.1) is reducible to

$$
\begin{equation*}
\Delta y(n)=D(n) y(n+1) \tag{2.5}
\end{equation*}
$$

where the coefficient matrix $D(n)$ commutes with $P$ and (2.5) has a fundamental matrix solution $Y(n)$ which commutes with $P$ and satisfies

$$
\begin{align*}
& \left|Y(n) P Y^{-1}(m)\right| \leqslant 2 K^{2} e^{-a(n-m)}, n>m \\
& \left|Y(n)(I-P) Y^{-1}(m)\right| \leqslant 2 K^{2} e^{-a(m-n)}, m \geqslant n . \tag{2.6}
\end{align*}
$$

Also the matrix transformation $T(n)$ satisfies

$$
|T(n)| \leqslant 2^{1 / 2},\left|T^{-1}(n)\right| \leqslant 2^{1 / 2} K, n \in Z .
$$

PROOF. From Lemma 1 [3, p. 39] there exists a matrix function $T(n)$ such that

$$
T(n) P T^{-1}(n)=X(n) P X^{-1}(n)
$$

and from (1.2)

$$
\begin{equation*}
|T(n)| \leqslant 2^{1 / 2},\left|T^{-1}(n)\right| \leqslant 2^{1 / 2} K, n \in Z \tag{2.7}
\end{equation*}
$$

Also from Lemma 1 [3, p. 39] $T(n)=X(n) R^{-1}(n)$, where $R(n)$ commutes with $P$. The change of variables $x(n)=T(n) y(n)$ transforms (2.1) into (2.5) where $D(n)=T^{-1}(n) C(n) T(n+1)-T^{-1}(n) \Delta T(n)$. We have that $R(n)=T^{-1}(n) X(n)$ is a fundamental matrix solution of (2.5). Therefore $D(n)=(\Delta R(n)) R^{-1}(n+1)$. Hence $D(n)$ commutes with $P$. If $Y(n)=R(n)$ from (1.2) and (2.7) we have that the inequalities (2.6) are satisfied and the proof of the lemma is completed.

In Proposition 1 below since every projection $P$ of rank equal to $\ell$ is similar to the projection $Q=d i a g Q=\operatorname{diag}\left(I_{\ell}, 0\right), I$ is the identity $\ell x \ell$ matrix (see [3, p. 4142]), we may suppose that $\mathrm{P}=\mathrm{diag}\left(\mathrm{I}_{\ell}, 0\right)$. .

The following lemma shows that exponential dichotomy is preserved under small perturbations of the coefficient matrix for the equations of the form (2.1).

LEMMA 3. Suppose that (2.1) has a fundamental matrix soluion $X(n)$ which satisifes (1.2) with $P=\operatorname{diag}\left(I_{\ell}, 0\right)$. Let $\Lambda(n)$ be a matrix such that the $I-(C(n)+\Lambda(n))$ is invertible. Then if

$$
\begin{equation*}
\sup \{|\wedge(n)|, n \in Z\}=\delta \leqslant \min \left\{\frac{1-e^{-2 a}}{72 K^{5} e^{-a}}, \frac{a}{6 K^{3} e^{a}}\right\} \tag{2.8}
\end{equation*}
$$

the perturbed equation (2.4) has a fundamental matrix solution $Y(n)$ which satisfies

$$
\begin{align*}
& \left|Y(n) P Y^{-1}(m)\right| \leqslant 12 K^{3} e^{-v(n-m)}, n>m \\
& \left|Y(n)(I-P) Y^{-1}(m)\right| * 12 K^{3} e^{-v(m-n)}, m \geqslant n \tag{2.9}
\end{align*}
$$

where $v=a-6 K^{3} \delta e^{a}$.
PROOF. We apply the change of variables $x(n)=T(n) y(n)$ as in Lemma 2 to equations (2.1) and (2.4). Then (2.1) and (2.4) are kinematically similar to (2.5) and

$$
\begin{equation*}
\Delta_{W}(n)=(D(n)+M(n)) w(n+1) \tag{2.10}
\end{equation*}
$$

respectively where $D(n)=T^{-1}(n) C(n) T(n+1)-T^{-1}(n) \Delta T(n)$ and $M(n)=T^{-1}(n) \wedge(n) T(n+1)$.
For any matrix $A$ we put

$$
E_{1}=P E P+(I-P) E(I-P) \text { and } E_{2}=P E(I-P)+(I-P) E P
$$

Then we have $E=E_{1}+E_{2}$. Obviously $E_{1}$ commutes with $P$.
We claim that there exists an invertible matrix function $S_{1}(n)$ which is bounded together with its inverse such that the change of variables $w(n)=S_{1}(n) v(n)$ transforms (2.10) into the system

$$
\begin{equation*}
\Delta v(n)=\left(D(n)+\left\{M(n) S_{1}(n+1)\right\}_{1}\right) v(n+1) \tag{2.11}
\end{equation*}
$$

It is easy to show that the claim is true if $S_{1}(n)$ satisfies the equation

$$
\begin{equation*}
\Delta S_{1}(n)=D(n) S_{1}(n+1)-S_{1}(n) D(n)+M(n) S_{1}(n+1)-S_{1}(n)\left\{M(n) S_{1}(n+1)\right\} \tag{2.12}
\end{equation*}
$$

or putting $S_{1}(n)=I+H(n)$ if $H(n)$ satisfies

$$
\begin{equation*}
\Delta H(n)=D(n) H(n+1)-H(n) D(n)+\{M(n)(I+H(n+1))\}_{2}-H(n)\{M(n)(I+H(n+1))\}_{1} \tag{2.13}
\end{equation*}
$$

We must prove that (2.13) has a bounded solution. Consider the space $E$ of all matrix functions $H(n)$ such that $|H(n)| \leqslant \frac{1}{2}$, $n \varepsilon Z$. Define the operator $\bar{T}$ on $E$ as follows:

$$
\overline{T H}(n)=\sum_{s=-\infty}^{n-1} Y(n) P Y^{-1}(s)(I-H(s)) M(s)(I+H(s+1)) Y(s+1)(I-P) Y^{-1}(n)-
$$

$$
-\sum_{s=n}^{\infty} Y(n)(I-P) Y^{-1}(s)(I-H(s)) M(s)(I+H(s+1)) Y(s+1) P Y^{-1}(n)
$$

where $Y(n)$ is the fundamental matrix solution of (2.5) which satisfies (2.6).
First we prove that $\bar{T} H$ is in E. From (2.6) we get

$$
|\bar{T} H(n)| \leqslant \frac{36 K^{5} \delta e^{-a}}{1-e^{-2 a}}, n \varepsilon Z
$$

From (2.8) we have that $\bar{T} H$ is in E.
We prove now that $\bar{T}: E \rightarrow E$ is a contraction. Consider $H, G \in E$. It is easy to prove that
$(I-H(s)) M(s)(I+H(S+1))-(I-G(s)) M(s)(I+G(s+1))=M(s)(H(s+1)-G(s+1))-(H(s)-G(s)) M(s)-$ $H(s) M(s)(H(s+1)-G(s+1))-(H(s)-G(s)) M(s) G(s+1)$.

Then it is easy to prove

$$
|\overline{T H}(n)-\overline{T G}(n)| \leqslant \frac{48 K^{5} \delta e^{-a}}{1-e^{-2 a}}|H-G|
$$

where $|H-G|=\sup \{|H(n)-G(n)| n \varepsilon Z\}$. So $\bar{T}$ is a contraction on the Banach Space E. So there exists a unique $H \varepsilon E$ such that $\overline{T H}(n)=H(n)$, neZ.

We prove now that $H(n)$ is a solution of (2.13). We have

$$
\begin{aligned}
\Delta H(n) & =\left(\Delta\left(Y(n) \wedge_{1}(n)\right)\right) Y^{-1}(n+1)+Y(n) \wedge_{1}(n) \Delta Y^{-1}(n)- \\
& -\left(\Delta\left(Y(n) \wedge_{2}(n)\right)\right) Y^{-1}(n+1)-Y(n) \wedge_{2}(n) \Delta Y^{-1}(n)
\end{aligned}
$$

where

$$
\begin{aligned}
& \begin{aligned}
\Lambda_{1}(n) & =\sum_{s=-\infty}^{n-1} P Y^{-1}(s)(I-H(s)) M(s)(I+H(s+1)) Y(s+1)(I-P) \\
\Lambda_{2}(n) & =\sum_{s=n}^{\infty}(I-P) Y^{-1}(s)(I-H(s)) M(s)(I+H(s+1)) Y(s+1) P
\end{aligned} \\
& \text { Since } \Delta Y(n)=D(n) Y(n+1) \text { we get } D Y^{-1}(n)=-Y^{-1}(n) D(n) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\Delta H(n) & =D(n) Y(n+1) \wedge_{1}(n+1) Y^{-1}(n+1)+Y(n)\left(\Delta_{1}(n)\right) Y^{-1}(n+1)- \\
& -Y(N) \wedge_{1}(n) Y^{-1}(n) D(n)-D(n)-D(n) Y(n+1) \wedge_{2}(n+1) Y^{-1}(n+1)- \\
& -Y(n)\left(\Delta \Lambda_{2}(n)\right) Y^{-1}(n+1)+Y(n) \wedge_{2}(n) Y^{-1}(n) D(n)
\end{aligned}
$$

Since from Lemma $2, Y(n)$ commutes with $P$ we have

```
\DeltaH(n)= D(n)H(n+1)-H(n)D(n)+{(I-H(n))M(n)(I+H(n+1))}}\mp@subsup{\mp@code{2}}{}{\prime
```

It holds
$P H P=0$ and $(I-P) H(I-P)=0$, so $H=H P+P H$.

Therefore we can easily prove

$$
\{(I-H(n)) M(n)(I+H(n+1))\}_{2}=\{M(n)(I+H(n+1))\}_{2}-H(n)\{M(n)(I+H(n+1))\}_{1} .
$$

So $H(n)$ is a solution of (2.13) such that $|H(n)| \leqslant \frac{1}{2}$, neZ. Therefore $S_{1}(n)=I+H(n)$ satisfies (2.12) and $\left|S_{1}(n)\right| \leqslant \frac{3}{2},\left|S_{1}^{-1}(n)\right| \leqslant 2$. Hence our claim is true. So (2.10) and (2.11) are kinematically similar. It holds

$$
\begin{equation*}
\left|\left\{M(s) S_{1}(s+1)\right\}{ }_{1}\right| \leqslant\left|M(s) S_{1}(s+1)\right| \leqslant 3 K \delta . \tag{2.14}
\end{equation*}
$$

Since the coefficient matrices of (2.5) and (2.11) commute with $P$ each equation decomposes into two equations. Suppose that (2.5) decomposes into the equations

$$
\begin{align*}
& \Delta y_{1}(n)=D_{1}(n) y_{1}(n+1)  \tag{2.15}\\
& \Delta y_{2}(n)=D_{2}(n) y_{2}(n+1) \tag{2.16}
\end{align*}
$$

where (2.15) is uniform asymptotically stable. Suppose that (2.11) decomposes into the equations

$$
\begin{align*}
& \Delta v_{1}(n)=\left(D_{1}(n)+\left\{M(n) S_{1}(n+1)\right]_{11}\right) v_{1}(n+1)  \tag{2.17}\\
& \Delta v_{2}(n)=\left(D_{1}(n)+\left\{M(n) S_{1}(n+1)\right\}_{12}\right) v_{2}(n+1) . \tag{2.18}
\end{align*}
$$

Applying Lemma 1 to (2.15) and (2.17) and using (2.8) and (2.14) there exists a fundamental matrix solution $V_{1}(n)$ of (2.17) such that

$$
\left|v_{1}(n) v_{1}^{-1}(m)\right| \leqslant 2 K^{2} e^{-v(n-m)}, n>m
$$

To prove an analogous result for (2.18) we use the same method as in [6, p. 69]. Consider the equations

$$
\begin{align*}
& y_{2}(n+1)=\left(I-\stackrel{\star}{D}_{2}(n)\right) y_{2}(n)  \tag{2.19}\\
& v_{2}(n+1)=\left(I-\stackrel{\star}{D}_{2}(n)-\left\{M(n)^{*} S_{1}(n+1)\right\}_{12}\right) v_{2}(n) . \tag{2.20}
\end{align*}
$$

Since for a matrix $A$ it holds $|\hat{A}|=|A|$ equation (2.16) has a fundamental matrix solution $Y_{2}(n)$ such that

$$
\left|\stackrel{\star}{Y}_{2}^{-1}(m) \stackrel{\star}{Y}_{2}(n)\right|=\left|Y_{2}(n) Y_{2}^{-1}(m)\right| \leqslant 2 K^{2} e^{-a(m-n)}, m \geqslant n
$$

Since $\stackrel{\star}{\mathrm{Y}}_{2}^{-1}(\mathrm{n})$ is a fundamental matrix solution of (2.19) and applying Remark 1 to (2.19) and (2.20) there exists a fundamental matrix solution $\vec{V}_{2}$ ( $n$ ) of (2.20) which satisifies

$$
\left|\tilde{v}_{2}(m) \tilde{V}_{2}^{-1}(n)\right|=\left|\tilde{\hat{V}}_{2}^{-1}(n) \stackrel{\star}{\hat{V}}_{2}(m)\right| \leqslant 2 K^{2} e^{-v(m-n)} \cdot m>n
$$

But $V_{2}(n)=\stackrel{\sim}{V}^{\star-1}(n)$ is a fundamental matrix solution of (2.18). So (2.11) has a funamental matrix solution $V(n)=\operatorname{dig}\left(v_{1}(n), V_{2}(n)\right.$ which has an exponential dichotomy with $P$ and constants $2 K^{2}, v$. Hence (2.10) has a fundamental matrix solution $W(n)=S_{1}(n) V(n)$ which has an exponential dichotomy with $P$ and constants $6 K^{2}$, $v$. Thus $Y(n)=T(n) S_{1}(n) V(n)$ is a fundamental matrix solution of (2.4) which satisfies (2.9) and the proof of the lemma is completed.

To prove our main results we use the following lemma.
LEMMA 4. Suppose that (1.1) has an exponential dichotomy (1.2) where $P=d i a g\left(I_{\ell}, 0\right)$.
Then the adjoint equation of (1.1)

$$
\begin{equation*}
x(n+1)=\stackrel{A}{A}^{*-1}(n) x(n) \tag{2.21}
\end{equation*}
$$

has a fundamental matrix solution which has an exponential dichotomy with projection $I-P$ and constants $K, a$.

PROOF. Suppose that (1.1) has a fundamental matrix solution $X(n)$ which satisfies (1.2). Then since we use the Euclidean norm we obtain

$$
\begin{aligned}
& \left|\stackrel{\star}{X}^{-1}(m)(I-P) \stackrel{*}{X}(n)\right| \leqslant K e^{-a(m-n)}, m \geqslant n \\
& \left|\hat{X}^{*-1}(m) P X^{*}(n)\right| \leqslant K e^{-a(n-m)}, n>m
\end{aligned}
$$

Since $Y(n)=\stackrel{X}{X}^{-1}(n)$ is a fundamental matrix solution of (2.21) the proof of the lemma is completed.

PROPOSITION 1. Suppose that (1.1) has an exponential dichotomy (1.2) where $P=d i a g\left(I_{\ell}, 0\right)$. Let $B(n)$ be a matrix function such that the matrix $A(n)+B(n)$ is invertible. Suppose that $B(n)$ satisfies

$$
\begin{equation*}
\sup \{|B(n)|, n \in Z]=\delta \leqslant \min \left\{\frac{1-e^{-2 a}}{72 K^{5} e^{-a}}, \frac{a}{6 K^{3} e^{a}}\right\} \tag{2.22}
\end{equation*}
$$

Then the perturbed equation (1.4) has a fundamental matrix solution which has an exponential dichotomy with the projection $P$ and constants $12 \mathrm{~K}^{3}, v$.

PROOF. Equation (2.21) can be written to the form

$$
\begin{equation*}
\Delta x(n)=(I-A(n)) x(n+1) . \tag{2.23}
\end{equation*}
$$

Consider equation

$$
\begin{equation*}
\Delta y(n)=\left(1-{ }^{\star}(n)-{ }^{*}(n)\right) y(n+1) \tag{2.24}
\end{equation*}
$$

From Lemma 4 we have that (2.23) has a fundamental matrix solution which has an exponential dichotomy with the projection I-P and constants K, a. Since (2.22) holds, from Lemma 3 we have that (2.24) has a fundamental matrix solution which has an exponential dichotomy with the projection $I-P$ and constants $12 \mathrm{~K}^{3}, \mathrm{v}$. But (2.24) can be written as the adjoint equation of (1.4). Then from Lemma 4 the proof of the proposition is completed.

To prove the second roughness result we use two lemmas.
LEMMA 5. Suppose that (2.1) has a fundamental matrix solution $X(n)$ which has an exponential dichotomy with a projection $P$ and that (2.1) is reducible withP by the kinematic similarity $S(n)$ to (2.5). If $Y(n)$ is a fundamental matrix solution of (2.5) and $Q$ is a projection the following statements are equivalent:
i) $Y(n)$ commutes with $Q$ and $Y(n)$ has an exponential dichotomy with $Q$.
ii) $\mathrm{X}(\mathrm{n}) \mathrm{PX}^{-1}(\mathrm{n})=\mathrm{S}(\mathrm{n}) \mathrm{QS}^{-1}(\mathrm{n}), \mathrm{n} \in Z$.

The proof of the lemma is analogous to the proof of Lemma 2 [1, p. 376].
REMARK 2. Using Lemma 5 we can easily prove the following:
Suppose that (2.1) has property (H) (See introduction for definition). Let $X(n)$ be the fundamental matrix of (2.1), $P$ the projection and $S(n)$ the kinematic similarity which are involved in (H). Then the condition (ii) of (H) is equivalent to $X(n) P X^{-1}(n)=S(n) P S^{-1}(n), n \in Z$.

REMARK 3. Using the same argument as in [1, p.377] we can prove that if $S(n)$ is an almost periodic invertible matrix with bounded inverse then $S^{-1}(n)$ is also almost periodic.

LEMMA 6. Let $C(n)$ be an almost periodic matrix function on $Z$. Suppose that (2.1) has property ( $H$ ). Let $A(n)$ be an almost periodic matrix unction such that I-( $C(n)+\Lambda(n)$ is invertible. Then if $\Lambda(n)$ satisfies (2.8), the perturbed equation (2.4) has property $H$.

PROOF. Consider the fundamental matrix solution $X(n)$ of (2.1), the projection $P$ and the kinematic similarity $S(n)$ which are involved in (H).

There exists an invertible matrix $L$ such that $P=L Q L^{-1}, ~ Q=d i a g\left(I_{\ell}, 0\right)$. . Using the same argument as in the proof of Lemma 3 [1, p. 378] we can prove tha there exists a matrix function $T(n)=S(n) L R^{-1}(n), R(n)$ is an almost periodic matrix such that the change of variables $x(n)=T(n) y(n)$ transforms (2.1) into (2.5) where $Q D(n)=D(n) Q$, $n \in Z$ and (2.5) into (2.10). We also have $T(n)$ satisfies (2.7) and (2.5) has a fundamental matrix solution $Y(n)=T^{-1}(n) X(n) L$ which commutes with $Q$ and has an exponential dichotomy with the projection $Q$ and constants $2 K^{2}$,a. Arguing as in Lemma

3 equation (2.13) has a unique bounded solution $H(n),|H(n)| \leqslant \frac{1}{2}$, $n \varepsilon Z$ such that for $m \varepsilon Z$ we get

$$
\begin{aligned}
& H(n+m)-H(n)=\sum_{S=-\infty}^{n-1}\left(Y(n+m) Q Y^{-1}(s+m)-Y(n) Q Y^{-1}(s)\right) F(s+m) Y(s+1+m)(I-Q) Y^{-1}(n+m) \\
& +Y(n) Q Y^{-1}(s)(F(s+m)-F(s)) Y(s+1+m)(I-Q) Y^{-1}(n+m)+ \\
& +Y(n) Q Y^{-1}(s) F(s)\left(Y(s+1+m)(I-Q) Y^{-1}(n+m)-Y(s+1)(I-Q) Y^{-1}(n)\right) \\
& -\sum_{s=n}^{\infty} \cdots \ldots \ldots
\end{aligned}
$$

where $F(s)=(I-H(s)) M(s)(I+H(s+1))$. We have that $N(n)=Y(n+m) Q Y^{-1}(s+m)$ is a solution of

```
\DeltaN(n)= D(n)N(n+1)+(D(n+m)-D(n) )N(n+1).
```

Then from the variation of constants formula which is taken by using the same method as in [14, $p .11-12$ ] and since $Y(n), D(n)$ commute with $Q$ we get for $n \geqslant s$

$$
\left.N(n)=Y(n) Y^{-1}(s) N(s)+\sum_{u=s+1}^{n} Y(n) Y^{-1}(u-1)(D(u+m-1)-D(u-1)) N(u)\right)=
$$

$$
=Y(N) Q Y^{-1}(s)+\sum_{u=s+1}^{n} Y(n) Q Y^{-1}(u-1)(D(u+m-1)-D(u-1)) N(u) .
$$

Then we obtain

$$
\begin{equation*}
\left|Y(n+m) Q Y^{-1}(s+M)-Y(n) Q Y^{-1}(s)\right| \leqslant \frac{4 K^{4}}{e^{a}-1}\left|D_{m}-D\right| \tag{2.26}
\end{equation*}
$$

where $\left|D_{m}-D\right|=\sup \{|D(n+m)-D(n)|$, n $\varepsilon Z\}$. Using the same argument we can easily prove

$$
\begin{equation*}
\left|Y(s+1+m)(I-Q) Y^{-1}(n+m)-Y(s+1)(I-Q) Y^{-1}(n)\right| \leqslant \frac{4 K^{4} e^{a}}{e^{a}-1}\left|D_{m}-D\right| \tag{2.27}
\end{equation*}
$$

Since from the proof of Lemma $3 \quad M(n)=T^{-1}(n) \wedge(n) T(n+1)$ we get $|M|=\sup \{|M(n)|, n \in Z\}<2 K 5$. Using (2.25), (2.26), (2.27) and (2.8) we obtain

$$
\begin{equation*}
\left|H_{m}-H\right| \leqslant \frac{54 e^{a_{K}^{4}}\left|M_{m}-M\right|}{e^{2 a}-1}+\frac{216 K^{6}|M| e^{a}\left|D_{m}-D\right|}{\left(e^{a}-1\right)^{2}} \tag{2.28}
\end{equation*}
$$

Since from Remark $3, T^{-1}(n)$ is almost periodic, we have that $M(n), D(n)$ are also almost periodic matrix functions. Hence from (2.28) $H(n)$ is almost periodic. From Lemma 3 we have that the perturbed equation (2.4) has a fundamental matrix solution which has an expoenential dichotomy with the projection $Q$. Then as in the proof of Lemma 3 the transformation $y(n)=T(n)(I+H(n)) v(n)$ transforms (2.4) into (2.11) which
has a fundamental matrix solution which commutes with $Q$ and has an exponential dichotomy with the projection Q. Using Lemma 5 we have

$$
Y(n) P Y^{-1}(n)=T(n)(I+H(n)) L^{-1} P\left(T(n)(I+H(n)) L^{-1}\right)^{-1}
$$

Using Remark 2 we have that (2.4) has property ( $H$ ) with the projection $P$ and Kinematic similarity $T(n)\left(I+H(n) L^{-1}\right.$ Thus the proof of the lemma is completed.

PROPOSITION 2. Let $A(n)$ be an almost periodic invertible matrix function. Suppose that (1.1) has property (H) with the projection $P$. Consider an almost periodic matrix function $B(n)$ such that $A(n)+B(n)$ is invertible for $n \varepsilon Z$. Then if $B(n)$ satisfies (2.22) we have that the perturbed equation (1.4) also has property (H) with the same projection $P$.

PROOF. We use the same argument as in Proposition 1. Since (1.1) has property (H) from Remark 2 we have

$$
X(n) P X^{-1}(n)=S(n) P S^{-1}(n)
$$

where $X(n)$ is the fundamental matrix solution of (1.1), $P$ the projection and $S(n)$ the kinematic similarity involved in (H). Then we obtain

$$
\stackrel{\star}{\mathrm{X}}^{-1}(n)(I-\stackrel{*}{\mathrm{P}}) \stackrel{*}{\mathrm{X}}(n)=\stackrel{\star}{\mathrm{S}}^{*}(n)(1-\stackrel{*}{\mathrm{P}}){ }^{*}(n)
$$

It is obvious that the matrices $\stackrel{\star}{S}(n), \star_{S}^{-1}(n)$ are almost periodic since $S(n), S^{-1}(n)$ are almost periodic.

From Lemma $4{\underset{X}{ }}^{-1}(n)$ is a fundamental matrix of (2.23) which has an exponential dichotomy with $I-\stackrel{*}{\mathrm{P}}$. So from Remark 2 we have that (2.23) has property (H) with the projection $I-\stackrel{*}{P}$. Since $B(n)$ satisfies (2.22) from Lemma 6 we have that (2.24) also has property (H) with the projection $I-\stackrel{*}{\mathrm{P}}$. Let $\mathrm{Y}(\mathrm{n})$ be the fundamental matrix solution of (2.24) and $S_{2}(n)$ the kinematic similarity involved in (H). From Remark 2 we have

Then we get

From Lemma $4, \hat{Y}^{-1}(n)$ is a fundamental matrix solution of (1.4) which has an exponential dichotomy with projection P. So from Remark 2 we have that (1.4) has property ( $H$ ) with the projection $P$. Thus the proof of the proposition is completed.

REMARK 4. Using the same argument as in [1, p. 382] we can easily prove that when $A(n)$ is a real almost peirodic $2 \times 2$ matrix such that (1.1) has an exponential dichotomy then (1.1) has property (h).
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