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The existence of periodic solutions for the third-order differential equation ˙̈x+
ω2ẋ = µF(x,ẋ, ẍ) is studied. We give some conditions for this equation in order
to reduce it to a second-order nonlinear differential equation. We show that the
existence of periodic solutions for the second-order equation implies the existence
of periodic solutions for the above equation. Then we use the Hopf bifurcation
theorem for the second-order equation and obtain many periodic solutions for it.
Also we show that the above equation has many homoclinic solutions if F(x,ẋ, ẍ)
has a quadratic form. Finally, we compare our result to that of Mehri and Niksirat
(2001).
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1. Introduction. There are many papers for the existence of periodic solu-

tions for nonlinear second-order differential equations (e.g., see [1, 2, 5]) but

there are few papers for nonlinear third-order differential equations. These

kind of equations arise in engineering, for example, in problems related to en-

ergy and acceleration. Because of the topological characteristics of the three-

dimensional space, the investigation of periodic solutions for the nonlinear

third-order differential equations is a difficult problem.

In [6], Mehri and Niksirat considered the nonlinear equation

˙̈X = F(X,Ẋ, Ẍ), X ∈R2n+1 (1.1)

and showed that, under some conditions, there existsω> 0 such that X(ω)=
X(0). Then, Mehri and Niksirat [7] considered the nonlinear third-order differ-

ential equation

˙̈x+ω2ẋ = µF(x,ẋ, ẍ) (1.2)

and obtained some conditions for the existence of a periodic for it. We will

write their result in the following form: consider (1.2), where F is assumed to

be smooth enough such that the existence and uniqueness of the solution are
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guaranteed. Let λ= 2πω−1+µτ and define

Γλ(a,b,τ)=



x(0)−x(λ)
ẋ(0)− ẋ(λ)
ẍ(0)− ẍ(λ)


 . (1.3)

Assume that there exist a0,b0 ≠ 0 such that

∫ 2πω−1

0

F
(
a0+b0 cosωt,−b0 sinωt,−b0 cosωt

)
dt = 0,

∫ 2πω−1

0

F
(
a0+b0 cosωt,−b0 sinωt,−b0 cosωt

)
cosωtdt = 0,

∫ 2πω−1

0

∫ 2πω−1

0

[
h(t)Fx(u)−Fx(t)h(u)

]
cosωtdtdu ≠ 0,

(1.4)

where

Fv(s)= ∂F
∂v

(
a0+b0 cosωs,−b0 sinωs,−b0 cosωs

)
, v ∈ {x,ẋ, ẍ},

h(s)= cosωsFx(s)−sinωsFẋ(s)−cosωsFẍ(s).
(1.5)

Then there exists µ0 > 0 such that for all |µ| < µ0, (1.2) has a nonconstant

λ-periodic solution. Also, they proved that if all the stationary points of (1.2)

are nonperiodic and Γ0(a,b,τ) has odd signed periodic orbits, then (1.2) has

at least one signed periodic solution for 0≤ µ ≤ 1.

In what follows, we consider the third-order differential equation (1.2) and

obtain some conditions for the existence of periodic solutions for it. These con-

ditions are applicable to many third-order differential equations. Let f(x,ẋ)
be Cr (r ≥ 3) and

F(x,ẋ, ẍ)= fx(x,ẋ)ẋ+fẋ(x,ẋ)ẍ. (1.6)

We show that if fxẋ(0,0) ≠ 0, then (1.2) has many periodic solutions. The

conditions for the existence of the homoclinic orbits are also studied. For ex-

ample, if f(x,ẋ) consists of some quadratic terms, then (1.2) has many ho-

moclinic orbits which are filled up with periodic solutions. In Section 2, we

present some mathematical preliminaries and show that the existence of peri-

odic solutions for the second-order differential equation implies the existence

of periodic solutions for the third-order differential equation. The existence

of the fixed points for the second-order differential equation is discussed in

Section 3. Section 4 is devoted to the existence of periodic solutions for the

second-order differential equation. In Section 5, we give a few examples, and

finally, we compare our results to that of [7].
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2. Preliminaries. Our main tool in the development of this paper is the

Poincaré-Andronove-Hopf ’s bifurcation theorem which is usually called Hopf

bifurcation theorem. There are several versions of this theorem but we give

the version mentioned in [4]; the interested reader can find other versions of

this theorem in [3, 8].

Theorem 2.1 (Poincaré-Andronove-Hopf). Let Ẋ =A(λ)X+F(X,λ) be a Cr

with r ≥ 3, planar vector field depending on a scalar parameter λ such that

F(0,λ) = 0 and DXF(0,λ) = 0 for all sufficiently small |λ|. Assume that the

linear part A(λ) at the origin has the eigenvalues α(λ)± iβ(λ) with α(0) = 0

and β(0) ≠ 0. Furthermore, suppose that the eigenvalues cross the imaginary

axis with nonzero speed, that is, α′(0) ≠ 0. Then, in any neighborhood U of

the origin in R2 and for any given λ0 > 0, there is a λ̄ with |λ̄| < λ0 such that

Ẋ =A(λ̄)X+F(x,λ̄) has a nontrivial periodic orbit in U .

We rewrite this theorem by the following proposition.

Proposition 2.2. Consider the Cr (r ≥ 3) planar vector field

Ẋ = F(X,λ), λ∈R. (2.1)

Assume that there exists an open interval I and a C1 map x : I → R such that

F(x(λ),λ) = 0. Also, assume that the linear part of (2.1) has the eigenvalues

α(λ)± iβ(λ) with α(λ0) = 0 and β(λ0) ≠ 0. If α′(λ0) ≠ 0, then in any given

neighborhood U of x(λ0) and for any given ε > 0, there exists λ̄ ∈ I with |λ̄−
λ0|< ε such that Ẋ = F(X,λ̄) has a nontrivial periodic orbit in U .

Proof. Without loss of generality, we can assume that (x(λ0),λ0)= (0,0).
Let λ∈ I, by the Taylor expansion of F(X,λ), we have

Ẋ =DXF
(
x(λ),λ

)(
X−x(λ))+G(X,λ), (2.2)

where G(x(λ),λ) = 0 and DXG(x(λ),λ) = 0. If we put DXF(x(λ),λ) = A(λ),
Y =X−x(λ), and H(Y ,λ)=G(Y +x(λ),λ), then we have

Ẏ =A(λ)Y +H(Y ,λ). (2.3)

Equation (2.3) is a Cr vector field satisfying the conditions of the Hopf bifur-

cation theorem.

Definition 2.3. Consider (2.1) and suppose that Proposition 2.2 (Hopf bi-

furcation theorem) holds for it. We say that for λ = λ0, a Hopf bifurcation

occurs at x(λ0) for (2.1).
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Now we reduce the third-order differential equation to a second-order dif-

ferential equation. We have

ẋ =y,
ẏ = z,

ż =−ω2y+µF(x,y,z).
(2.4)

We consider (1.2) where F :R3 →R is a Cr (r ≥ 2) map such that F(0,0,0)= 0

and DF(0,0,0)= 0. Suppose that there is a Cr+1 map f :R2 →R such that

F(x,ẋ, ẍ)= fx(x,ẋ)ẋ+fẋ(x,ẋ)ẍ. (2.5)

Substituting (2.5) in (1.2), we obtain

d
dt
(
ẍ+ω2x−µf(x,ẋ))= ˙̈x+ω2ẋ−µ(fx(x,ẋ)ẋ+fẋ(x,ẋ)ẍ︸ ︷︷ ︸

F(x,ẋ,ẍ)

)= 0. (2.6)

Therefore,

ẍ+ω2x−µf(x,ẋ)= k, (2.7)

where k is a real constant. If we put k=ω2λ and x̄ = x−λ, then we get

¨̄x+ω2x̄ = µf(x̄+λ, ˙̄x). (2.8)

Dropping the bars, we obtain

ẋ =y,
ẏ =−ω2x+µf(x+λ,y). (2.9)

Lemma 2.4. The curve (x(t),ẋ(t)) is a solution of (2.9) if and only if (x(t)+
λ,ẋ(t), ẍ(t)) is a solution of (2.4). Furthermore, if (x(t),ẋ(t)) is a periodic (ho-

moclinic) solution, then (x(t)+λ,ẋ(t), ẍ(t)) is a periodic (homoclinic) solution.

Proof. It is obvious that if (x(t),ẋ(t)) is a solution for (2.9), then (x(t)+
λ,ẋ(t), ẍ(t)) is a solution for (2.4). Let (x(t),ẋ(t)) be a periodic solution with

period T . For each t ∈R, we have

ẍ(t+T)= lim
h→h

ẋ(t+T +h)− ẋ(t+T)
h

= lim
h→h

ẋ(t+h)− ẋ(t)
h

= ẍ(t).

(2.10)
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Therefore, (x(t) + λ,ẋ(t), ẍ(t)) is a periodic solution with period T . If

(x(t),ẋ(t)) is a homoclinic solution with limt→±∞(x(t),ẋ(t))= (x0,0), then

lim
t→±∞

ẍ(t)=−ω2x0+µf
(
x0+λ,0

)= 0. (2.11)

Since (x0,0) is a fixed point for (2.9), then (x0+λ,0,0) is a fixed point for (2.4).

Hence, (x(t)+λ,ẋ(t), ẍ(t)) is a homoclinic solution.

Remark 2.5. Since F(0,0,0)= 0 and DF(0,0,0)= 0 and since

DF = (fxxy+fxyz,fxyy+fx+fyyz,fy), (2.12)

then we will have DF(0,0,0) = (0,fx(0,0),fy(0,0)) = 0. Also, we can assume

that f(0,0)= 0; otherwise, we put g(x,y)= f(x,y)−f(0,0). The map g(x,y)
satisfies (2.5). Moreover, g(0,0)= 0 and Dg(0,0)= 0.

3. Fixed points. If λ = 0, then the origin is a fixed point for (2.9). If λ ≠ 0,

then it is important to know fixed points of (2.9).

Theorem 3.1. For each 0 < M ∈ R, there exists an open rectangle � ⊂ R2

containing [−M,M]×{0} and aC1 mapx : �→R such that (x(µ,λ),0) is a fixed

point for (2.9). Furthermore, the real part of the eigenvalues of the linear part of

(2.9) is µfy(x(µ,λ)+λ,0), also for each (µ,0),(0,λ)∈�, x(µ,0)= x(0,λ)= 0.

Proof. Consider the map

B :R3 �→R,
(x,µ,λ) �→−ω2x+µf(x+λ,0). (3.1)

Since for each µ ∈R, B(0,µ,0)= 0, and Bx(0,µ,0)=−ω2 ≠ 0, then, by the im-

plicit function theorem, there exist an open neighborhood Uµ containing (µ,0)
and a C1 mapxµ :Uµ →R such that for each (ν,λ)∈Uµ , B(xµ(ν,λ))= 0. There-

fore, (xµ(ν,λ),0) is a fixed point for (2.9). Since [−M,M]×{0} is compact, so

we can find −M ≤ µ0, . . . ,µk ≤ M such that [−M,M]×{0} ⊂ ⋃k
i=0Uµi . Let �

be an open rectangle with [−M,M]×{0} ⊂ � ⊂ ⋃ki=0Uµi . If (ν,λ) ∈ Uµi ∪Uµj ,
(i≠ j), then, by the uniqueness of the solution for the implicit function theo-

rem, xµi(ν,λ)= xµj (ν,λ). This shows that we can define the C1 map

x : � �→R,
(µ,λ) 	 �→ xµi(µ,λ) (µ,λ)∈Uµi .

(3.2)

The linear part of (2.9) at (x(µ,λ),0) is

A(µ,λ)=
(

0 1

−ω2+µfx µfy

)
, (3.3)
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where all partial derivatives are computed at (x(µ,λ)+λ,0). The eigenvalues

of A(µ,λ) are

Γ1,2 = Γ1,2(µ,λ)=
µfy±

√(
µfy

)2+4
(
µfx−ω2

)
2

. (3.4)

If (µfy)2+4(µfx −ω2) < 0, then the real part of Γ1,2 is µfy . By Remark 2.5,

Df(0,0)= 0, so for all µ ∈ [−M,M], we have

lim
λ→0

(
µfy

)2+4
(
µfx−ω2)< 0. (3.5)

Hence, we can shrink � such that [−M,M]×{0} ⊂ � and (µfy)2 + 4(µfx −
ω2) < 0.

Lemma 3.2. Suppose that � is as in Theorem 3.1 and (µ,λ) ∈ �. Then the

fixed point (x(µ,λ),0) is isolated.

Proof. Consider the map

Ω :R �→R,
x 	 �→−ω2x+µf(x+λ,0). (3.6)

We have Ω(x(µ,λ)) = 0 and Ωx(x(µ,λ)) = µfx −ω2 < 0. Therefore, Ω is de-

creasing in a neighborhood of x(µ,λ); hence, (x(µ,λ),0) is isolated.

Remark 3.3. Assume that we have the system

ẋ =y,
ẏ = g(x,y), (3.7)

where g is a C1 function. Let γ = (x(t),y(t)) be a solution of this system

and let I = (a,b) be the interval of y(t) > 0 (y(t) < 0). If t ∈ I, then x(t)
is increasing (decreasing), so we can consider y(t) as a C1 function of x(t).
Indeed, if we define the map Y : (x(a),x(b))→R with Y(x(t))=y(t) (t ∈ I),
then Y(t) is a well-defined C1 map satisfying (x,Y(x))∈ {γ(t) : t ∈ I}.

4. Periodic solutions. In this section, we obtain some conditions for (2.9) in

order to have periodic solutions. We consider the set � and the map x : �→R
defined in Section 3.

Lemma 4.1. Let (µ,λ)∈�. Then (∂x/∂λ)(µ,λ)≠−1.

Proof. We have

−ω2x(µ,λ)+µf (x(µ,λ)+λ,0)= 0, (µ,λ)∈�. (4.1)
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Computing the derivative with respect to λ, we get

−ω2 ∂x
∂λ
(µ,λ)+µ ∂f

∂x
(
x(µ,λ)+λ,0)(∂x

∂λ
(µ,λ)+1

)
= 0. (4.2)

If (∂x/∂λ)(µ,λ) = −1, then −ω2(∂x/∂λ)(µ,λ) = 0. This is a contradiction, so

(∂x/∂λ)(µ,λ)≠−1.

Theorem 4.2. Let (µ0,λ0)∈�, µ0 ≠ 0, and

(H1) fy(x(µ0,λ0)+λ0,0)= 0,

(H2) fxy(x(µ0,λ0)+λ0,0)≠ 0.

Then,

(i) for µ = µ0 and for λ= λ0, a Hopf bifurcation occurs at (x(µ0,λ0),0) for

(2.9),

(ii) there exist an interval I containing µ0 and a C1 map λ : I → R such

that 0 ∉ I and λ(µ0)= λ0. Moreover, for each µ ∈ I, H1 and H2 hold for

(µ,λ(µ)),
(iii) for each µ ∈ I, the system

ẋ =y,
ẏ = z,

ż =−ω2y+µ(fx(x,y)y+fy(x,y)z)
(4.3)

has many periodic solutions.

Proof. (i) We have shown that the eigenvalues of the matrix A(µ,λ) are

Γ1,2. (H1) implies that Re(Γ1,2)= 0. On the other hand,

dRe
(
Γ1,2

)
dλ

(
µ0,λ0

)= µ0fxy
(
x
(
µ0,λ0

)+λ0,0
)(∂x
∂λ
(
µ0,λ0

)+1
)
. (4.4)

By (H2) and Lemma 4.1, we have (dRe(Γ1,2))/(dλ)(µ0,λ0) ≠ 0. Therefore, for

λ= λ0, a Hopf bifurcation occurs at (x(µ0,λ0),0) for (2.9).

(ii) Since x(µ,λ) is a C1 map, there exists a neighborhood W of (µ0,λ0) with

W ⊂�, such that, for each (µ,λ)∈W ,

fxy
(
x(µ,λ)+λ,0)(∂x

∂λ
(µ,λ)+1

)
≠ 0. (4.5)

Now, we consider the map

Ψ :W �→R,
(µ,λ) 	 �→ fy

(
x(µ,λ)+λ,0). (4.6)
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By (H1), Ψ(µ0,λ0)= 0. Also, we have

∂Ψ
∂λ
(
µ0,λ0

)= fxy(x(µ0,λ0
)+λ0,0

)(∂x
∂λ
(
µ0,λ0

)+1
)
≠ 0. (4.7)

By the implicit function theorem, there exists an interval I containing µ0 and a

C1 map λ : I →R such that λ(µ0)= λ0. Moreover, for each µ ∈ I, (µ,λ(µ))∈W
and Ψ(µ,λ(µ))= 0. We can shrink I such that 0 ∉ I and so, for each µ ∈ I, (H1),

and (H2) hold for (µ,λ(µ)).
(iii) Let µ1 ∈ I. By (i), for λ = λ(µ1), a Hopf bifurcation occurs at (x(µ1,

λ(µ1)),0) for (2.9). Therefore, for each ε1 > 0, we can find λ̄1 with |λ̄1−λ(µ1)|<
ε1, such that

ẋ =y,
ẏ =−ω2x+µ1f

(
x+ λ̄1,y

) (4.8)

has a nontrivial periodic solution γ1 in the open diskD(x(µ1, λ̄1),ε1). Consider

ε2 > 0 such that γ1∩D(x(µ1, λ̄1),ε2)=φ. We can find λ̄2 with |λ̄2−λ(µ1)|< ε2,

such that

ẋ =y,
ẏ =−ω2x+µ1f

(
x+ λ̄2,y

) (4.9)

has a nontrivial periodic solution γ2 in the open disk D(x(µ1, λ̄2),ε2). Using

this method, we can find many nontrivial periodic solutions (depending on

λ) for (2.9). Hence, by Lemma 2.4, (4.3) has many nontrivial periodic solutions.

If λ0 = 0, then (H1) holds automatically. Indeed x(µ0,0) = 0 hence, f(x(µ0,
0),0)= 0. In this case, if

fxy(0,0)= fxy
(
x
(
µ0,0

)+0,0
)
≠ 0, (4.10)

then (H2) holds too. Therefore, by Theorem 4.2, for λ = 0, a Hopf bifurcation

occurs at the origin for (2.9).

Corollary 4.3. Let f : R2 → R be a C3 function such that f(0,0) = 0 and

Df(0,0)= 0. If fxy(0)≠ 0, then, for each (µ,0)∈�, the equation

˙̈x+ω2ẋ−µ(ẋfx(x,ẋ)+ ẍfy(x,ẋ))= 0 (4.11)

has many periodic solutions.

Corollary 4.4. Let g : R2 → R be a C3 map such that g(0,0) = 0 and

Dg(0,0) = 0. Moreover, suppose that gxy(0,0) ≠ −a where a ∈ R is constant.
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Then, for each (µ,0)∈�, the equation

˙̈x+ω2ẋ−µ(aẋ+gx(x,ẋ))ẋ−µ(ax+gy(x,ẋ))ẍ = 0 (4.12)

has many periodic solutions.

Proof. Consider (2.9) with f(x,y)= axy+g(x,y). We have

ẋ =y,
ẏ =−ω2x+µ(a(x+λ)y+g(x+λ,y)). (4.13)

For λ= 0 and each µ ∈R, (0,0) is a fixed point for (4.13). Since

∂2
(
axy+g(x,y))
∂x∂y

(0,0)= a+gxy(0,0)≠ 0, (4.14)

then by Theorem 4.2 and Corollary 4.3, for λ= 0, a Hopf bifurcation occurs at

the origin for (4.13). Therefore, (4.12) has many periodic solutions.

Corollary 4.5. Let f : R→ R be a C3 function and f(0) =Df(0) = 0. For

each (µ,0)∈�, the equations

˙̈x+ω2ẋ−µ(ẋ2+xẍ+ ẍDf(ẋ))= 0,

˙̈x+ω2ẋ−µ(ẋ2+ ẋDf(x)+xẍ)= 0
(4.15)

have many periodic solutions.

Proof. By Theorem 4.2 and Corollary 4.3, for λ = 0, a Hopf bifurcation

occurs at the origin for the following equations:

ẏ =−ω2x+µ((x+λ)y+f(y)), ẋ =y,
ẏ =−ω2x+µ((x+λ)y+f(x+λ)), ẋ =y. (4.16)

Hence,

˙̈x+ω2ẋ−µ(ẋ2+xẍ+ ẍDf(ẋ))= 0,

˙̈x+ω2ẋ−µ(ẋ2+ ẋDf(x)+xẍ)= 0
(4.17)

have many periodic solutions.

Theorem 4.6. Let f :R2 →R be a Cr map which satisfies the condition

(H1) f(x,y) is symmetric with respect to y-axis, that is, x,y ∈R, f(x,y)=
f(x,−y). Also, let γ(t)= (x(t),y(t)) be a solution of the equation

ẋ =y,
ẏ =−ω2x+f(x,y). (4.18)
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Suppose that γ intersects the x-axis at distinct points (x1,0) and (x2,0). Then,

(i) if both (x1,0) and (x2,0) are regular points, then γ is a periodic solution;

(ii) if (x1,0) is a fixed point and (x2,0) is a regular point, then γ is a homo-

clinic;

(iii) if both (x1,0) and (x2,0) are fixed points, then γ is a part of a hetero-

clinic.

Proof. (i) We can assume that (x1,0) and (x2,0) are such that γ does not

intersect the x-axis between (x1,0) and (x2,0). We define the part of γ which

lies between (x1,0) and (x2,0) by

α : [0,T ] �→R2,

t 	 �→ (
x(t),y(t)

)
,

(4.19)

where T > 0, α(0)= (x1,0) and α(T)= (x2,0). If we define

β1 : [−T ,0] �→R2,

t 	 �→ (
x(−t),−y(−t)), (4.20)

then β1(t) is a solution of the equation such that its graph is symmetric withα,

with respect to the x-axis. Furthermore, β1(0)= (x1,0) and β1(−T)= (x2,0).
So, β1 lies along α and hence, γ is periodic.

(ii) Without loss of generality, we can suppose that γ(0) = (x2,0) and

limt→−∞γ(t)= (x1,0). Then the curve

β2 : [0,∞] �→R2,

t 	 �→ (
x(−t),−y(−t)) (4.21)

is a solution of the equation such that its graph is symmetric with γ, with

respect to the x-axis. Furthermore, limt→∞β2(t) = (x1,0) and β2(0) = (x2,0).
Hence, β2 lies along γ and so γ is a homoclinic.

(iii) The proof is similar to the proof of (ii).

5. Application. In this section, we present a few examples of the applica-

tions of Theorem 4.2 and other results of this paper. We are going to study the

effect of some second-order terms on (2.4). For this purpose, we putg(x,y,λ)=
f(x+λ,y). We know that g(0,0,0) = 0 and Dg(0,0,0) = 0. By the Taylor ex-

pansion of g, we obtain

g(x,y,λ)=(gxx(0,0,0)x2+gyy(0,0,0)y2

+gλλ(0,0,0)λ2+2gxy(0,0,0)xy

+2gxλ(0,0,0)xλ+2gyλ(0,0,0)yλ
)+o(3).

(5.1)
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By definition of g, we have gxx(0,0,0) = gxλ(0,0,0) = gλλ(0,0,0) = fxx(0,0),
gxy(0,0,0) = gyλ(0,0,0) = fxy(0,0), and gyy(0,0,0) = fyy(0,0). Putting

fxx(0,0) = a, fxy(0,0) = b, fyy(0,0) = c and truncatting the Taylor expan-

sion at o(2), we get

ẋ =y,
ẏ = aµλ2+(2aµλ−ω2)x+2bµλy+µ(ax2+2bxy+cy2). (5.2)

Hence, (5.2) can be considered as

ẋ =y,
ẏ =−ω2x+µf(x+λ,y), (5.3)

where f(x,y)= ax2+2bxy+cy2.

If b ≠ 0, then fxy(0,0) = b ≠ 0, hence by Corollary 4.3, for λ = 0, a Hopf

bifurcation occurs for (5.2) at the origin. By Theorem 4.2, we have the following

corollary.

Corollary 5.1. If b ≠ 0, then the equation

˙̈x+ω2ẋ = µ(ax+bẋ)ẋ+µ(bx+cẋ)ẍ (5.4)

has many periodic solutions.

Example 5.2. We consider (5.2) with a= b = 0 and c ≠ 0. In this case, (5.2)

has the following form:

ẋ =y,
ẏ =−ω2x+µcy2.

(5.5)

Putting ν = µc, we obtain

ẋ =y,
ẏ =−ω2x+νy2.

(5.6)

We consider (5.6) where ν > 0 (the case ν < 0 is similar). The equation has (0,0)
as the only fixed point. On the curve x = (ν/ω2)y2, we have ẏ = 0, in addition,

the sign of ẏ is shown in Figure 5.1. Therefore, a solution γ = (x(t),y(t))
of (5.6), which intersects the positive x-axis, is as shown in Figure 5.2. Since

in region (I) of Figure 5.1, ẏ < 0, so γ(t) intersects the curve x = (ν/ω2)y2

transversally. After passing through x = (ν/ω2)y2,y(t) increases, hence γ(t)
intersects the x-axis or converges to the origin. In the first case, by Theorem

4.6, γ(t) is a periodic solution. In the second case, since y(t) in region (II)

of Figure 5.1 is increasing, therefore γ cannot intersect the negative y-axis.

On the other hand, the slope of the curve x = (ν/ω2)y2 where x → 0+ is
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x-axis

y-axis

(I)

(II) + +
− −

Figure 5.1. The sign of ẏ .

x-axis

y-axis

γ

Figure 5.2. The local behavior of γ.

unbounded. Hence, we have

lim
t→∞

∣∣∣∣ ẏẋ
∣∣∣∣=∞. (5.7)

After passing through x = (ν/ω2)y2, ẏ > 0, so for sufficiently large t, we have

|y(t)|< 1. Hence,

x(t) <
ν
ω2

y2(t) <
ν
ω2

∣∣y(t)∣∣. (5.8)

Therefore, we have

∣∣∣∣ ẏẋ
∣∣∣∣<

∣∣−ω2x+νy2
∣∣

|y| < ν+ν∣∣y(t)∣∣, (5.9)

which shows that

lim
t→∞

∣∣∣∣ ẏẋ
∣∣∣∣≤ ν. (5.10)

This is a contradiction. Consequently, γ is a periodic solution and so, (0,0) is

a center for (5.6).
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Corollary 5.3. For each µ ∈�, the equation

˙̈x+ω2ẋ−µc(ẋẍ)= 0, (c ∈R) (5.11)

has many periodic solutions.

Example 5.4. We consider (5.2) with b = c = 0 and a≠ 0. In this case, (5.2)

is

ẋ =y,
ẏ = aµλ2+(2aµλ−ω2)x+aµx2.

(5.12)

Setting ν = aµ, we get

ẋ =y,
ẏ = νλ2+(2νλ−ω2)x+νx2.

(5.13)

If ν ≠ 0 and (ν,λ) ∈ {(ν,λ) : νλ < ω2/4}, then (5.13) has two different

fixed points (α(ν,λ)±β(ν,λ),0) where α(ν,λ)= (ω2−2νλ)/2ν and β(ν,λ)=√
ω4−4νλω2/2ν . For convenience, we put α=α(ν,λ) and β= β(ν,λ). It can

be easily checked that (α+β,0) is a saddle point and the corresponding eigen-

values of (α−β,0) are purely imaginary. Also (5.13) is a Hamiltonian system

with Hamiltonian function

H(x,y)= y
2

2
−νλ2x+(ω2−2νλ

)x2

2
−ν x

3

3
. (5.14)

The trajectories of (5.13) are obtained by H(x,y) = h where h ∈ R. We put

f(x) = 2νλ2x + (2νλ−ω2)x2 + (2νx3)/3 and gh(x) = f(x)+h. Then the

trajectories of (5.13) are

y2 = gh(x), (h∈R), gh(x)≥ 0. (5.15)

Let ν ≠ 0, (ν,λ)∈�, and hp =−f(α+β). Then ghp(α+β)= 0 and g′
hp
(α+

β) = g′
hp
(α−β) = 0. Also α−β is the maximal point and α+β is the min-

imal point for ghp(x). Hence, considering the graph of ghp(x), (5.13) has a

homoclinic for the saddle point (α+β,0) (see Figures 5.3 and 5.4).

Now let�=−f(α−β). For eachδ≥ 0, we puthδ = �+δ. Thenghδ(α−β)= δ.

On the other hand, g′
hδ
(α−β)= g′

hδ
(α+β)= 0. Moreover, α−β is the maximal

point and α+β is the minimal point for ghδ(x). Since gh0(α−β) = 0 and the

roots of ghδ(x)= 0 varies continuously with respect to δ, so for δ sufficiently

small, y2 = ghδ(x) indicates a nontrivial periodic solution. Hence, (α−β,0) is

a center and the homoclinic is filled up with the periodic solutions. We apply

these results to (2.4).
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x-axis

y-axis

ν > 0

Figure 5.3. The graph of gh(x).

x-axis

y-axis

ν > 0

Figure 5.4. The phase space of equation (5.13).

Corollary 5.5. For each µ ∈�, the equation

ẋ =y,
ẏ = z,

ż =−ω2x+aµxy
(5.16)

has many homoclinic orbits and periodic solutions. The homoclinic orbits make

a two-dimensional C1 surface. In addition, each homoclinic orbit lies on a C1

two-dimensional orientable manifold and inside it is filled up with the periodic

solutions (see Figure 5.5).

Proof. By Lemma 2.4, there exist many homoclinic orbits and periodic so-

lutions. It can be easily checked that, the graph of ghp varies C1 with respect

to (ν,λ). So, by Lemma 2.4, we conclude that the homoclinic orbits make a

two-dimensional C1 surface. Finally, since the solutions of (5.15) are distinct

and varies C1 with respect to the initial conditions, so for each (ν,λ) ∈ �,

the solutions of (5.15) make a C1 two-dimensional orientable manifold in the

phase space of the third-order equation.
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ν > 0

Figure 5.5. The two-dimensional manifold according to equation (5.13).

Example 5.6. Consider (5.2) with b = 0 and a,c ≠ 0. In this case, (5.2) is

reduced to

ẋ =y,
ẏ = aµλ2+(2aµλ−ω2)x+aµx2+cµy2.

(5.17)

Setting ν = µa and d= c/a, we get

ẋ =y,
ẏ =−ω2x+νf(x+λ,y), (5.18)

where f(x,y) = x2+dy2. For each ν ≠ 0 and (ν,λ) ∈ {(ν,λ) : νλ < ω2/4},
(5.18) has two fixed points (α±β,0) where α and β are as in Example 5.4. It is

easy to check that (α+β,0) is a hyperbolic saddle point and the corresponding

eigenvalues of (α−β,0) are purely imaginary. Putting x̄ = x− (α+β,0) and

ȳ =y , we obtain

˙̄x = ȳ,
˙̄y =

√
ω4−4νλω2x̄+νx̄2+dνȳ2.

(5.19)

For convenience, we drop the bars and obtain

ẋ =y,
ẏ =

√
ω4−4νλω2x+νx2+dνy2.

(5.20)

This system has two fixed points (0,0) and (x0,0) = (−
√
ω4−4νλω2/ν,0).

We consider two cases.

Case 1 (d > 0). In this case, the local phase space of (5.20) is shown in

Figure 5.6. We consider ν < 0 (ν > 0 is similar). Let Wu(0) be the trajectory of

a solution γ(t)= (x(t),y(t)) of (5.20). If γ(t) is unbounded in the first region

of the plan, then ẏ(t)→−∞. Hence, for t > 0 sufficiently large, y(t) decreases.
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x-axis

y-axis

Wu
loc(0)

Figure 5.6. The local phase space of (5.18).

So, γ(t) crosses the positive x-axis or converges to (x0,0). In the first case, by

Theorem 4.6, γ(t) is a homoclinic. The second case shows that γ(t) is a part

of a heteroclinic. If the second case occurs, then each solution of (5.20), which

lies in heteroclinic, is bounded. By the Poincaré-Bendixon theorem about two

dimensional flows, the solutions (as t → ±∞) tend to a cycle or a fixed point.

Since each closed orbit in the plane has a fixed point in it and there is no fixed

point in the inner region of the heteroclinic, so this heteroclinic is filled up

with homoclinics emerged from (x0,0) (see Figure 5.7). We claim that it is a

contradiction. If γ is a heteroclinic, then there exists T > 0 such that for each

t > T , ẏ < 0 and so

h(x)=
√
− 1
νd

(√
ω4−4νλω2x+νx2

)
<y. (5.21)

By Remark 3.3, we can consider y(t) as a function of x(t). For x(T) < x <
x0, we have h(x) < y(x) and limx→x−0 y(x)= limx→x−0 h(x)= 0. Furthermore,

since y(x) and h(x) are decreasing, then

y(x)−y(x0
)

x−x0
<
h(x)−h(x0

)
x−x0

(
x(T) < x < x0

)
. (5.22)

Hence, by the mean value theorem,

dy
dx

(
ξx
)
<
dh
dx

(
ηx
) (

x < ξx, ηx < x0
)
. (5.23)

Now if x → x−0 , then ξx,ηx → x0. But limx→x−0 dh/dx = −∞, and then

limx→x−0 dy/dx =−∞. On the other hand, from (5.20), we have

dy
dx

=
√
ω4−4νλω2x+νx2

y
+dνy. (5.24)
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x-axis

y-axis

(x0,0)

Figure 5.7. The heteroclinic orbit filled by homoclinic orbits.

For x(T) < x < x0, (
√
ω4−4νλω2x+νx2)/y > 0 and limx→x−0 dνy(x) = 0.

This result shows that dy/dx does not converge to −∞, which is a contradic-

tion. Hence, γ(t) is a homoclinic. Similarly, a solution of (5.20), which lies in

the homoclinic, does not converge to (x0,0), hence, it crosses x-axis at two dif-

ferent points. By Theorem 4.6, this solution is a periodic solution. Therefore,

the homoclinic is filled up with the periodic solutions.

Case 2 (d < 0). In this case, the phase space of (5.20) is as in Figure 5.6.

We consider ν < 0 (ν > 0 is similar). For p ∈ R, let γp(t)= (xp(t),yp(t)) be a

solution of (5.20) such that γp(0) = (p,0). If 0 < p < x0, then ẏp(0) > 0 and

if p > x0, then ẏ(0) < 0. Now let 0 < p < x0 < q, then γp(t) and γq(t) are

as shown in Figure 5.8. The orbits of γp and γq will be similar to the ones in

Figures 5.8(a), 5.8(b) or 5.8(c). Figure 5.8(a) shows that γp is a periodic solution.

If Figure 5.8(b) occurs (Figure 5.8(c) is similar), then γp(t) crosses the x-axis at

two different points or converges to (x0,0). Similar to the case d > 0, we can

show that γp(t) does not converge to (x0,0), hence by Theorem 4.6, γp(t) is

a periodic solution. Also for each p < ξ < x0, γξ(t) is a periodic solution and

so (x0,0) is a center.

Corollary 5.7. For each µ ∈�, the system

ẋ =y,
ẏ = z,

ż =−ω2y+µ(ax+cz)y (a,c ∈R)
(5.25)

has many periodic solutions. In addition, if ac > 0, then the system has many

homoclinic orbits which make a C1 two-dimensional surface. In this case, each

homoclinic orbit lies on a C1 orientable two-dimensional manifold and inside it

is filled up with the periodic solutions.

Proof. By Lemma 2.4 and similar proof as Corollary 5.5, it is obvious.



226 O. R. MOTLAGH AND Z. AFSHARNEZHAD
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x-axis

y-axis

(x0,0)

γp γq

(b)

x-axis

y-axis
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γp

γq

(c)

x-axis

y-axis

(x0,0)

γp
γq

Figure 5.8. The local behaviour of γq and γp .

Corollary 5.1 shows application of Theorem 4.2, where the Hopf bifurcation

occurs for λ = 0. Now we give an example of the application of Theorem 4.2

with λ≠ 0.

Example 5.8. Consider (2.9) with µ = 1, ω = 3, and f(x,y) = x2+x3y −
((7−3

√
5)/2)x2y . Then we have the following equation:

ẋ =y,

ẏ = λ2−(9−2λ)x+x2+y
(
(x+λ)3− 9−3

√
5

2
(x+λ)2

)
.

(5.26)
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Since fxy(0,0) = 0, we cannot apply Corollary 4.3. But for each λ close to

1, we have (xλ,0) = ((9−2λ−√81−36λ)/2,0) as a fixed point for (5.26). For

λ= 1, x1 = (7−3
√

5)/2 with corresponding eigenvalues±i
√

3
√

5. Furthermore,

fy(x1+1,0)= 0 and fxy(x1+1,0)= (9−3
√

5)/2≠ 0. Hence, for λ= 1, a Hopf

bifurcation occurs for (5.26) at (x1,0) and we have the following corollary.

Corollary 5.9. The following system has many periodic solutions:

˙̈x+ω2ẋ = µ
[(

2x+3x2y+(7+3
√

5
)
xẋ

)
ẋ+

(
x3+ 7+3

√
5

2
x2
)
ẍ
]
. (5.27)

Comparison. In Section 2, we explained the result of [7] briefly. Now we

compare our results to that of [7].

(1) As a restriction, [7] guarantees only one periodic solution, also the value

of |µ| may be very small; but by Theorem 4.2, we obtain many periodic so-

lutions. Moreover, we have no restriction for |µ|. This is due to the fact that

the constantM (see Theorem 3.1) can be arbitrary large, so by Corollary 4.3, if

fxy(0,0)≠ 0, then for each µ ∈ [−M,M], (2.4) has many periodic solutions.

(2) It also seems that the conditions (H1), (H2), and (2.5) are more applicable

than that of [7].

(3) We studied the effect of some quadratic terms for (2.4) and obtained

many homoclinic orbits and periodic solutions. Also, we explained that the

homoclinic orbits make two-dimensional manifolds. Furthermore, we saw that

the homoclinic orbits are filled up with the periodic solutions.

(4) By Lemma 2.4, if (x0,0) is a fixed point for (2.9), then (x0+λ,0,0) is a fixed

point for (2.4). Since the periodic solutions obtained by the Hopf bifurcation

lie in a neighborhood of (x(µ,λ),0), so the periodic solutions for (2.4) make a

cylinder around the x-axis.
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