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We consider the new class of the Markov measure-valued stochastic processes
with constant mass. We give the construction of such processes with the family of
the probabilities which describe the motion of single particles. We also consider
examples related to stochastic flows with the interactions and the local times for
such processes.
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1. Introduction. This paper is devoted to one type of the Markov measure-

valued processes with constant mass. We consider the measure-valued pro-

cesses {µt ; t ≥ 0} which have the following representation:

µt = µ◦f−1
t . (1.1)

Here the random mapping ft on the state space depends on the initial state

µ0. In the representation (1.1), ft can describe the motion on the phase space

which carries the mass µt . In such a model, the behavior of the trajectory

which starts from a certain point depends on the whole mass distribution on

the space. These processes are different from the well-known Fleming-Viot

processes with constant mass. Consider, for example, the equation for the

evolution of the discrete system of the particles, which was proposed in [3].

Example 1.1. Let a1, . . . ,aN be positive numbers and let {w(t); t ≥ 0} be a

Wiener process in Rd. Consider the following system of stochastic differential

equations:

dxi(t)=
N∑
j=1

ajh
(
xi(t),xj(t)

)
dt+ϕ(xi(t))dt+b(xi(t))dw(t),

xi(0)= x0
i , i= 1, . . . ,N.

(1.2)

Note that the first summand in the drift term can be rewritten in the form

N∑
j=1

ajh
(
xi(t),xj(t)

)=
∫ d
R
h
(
xi(t),u

)
χN,t(du), (1.3)
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where χN,t is the discrete measure

χN,t =
N∑
j=1

ajδxj(t). (1.4)

It is well known that under appropriate conditions on the coefficients, system

(1.2) has a unique strong solution for arbitrary initial conditions. It follows

that the related measure-valued process {χN,t ; t ≥ 0} is a Markov process.

Moreover, in this case, we can find the function ft from (1.1). Consider the

following stochastic differential equation together with (1.2):

dx(u,t)=
∫
R
dh
(
x(u,t),v

)
χN,t(dv)dt+ϕ

(
x(u,t)

)
dt+b(x(u,t))dw(t),

x(u,0)=u, u∈Rd.
(1.5)

It can be checked that under Lipschitz and growth conditions on the coef-

ficients, (1.5) has a unique solution which can be chosen continuously with

respect to both variables with probability one. Now, note that

xi(t)= x
(
x0
i ,t
)
(modP), i= 1, . . . ,N. (1.6)

So,

χN,t = χN,0 ◦x(·, t)−1. (1.7)

In this example the random function x describes the motion of the particles

in the whole Rd, but only N of them have positive mass.

So, only certain values of x are important if we consider the evolution of the

mass distribution. The situation changes if the initial mass distribution is not

the discrete measure. Also, in this example, the trajectory of the single particle

is the Itô process, which satisfies certain stochastic differential equation. The

particles which were disjoint in the time zero remain disjoint all the time.

Example 1.2. Let the phase space X={1, . . . ,N}. Consider the discrete time

t ∈ Z+ and define the motion of the system of particles on X in the following

way.

For every i= 1, . . . ,N, let Π(i)= (pkj(i))Nkj=1 be a stochastic matrix. Suppose

that at time the mass µt = (µ1
t , . . . ,µ

N
t ) is distributed in X. Then, on the next

step, all the particles which are placed at the point k move together, indepen-

dently from the past of all the system and from the particles placed at other

points, to the point j with probability

∫
X
pkj(i)µt(di)=

N∑
i=1

pkj(i)µit. (1.8)
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Now we construct the process {µt ; t ≥ 0} and the random mappings {ft ; t ≥
0} in the following way. For every i ∈ {1, . . . ,N}, define ft(i) as a position

which has the particle initially placed in i at time t. Also define µt as a mass

distribution at time t. It can easily be checked that now {µt ; t ≥ 0} is a Markov

process and, for every t ≥ 0,

µt = µ◦f−1
t . (1.9)

Note that in this example the different particles may couple with one another

and move together after coupling.

The aim of this paper is to define precisely the class of Markov measure-

valued processes, which has the representation (1.1). Also, we consider a new

type of stochastic differential equations which generalize Example 1.1. Cor-

respondingly to this aim, the paper is organized as follows. In Section 2, we

construct the measure-valued process with the desired property from the set

of probabilities which describe the behavior of a finite number of particles.

Section 3 contains the solution of stochastic differential equations driven by

the measures and other examples of processes from Section 2. This contains

the description of the local times for our processes.

2. Evolutionary measure-valued processes. Let (X,ρ) be a complete sepa-

rable metric space such that supu,v∈Xρ(u,v)= 1, and let (Ω,�,P) be a proba-

bility space. Denote by Xn the n-tuple product X×···×X with the metrics

ρn
((
u1, . . . ,un

)
,
(
v1, . . . ,vn

))= max
i=1,...,n

ρ
(
ui,vi

)
. (2.1)

Let �n be a Borelσ -field in Xn. Denote by Mn the set of all probability measures

on �n (in the case n= 1 the index will be omitted). For every n≥ 1, define the

Wasserstein metrics in Mn:

γn(µ,ν)= inf
Q∈C(µ,ν)

(∫∫
X2n
ρn(x,y)Q(dx,dy)

)
∀µ,ν ∈Mn, (2.2)

where the infimum is taken over the set of all measures C(µ,ν) which has µ
and ν as its marginals. It is known that (Mn,γn) is a complete separable metric

space.

Let {�t ; t ≥ 0} be a flow of σ -fields on the initial probability space.

Definition 2.1. The Markov process {µt ; t ≥ 0} with respect to {�t ; t ≥ 0}
in the space (M,γ) is called evolutionary if for every initial state µ0 ∈M, there

exists the measurable function

f :Ω×[0,+∞)×X �→ X (2.3)

such that
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(1) for every t > 0, the restriction of f on Ω×[0, t]×X is measurable with

respect to the σ -field generated by the product �t ,�, and the Borel σ -

field in [0, t],
(2) for every t ≥ 0,

µt = µ0 ◦f−1
t (modP), (2.4)

(3) for arbitrary u1, . . . ,un ∈ X, n ≥ 1, {(µt,ft(u1), . . . ,ft(un)); t ≥ 0} is a

Markov process with respect to the flow {�t}.
It is natural to define the evolutionary measure-valued process by the set of

probabilities {Q(µ,t,u1, . . . ,un)(Γn); µ ∈M, t ≥ 0, u1, . . . ,un ∈ X, n≥ 1, Γn ∈
�n}. Here the valueQ(µ,t,u1, . . . ,un)(Γn) is the probability for particles which

were initially placed in the pointsu1, . . . ,un to get the set Γn for the time t under

initial distribution of the mass of all particles µ. The next technical statement

will be useful.

Lemma 2.2. Let ψ :Ω×X→ X be a measurable function and let µ be a ran-

dom element in M. Then the image of µ, µ◦ψ−1, under the mapψ is the random

element in M.

Lemma 2.3. In Lemma 2.2, ifψ does not depend on µ, andψ1 is a measurable

modification of ψ, that is,

ψ(u)=ψ1(u)(modP) ∀u∈ X, (2.5)

then

µ◦ψ−1 = µ◦ψ−1
1 (modP). (2.6)

The proof of these two lemmas is standard and omitted.

Now, let {R(u1, . . . ,un), u1, . . . ,un ∈ X, n ≥ 1} be a family of consistent

finite-dimensional distributions in X indexed by the elements of X. Suppose

that ∫∫
X2
ρ
(
v1,v2

)
R
(
u,u0

)(
dv1,dv2

)
�→ 0, u �→u0, (2.7)

for every u0 ∈ X. Then one can build from R the stochastic kernel on M. Con-

siderϕ which is an X-valued random process on X correspondent to the family

{R}. It follows from (2.7) that ϕ has a measurable modification. For arbitrary

measure µ ∈ M, its image µ ◦ϕ−1 is a random element in M which does not

depend on the choice of measurable modification for ϕ. Define

K(µ,∆)= P
{
µ◦ϕ−1 ∈∆}, µ ∈M, ∆∈�(M). (2.8)

Here �(M) is the Borel σ -field in M. It can be checked that K is the stochastic

kernel on M. Note that, in general, arbitrary stochastic kernel on M cannot be
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obtained in the previous way. Now, suppose that the family {R} depends on

the measure µ from M.

Lemma 2.4. Let the family of the finite-dimensional distributions {Q(µ,u1,
. . . ,un); µ ∈M, u1, . . . ,un ∈ X, n≥ 1} satisfy the following conditions:

(1) for every fixed µ ∈ M, {Q(µ,. . .)} is the family of the consistent finite-

dimensional distributions,

(2) for all µ,u∈ X,

lim
ε→0+

sup
γ(µ,ν)<ε

sup
ρ(u,v)<ε

∫∫
X2
ρ
(
p1,p2

)
Q(ν,u,v)

(
dp1,dp2

)= 0, (2.9)

(3) there exists C > 0 for all u1, . . . ,um ∈ X and all µ1,µ2 ∈M such that

γm
(
Q
(
µ,u1, . . . ,um

)
,Q
(
µ,u1, . . . ,um

))≤ Cγ(µ1,µ2
)
. (2.10)

Then the function

Km
(
µ,u1, . . . ,um

)
(∆), µ ∈M, u1, . . . ,um ∈ X, ∆∈�

(
M×Xm

)
, (2.11)

which is defined by the equality

Km
(
µ,u1, . . . ,um

)
(∆)= P

{(
µ◦ϕ−1

µ ,ϕµ
(
u1
)
, . . . ,ϕµ

(
um

))∈∆}, (2.12)

is the stochastic kernel on M×Xm and the measure Km(µ,u1, . . . ,um) continu-

ously depends on µ in the Wasserstein metric. Hereϕµ is the random map which

is built from the family {Q(µ,. . .)} as in Lemma 2.3.

Proof. It is sufficient to prove only the mentioned continuity. Let f : M×
Xm →R be bounded and satisfy the Lipschitz condition. For the sequence {(µN,
uN1 , . . . ,uNm)} which is convergent to (µ,u1, . . . ,um) as N → ∞, consider the

difference∫
M×Xm

f
(
ν,q1, . . . ,qm

)(
Km

(
µN,uN1 , . . . ,u

N
m
)−Km(µ,u1, . . . ,um

))
dνdq1 ···dqm.

(2.13)

We build the random maps ϕN and ϕ correspondent to the measures µN and

µ on the joint probability space. Then (2.13) can be rewritten as follows:

∣∣Ef (µN ◦ϕ−1
N ,ϕN

(
uN1

)
, . . . ,ϕN

(
uNm

))−f (µ◦ϕ−1,ϕ
(
u1
)
, . . . ,ϕ

(
um

))∣∣
≤ CEγ(µN ◦ϕ−1

N ,µ◦ϕ−1)+CE m∑
k=1

ρ
(
ϕN

(
uNk

)
,ϕ
(
uk
))
.

(2.14)

Consider every summand separately.

Now,

Eγ
(
µN ◦ϕ−1

N ,µ◦ϕ−1)
≤ Eγ(µN ◦ϕ−1

N ,µN ◦ϕ−1)+Eγ(µN ◦ϕ−1,µ◦ϕ−1). (2.15)
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We prove that for every bounded Lipschitz function h : X→R,

lim
N→∞

E
∣∣∣∣
∫

X

[
h
(
ϕN(u)

)−h(ϕ(u))]µN(du)
∣∣∣∣= 0. (2.16)

In fact,

E
∣∣∣∣
∫

X

[
h
(
ϕN(u)

)−h(ϕ(u))]µN(du)
∣∣∣∣

≤ CE
∫

X
ρ
(
ϕN(u),ϕ(u)

)
µN(du)

= lim
n→∞CE

n∑
k=1

ρ
(
ϕN

(
unk
)
,ϕ
(
unk
))
ank .

(2.17)

Here the discrete measures
∑n
k=1a

n
kδunk weakly converge to µN as n→∞. Now

build the joint probability space for ϕN and ϕ in a special way. Consider,

for fixed n ≥ 1, the space XX×XX with the σ -field, which is generated by the

cylindrical sets.

Define the probability measure by its finite-dimensional distributions. For

fixed ε > 0, consider on X2n = Xn×Xn the measure 
 ∈ C(Q(µN,un1 , . . . ,unn),
Q(µ,un1 , . . . ,unn)) for which

∫
X2n
ρn(p,q)


(
dp1, . . . ,dpn,dq1, . . . ,dqn

)
≤ γn

(
Q
(
µN,un1 , . . . ,u

n
n
)
,Q
(
µ,un1 , . . . ,u

n
n
))+ε. (2.18)

For the arbitrary sets un1 , . . . ,unn, v1, . . . ,vm, r1, . . . ,rl ∈ X, define the correspon-

dent measure on X2n+m+l as follows. For p1, . . . ,pn ∈ X, let SN(p1, . . . ,pn) and

S(p1, . . . ,pn) be conditional measures correspondent to the measures Q(µN,
un1 , . . . ,unn,v1, . . . ,vm) and Q(µN,un1 , . . . ,unn,r1, . . . ,rl). Define the measure

U
(
un1 , . . . ,u

n
n,v1, . . . ,vm,un1 , . . . ,u

n
n,r1, . . . ,rl

)(
∆2n×∆m×∆l

)
=
∫
∆2n
Sn
(
p1, . . . ,pn

)(
∆m

)
S
(
q1, . . . ,qn

)(
∆l
)


(
dp1, . . . ,dpn,dq1, . . . ,dqn

)
.

(2.19)

Here ∆2n, ∆m, and ∆l are the Borel subsets of X2n, Xm, and Xl. The family {U}
is the consistent family of the finite-dimensional distributions. Correspondent

random maps ϕN and ϕ have the desired distributions. Now

E
n∑
k=1

ρ
(
ϕN

(
unk
)
,ϕ
(
unk
))
ak ≤ E max

k=1,...,n
ρ
(
ϕN

(
unk
)
,ϕ
(
unk
))

< γm
(
Q
(
µN,un1 , . . . ,u

n
n
)
,Q
(
µ,un1 , . . . ,u

n
n
))+ε

≤ C1γ
(
µN,µ

)+ε.
(2.20)
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So,

Eγ
(
µN ◦ϕ−1

N ,µN ◦ϕ−1) �→ 0, N �→∞. (2.21)

Now consider Eγ(µN ◦ϕ−1,µ ◦ϕ−1). For the same function h as before, con-

sider

E
∣∣∣∣
∫

X
h
(
ϕ(u)

)
µN(du)−

∫
X
h
(
ϕ(u)

)
µ(du)

∣∣∣∣. (2.22)

Since {µN ; N ≥ 1} converges weakly to µ asN →∞, there exist such a probabil-

ity space (Ω1,�1,P1) and a sequence of X-valued random elements {ξN ; N ≥ 1}
on it, that is,

ξN �→ ξ0, N �→∞(modP1
)
,

[2pt]P1 ◦ξ−1
N = µN, N ≥ 1, P1 ◦ξ−1

0 = µ. (2.23)

Then

E
∣∣∣∣
∫

X
h
(
ϕ(u)

)
µN(du)−

∫
X
h
(
ϕ(u)

)
µ(du)

∣∣∣∣
≤ EE1

∣∣h(ϕ(ξN))−h(ϕ(ξ0
))∣∣

≤ CE1Eρ
(
ϕ
(
ξN
)
,ϕ
(
ξ0
))
.

(2.24)

Due to condition (2) of the lemma,

Eρ
(
ϕ(u),ϕ(v)

)
�→ 0, u �→ v. (2.25)

So,

E1Eρ
(
ϕ
(
ξN
)
,ϕ
(
ξ0
))
�→ 0, N �→∞. (2.26)

To complete the proof, it remains to consider

E
m∑
k=1

ρ
(
ϕN

(
uNk

)
,ϕ
(
uk
))
. (2.27)

Now

Eρ
(
ϕN

(
uNk

)
,ϕ
(
uk
))≤ Eρ(ϕN(uNk ),ϕN(uk))+Eρ(ϕN(uk),ϕ(uk)).

(2.28)

The first summand tends to zero due to condition (1), and the convergence of

the second is already checked. The lemma is proved.

Corollary 2.5. Under the conditions of Lemma 2.4, the function

K(µ,∆)= P
{
µ◦ϕ−1

µ ∈∆}, µ ∈M, ∆∈�(M), (2.29)

is the stochastic kernel.
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Using Lemma 2.4, it is possible to construct the evolutionary Markov pro-

cesses using probabilities which describe the motion of the separate particles.

The following theorem holds.

Theorem 2.6. Let the family {Q(t,µ,u1, . . . ,un); t≥0, µ∈M, u1, . . . ,un∈X}
satisfy the conditions of Lemma 2.4 under fixed t ≥ 0, and for all t, s ≥ 0, all

u1, . . . ,un,v1, . . . ,vm ∈ X, all ∆∈�, and all Γ ∈�(Xm),

∫
Xn+m

Q


t+s, 1

n

n∑
k=1

δuk,u1, . . . ,un,v1, . . . ,vm


(dx1, . . . ,dxn,dy1, . . . ,dym

)

×I∆

 1
n

n∑
k=1

δxk


IΓ (y1, . . . ,ym

)

=
∫

Xn+m
Q


t, 1

n

n∑
k=1

δuk,u1, . . . ,un,v1, . . . ,vm


(dx′1, . . . ,dx′n,dy ′1, . . . ,dy ′m)

×
∫

Xn+m
Q


s, 1
n

n∑
k=1

δx′k ,x
′
1, . . . ,x

′
n,y

′
1, . . . ,y

′
m


(dx′′1 , . . . ,dx′′n ,dy ′′1 , . . . ,dy ′′m)

×I∆

 1
n

n∑
k=1

δx′′k


IΓ (y ′′1 , . . . ,y ′′m).

(2.30)

Then the Markov process constructed with the help of the stochastic kernel

K(t,µ,∆)= P
{
µ◦ϕ−1

t,µ ∈∆
}
, t ≥ 0, µ ∈M, ∆∈�(M), (2.31)

is evolutionary. Hereϕt,µ is the random map correspondent to the family {Q(t,
µ, . . .)}.

Proof. Let {Kn(t,µ,u1, . . . ,un), t ≥ 0, µ ∈ M, u1, . . . ,un ∈ X, n ≥ 1} be

the stochastic kernels which were built in Lemma 2.4. Consider the follow-

ing consistent family of the finite-dimensional distributions on [0,+∞)×X.

For 0 ≤ t0 < t1 < ··· < tm, u1, . . . ,un ∈ X, define the probability measure in

(M×X)(m+1)n correspondent to the set of parameters {(ti,uj); i= 0, . . . ,m, j =
1, . . . ,n} as follows:

R
(
t0, . . . , tm,u1, . . . ,un

) m∏
k=0

n∏
j=1

∆kj ×Γ kj



=
n∏
k=1

(
I∆0
k
(µ)IΓ0

k

(
uk
))

×
∫

M×Xn
Kn
(
µ,u1, . . . ,un

)(
dν1,dv1

1 , . . . ,dv
1
n
) n∏
k=1

(
I∆1
k

(
ν1
)
IΓ1
k

(
v1
k
))
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×
∫

M×Xn
Kn
(
ν1,v1

1 , . . . ,v
1
n
)(
dν2,dv2

1 , . . . ,dv
2
n
) n∏
k=1

(
I∆2
k

(
ν2
)
IΓ2
k

(
v2
k
))···

×
∫

M×Xn
Kn
(
νm−1,vm−1

1 , . . . ,vm−1
n

)(
dνm,dvm1 , . . . ,dv

m
n
)

×
n∏
k=1

(
I∆mk

(
νm

)
IΓmk

(
vmk

))
.

(2.32)

Due to Lemma 2.4 and the condition of the theorem, {R} is the consistent

family of the finite-dimensional distributions. Consider the random process

{(µ(t,u),ϕ(t,u)); t ≥ 0, u ∈ X} correspondent to {R}. Note that due to the

construction of {R}, µ can be chosen in a way independent from u. Moreover,

under fixed t ≥ 0,ϕ is stochastically continuous with respect to u. It can easily

be checked that the random process {(µ(t),ϕ(t,u1), . . . ,ϕ(t,un)); t ≥ 0} is

Markov. For every t ≥ 0,

Eγ
(
µ(t),µ(0)◦ϕ(t,·)−1)= 0. (2.33)

The last equality follows from the approximation by the discrete measures.

Thus the theorem is proved.

3. Equations driven by the measures. In this section, we consider the sto-

chastic equation from Example 1.1. Our measure-valued process will be con-

structed with the help of the following stochastic differential equation:

dx(u,t)= a(x(u,t),µt)dt+b(x(u,t),µt)dw(t),
x(u,0)=u, u∈Rd,
µt = µ0 ·x(·, t)−1.

(3.1)

Here, coefficients a and b are the jointly Lipschitz functions a : Rd×M2 →
Rd and b : Rd ×M2 → Rd×d, {w(t); t ≥ 0} is an Rd-valued Wiener process,

µt = µ0 ·x(·, t)−1 is an image of the initial measure µ0 under the random map

x(·, t). It has been proved in [1] that under our conditions on the coefficients,

(3.1) has a unique solution. The process {µt ; t ≥ 0} has a strongly Markovian

property.

Here, we prove the existence of the generalized local time for the process

{µt ; t ≥ 0}. We consider the functional of the form

L(u,t)=
∫ t

0

∫
Rd
δu
(
x(v,s)

)
µ0(dv)ds (3.2)

in the case when the measure µ0 is concentrated on the (d−1)-dimensional

surface S0 and is absolutely continuous with respect to surface measure. This



3972 ANDREY A. DOROGOVTSEV

formal expression is a some kind of the generalization of the notion of lo-

cal time for the measure-valued processes. There are two important reasons

which lead to the existence of the local time. First, the trajectories of the single

particles, from which our process is composed, can have the usual local time

at the point u. Second, our process consists of the smooth measures. We will

consider the special type of the measure-valued processes, which is organized

from the mass of the interacting particles. But in the case d ≥ 2, one cannot

expect the existence of the local time for the trajectory of the single particle.

Also we will use the singular initial mass distribution.

Consider the random flow {x(·, t); t ∈ [0,1]}. In order to get the necessary

properties of x, we treat (3.1) as the usual stochastic differential equation for

x with the random coefficients

ã(x,t)= a(x,µt), b̃(x,t)= b(x,µt), (3.3)

where x ∈Rd, t ∈ [0,1].
Then, under appropriate conditions on a and b, we can derive the same

properties of x(·, t), t ≥ 0, as the properties of the stochastic flow in the sense

of Kunita. The next lemma is a straightforward consequence of [5, Theorem

4.4.2, page 148].

Lemma 3.1. Let the coefficients a and b of (2.13) satisfy the following condi-

tions:

(1) for all k= 0,1,2,3,

∂ka
∂uk

,
∂kb
∂uk

∈ C(Rd×M2
)
, (3.4)

(2) for all k= 0,1,2,3,

sup
Rd×M2

(∥∥∥∥∥ ∂
ka
∂uk

∥∥∥∥∥+
∥∥∥∥∥ ∂

kb
∂uk

∥∥∥∥∥
)
<+∞. (3.5)

Then the random field x(u,t), u∈Rd, t ∈ [0,1], has a modification such that

(1) x ∈ C(Rd×[0,1]) a.s.,

(2) x(·, t) is a C2-diffeomorphism Rd onto Rd for every t ∈ [0,1] a.s.,

(3) the inverse mappings x(·, t)−1, t ∈ [0,1], are such that, for every u ∈
Rd, {x(u,t)−1, t ∈ [0,1]} is the Itô process with the differential

dx(u,t)−1 =α(u,t)dt+β(u,t)dw(t), (3.6)

where α and β have a continuous modification with respect to u and t.

Now we consider the surface in Rd

S0 =
{
u= (u1, . . . ,ud

)
:ud = 0

}
. (3.7)
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Denote by St the image of S0 under the random map x(·, t). Due to the proper-

ties of x(·, t), which were mentioned in Lemma 3.1, St is a smooth surface of

codimension one. Our aim is to register the cases when the fixed point (zero

in the sequel without loss of generality) belongs to St ; that is, we will consider

the functional

ζ(t)=
∫ t

0
δ0
(
x(0,s)−1

d
)
ds, (3.8)

where δ0 is a δ-function on R concentrated at the original and x(0,s)−1
d is

the last coordinate of x(0,s)−1. In order to define ζ in a proper way, we use

the Tanaka approach (see [4]). Consider the function h ∈ C(R) which is even,

nonnegative, finite, and has the property

∫
R
h(r)dr = 1. (3.9)

Let

hn(r)=nh(rn), r ∈R, n≥ 1. (3.10)

Now the following lemma holds.

Lemma 3.2. In addition to the conditions of Lemma 3.1, let b be uniformly

nondegenerate with respect to u and t. Then there exists the limit

ζ(t)= P- lim
n→∞

∫ t
0
hn
(
x(0,s)−1

d
)
ds, (3.11)

where {ζ(t); t ∈ [0,1]} has a modification which is the nondecreasing right

continuous process.

Proof. It follows from Lemma 3.1 that

x(0,s)−1
d =

∫ s
0
α(0,r )ddr +

d∑
j=1

∫ s
0
β(0,r )djdwj(r), (3.12)

where

β(0,r )= (β(0,r )ij)dij=1, w(r)= (w1(r), . . . ,wd(r)
)
. (3.13)

Now, using the Itô formula in the process x(0,s)−1
d and the function

Fn(x)=
∫ x
−∞
hn(z)dzdy, (3.14)
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we get

Fn
(
x(0, t)−1

d
)−Fn(0)

=
∫ t

0
F ′n
(
x(0,s)−1

d
)
α(0,s)dds+ 1

2

∫ t
0
hn
(
x(0,s)−1

d
) d∑
j=1

(
β(0,s)dj

)2ds

+
∫ t

0
F ′n
(
x(0,s)−1

d
) d∑
j=1

β(0,s)djdwj(s).

(3.15)

By the usual limit arguments, it follows that there exists a limit

L2- lim
n→∞

∫ t
0
hn
(
x(0,s)−1

d
) d∑
j=1

(
β(0,s)dj

)2ds. (3.16)

Note that it follows from the explicit representation of the stochastic differ-

ential of x(u,t)−1 in [5] that, under the condition of nondegeneracy of b, the

sum

d∑
j=1

(
β(0,s)dj

)2
(3.17)

satisfies the relation

min
[0,1]

d∑
j=1

(
β(0,s)dj

)2 > 0 a.s. (3.18)

We denote

β̃(s)=
d∑
j=1

(
β(0,s)dj

)2, s ∈ [0, t]. (3.19)

Now consider the arbitrary subsequence of {∫ t0 hn(x(0,s)−1
d )ds; n ≥ 1}. Us-

ing the diagonal method, we can choose from this subsequence the subsubse-

quence which we will shortly denote by {∫ t0 hnk(x(0,s)−1
d )ds; k≥ 1} such that

it satisfies following relations. There exists the set Ω0 ⊂ Ω of probability one

such that, for every ω∈Ω0,

(1) β̃(ω)∈ C([0, t]), min[0,t] β̃(ω) > 0,

(2) for all r1, r2 ∈Q∩[0, t], there exists a limit

lim
k→∞

∫ r2
r1
hnk

(
x(0;s)−1

d
)
β̃(s)ds, (3.20)

(3) supk≥1

∫ t
0 hnk(x(0,s)

−1
d )ds <+∞.
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It follows from (1), (2), and (3) that for everyω∈Ω0 and everyϕ ∈ C([0, t]),
there exists a limit

lim
k→∞

∫ t
0
hnk

(
x(0,s)−1

d
)
ϕ(s)ds. (3.21)

In fact, for fixedω using uniform continuity of the functionsϕ and β̃(ω), one

can construct the sequence of the functions {ϕm; m≥ 1} such that

(4) for every m≥ 1, there exists the partition 0= tm0 < ···< tmNm = t of the

rational numbers (excluding t) for which

ϕm(s)=
ϕ
(
tmj
)

β̃
(
tmj
) β̃(s), ϕm(t)=

ϕ
(
tmNm−1

)
β̃
(
tmNm−1

) β̃(s), (3.22)

for all j = 0, . . . ,Nm−1 and all s ∈ (tmj ;tmj+1),
(5) sup[0,t] |ϕm−ϕ| → 0, m→∞,

(6) for every m≥ 1, there exists the limit

lim
k→∞

∫ t
0
hnk

(
x(0,s)−1

d
)
ϕm(s)ds. (3.23)

Now, using (5) and (3), we conclude that there exists the limit (3.21). So,

substituting ϕ ≡ 1, we prove the statement of the lemma.

Theorem 3.3. Suppose that the coefficients of (2.13) satisfy the conditions

of Lemma 3.2. Let the initial measure µ0 be concentrated on the surface S0

and have a continuous density p with respect to the Lebesgue measure on this

surface. Then there exists the limit in probability

P- lim
n→∞

∫ t
0

∫
Rd
fn(u)µs(du)ds, (3.24)

where fn(v)=nd ·f(nv) and f ∈ C1
0 (Rd) is nonnegative, spherically symmet-

ric with
∫
Rd f (u)du= 1.

Proof. We consider the stochastic flow {x(·,s), s ∈ [0, t]}, which is corre-

spondent to the initial measure µ0 via (2.13). Then

∫ t
0

∫
Rd
fn(u)µs(du)ds =

∫ t
0

∫
Rd
fn
(
x(u,s)

)
µ0(du)ds. (3.25)

We define the functions

ϕn(s,u)=
∫
S0

fn
(
x
(
v1, . . . ,vd−1,u,s

))
p
(
v1, . . . ,vd−1,0

)
dv1, . . .dvd−1,

u∈R, s ∈ [0,1],
ψn(s,u)=ϕn

(
s,u−x(0,s)−1

d
)
, u∈R, s ∈ [0,1].

(3.26)
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Using the diffeomorphic property of the flow x and the change of variables

formula, one can check that there exist a continuous random process {J(t); t ∈
[0,1]} and the deterministic sequence of functions {
n; n≥ 1} on R such that

(1) for all n≥ 1,supp
n ⊂ [−1,1], 
n ≥ 0,

(2) M
∫ 1
0 [ψn(s,x(0,s)

−1
d )−J(s)
n(x(0,s)−1

d )]2ds → 0, n→∞,

(3) {
n; n≥ 1} satisfies the conditions of Lemma 3.2.

Note that ∫
Rd
fn(v)µs(dv)=ψn

(
s,x(0,s)−1

d
)

a.s. (3.27)

So, due to Lemma 3.2, for every t ∈ [0,1], there exists the limit in probability

P- lim
n→∞

∫ t
0
ψn

(
s,x(0,s)−1

d
)
ds = P- lim

n→∞

∫ t
0
J(s)
n

(
x(0,s)−1

d
)
ds. (3.28)

Thus the theorem is proved.

Note that, in the one-dimensional case, the local time for a process of this

type was considered in [2].

Now consider another example of the evolutionary measure-valued process.

Example 3.4. Let (X,ρ) be a compact metric space and let {Gts ; 0≤ s ≤ t} be

a stochastic semigroup of continuous mappings in X [6] with the independent

homogeneous increments, that is,

(1) Gts ∈ C(X,X) a.s.,

(2) Gss is an identity map for all s ≥ 0,

(3) Gts(Gsr )=Gtr a.s., 0≤ r ≤ s ≤ t,
(4) Gt2t1 ,G

t3
t2 , . . . ,G

tn
tn−1

are independent for all t1 ≤ t2 ≤ ··· ≤ tn,

(5) Gs1t1 and Gs2t2 are equidistributed under s1−t1 = s2−t2 ≥ 0.

Define the Markov process in the space M×C(X,X) as follows. For arbitrary


∈M, g ∈ C(X,X), denote 
t = 
◦(Gt0)−1 and gt =Gt0(g), t ≥ 0. Consider for

positive h∈ C(X) the additive functional from {(
t,gt); t ≥ 0} of the form

ϕts =
∫ t
s

∫
X
h(u)
τ(du)dτ, 0≤ s ≤ t. (3.29)

Let {ψt0; t ≥ 0} be the inverse function for {ϕt0; t ≥ 0}. Consider {µt = 
ψt0 ; t ≥
0}. This is a Markov evolutionary measure-valued process, and the correspon-

dent stochastic flow is ft =Gψ
t
0

0 , t ≥ 0.
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