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The main purpose of this paper is to characterize the classes of matrices (ces[(p),(q)],¢?)
and (ces[(p),(g)],1%), where ¢° is the space of all bounded sequences all of whose o-
means are equal, I is the space of o- bounded sequences, and ces[(p),(g)] is the gener-
alized Cesaro sequence space.
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1. Introduction

Let w be the space of all sequences, real or complex, and let I, and c, respectively, be
the Banach spaces of bounded and convergent sequences x = (x,) with norm |/x|| =
SUPgso |Xk|. Let 0 be a mapping of the set of positive integers into itself. A continu-
ous linear functional ¢ on [ is said to be an invariant mean or a o- mean if and only
if (i) ¢(x) = 0, when the sequence x = (x,) has x,, = 0 for each n; (ii) ¢(e) = 1, where
e=(1,1,1,...);and (iii) ¢((x4(n))) = ¢(x), x € L.

For certain kinds of mappings, every o- mean extends the limit functional ¢ on ¢ in
the sense that ¢(x) = limx for x € ¢ (see [2, 15]). Consequently, ¢ C ¢?, where ¢ is the
set of bounded sequences, all of whose invariant means are equal (see [1, 9, 10]). When ¢
is translation, the o- means are classical Banach limits on I, (see [2]) and ¢’ is the set of
almost convergent sequences ¢ (see [7]). Almost convergence for double sequences was
introduced and studied by Moéricz and Rhoades [8] and further by Mursaleen and Savas
[13], Mursaleen and Edely [12], and Mursaleen [11].

If x = (x,,), write Tx = (Tx,) = (Xg(n)), then

¢ = {x €l : lim t,,,(x) = L, uniformlyinn, L =0 — limx}, (1.1)
m-— oo
where
1 & ) )
tn(x) = —— Z T7x, with T'x, = Xgi(n), t-1,n(x) = 0. (1.2)
m+1 20

We define I, the space of 0- bounded sequences (Ahmad et al. [2]) in the following way.
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2 Matrix transformations

Letx,=zy+z1+2+---+2z,and
lgo:{zew:sup|wm)n(z)| <00}, (1.3)
m,n

where

IVm,n(z) = tm,n(x) - tmfl,n(x)

1 N s ‘ (1.4)
= — j Ziy h =a/ :
m(m+1) ;]i:h%:ﬁl ! "

If 6(n) = (n+1), then 14, is the set of almost bounded sequences I (see [14]).

Let A = (aqx) be an infinite matrix of complex numbers a,x (n,k =1,2,...) and X, Y
two subsets of w. We say that the matrix A defines a matrix transformation from X into
Y if for every sequence x = (xx) € X the sequence A(x) = (A,(x)) € Y, where A,(x) =
Dk ankxi converges for each n. We denote the class of matrix transformations from X
into Y by (X,Y).

The main purpose of this paper is to characterize the classes (ces[(p),(g)],¢?) and
(ces[(p),(gq)],1% ) and deduce some known and unknown interesting results as corollaries.

The classes (ces[(p),(g)],c?) and (ces[(p),(q)],1%,) are due to Khan and Rahman [4].

If {g.} is a sequence of positive real numbers, then for p = (p,) with inf p, > 0, we
define the space ces[(p),(g)] by

00 pr
ces[(p),(q)]:{xew:Z<QLqu|xk|) <oo}, (1.5)
r=0 2

where Qyr = qor + qor41+ - - - +qari-1 and ., denotes a sum over the range 2" < k < 271

Remark 1.1. 1If g, = 1 for all n, then ces[(p),(q)] reduces to ces(p) studied by Lim [6].
Also, if p, = p for all n and g, = 1 for all n, then ces[(p), ()] reduces to ces, studied by
Lim [5].

For any bounded sequence p, the space ces[(p),(g)] is a paranormed space with the
paranorm given by (see [4])

© Py 1M
g(x):<rzo<@ZQk|Xk|> ) (1.6)

if H = sup, p, < 0 and M = max(1,H).
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2. Sequence-to-sequence transformations

In this section, we characterize the classes (ces[(p),(q)],¢?) and (ces[(p),(q)],1%).
We write a(n,k) to denote the elements a, of the matrix A, and for all integers n,m >
1, we write

Ax,+ TAx,+---+T"Ax,
m+1

= > t(n,k,m)xi,

k

tmn(Ax) =
(2.1)

where t(n,k,m) = 1/(m+1) 37 a(o’(n),k).
We also define the spaces of o- convergent series and o- bounded series, respectively,
as follows:

1 i
c] = {x Z (—1 Z Xgi ) is convergent uniformly in #, as m — o

i=1

(2.2)
o efen) )
If we take o(n) = n+1, ¢ and b? reduce to ¢; and b, as defined below:
{x Z (11 Z xj+n) is convergent uniformly in #, as m — oo ¢,
i=1 j=
" ; (2.3)
b {x;supz (,1 ij+n> . oo}.
nm i \i+1 i
Now we prove the following theorem.
THEOREM 2.1. Let 1 < p, < sup, p, < 0. Then A € (ces[(p),(q)],c?) if and only if
(1) there exists an integer E > 1 such that for all n,
o |ty m) | t
U(E) = sup Z <Q2r max (n,q_,m)) E™" < o0, (2.4)
[ r k

where 1/p, +1/t, = 1,r = 0,1,2,..., and max, means maximum over 2" < k < 2"*1;
(ii) agy = (auk)p=1 € ¢ for each k, that is, lim,, t(n,k,m) = uy uniformly in n, for each
k.

In this case, o-limit of Ax is ;.| ugXk.
Proof

Neccessity. Suppose that A € (ces[(p),(g)],c?). Now >, t(n,k,m)xy exists for each m
and n and x € ces[(p),(q)], whence {t(n,k,m)}, € ces*[(p),(q)] for each m and n, (see
E M. Khan and M. A. Khan [3] for Kéthe-Toeplitz and continuous duals of ces[(p), (q)]).
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Therefore, it follows that each { .} » defined by

Smn(x) = tn(Ax) (2.5)

is an element of ces*[(p),(q)]. Since ces[(p),(q)] is complete and further for each n,
sup,, | tmn(Ax)| < o on ces[(p),(g)]. Now arguing with the uniform boundedness prin-
ciple, we have condition (i). Since ex € ces[(p),(g)], condition (ii) follows.

Sufficiency. Suppose that the conditions hold. Fix n € N. For every integer s > 1, from (i)
we have

Z(ermrax(q,;l|t(n,k,m)|))trE " < sup Z(ermax qi ' | t(n,k,m)|) )

r=0
(2.6)

Now letting s — oo, we obtain

0 t 0 t
limy— z (er mrax(q]:l |t(n,k,m)| )) E™" <sup z (er mrax(q;l |t(n,k,m)| )) Et
r=0 m =0
(2.7)

Therefore, from (ii) we have

> (er max (gt lul) ) < supz (ermax g | t(n,k,m) | ))tYE‘t' <. (2.8)

r=0 m =0

Hence (ug)x and {t(n,k,m)}x € ces*[(p),(q)], therefore the series > ; £(n,k,m)x; and
>k ukxxk converge for each m and n and x € ces[(p),(q)]. For given € >0 and x €
ces[(p),(g)], choose s such that

(Z ( qu|xk|)p')m<e. (2.9)

r=s+1

Since (ii) holds, there exists m1 such that

N

Z t(n,k,m) — uy

<€ Vm>my. (2.10)

Since (i) holds, it follows that

)

z t(n,k,m) — uy

k=s+1

is arbitrary small. (2.11)
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Therefore,
lim Z t(n,k,m)xy = Z Ugxg, uniformly in n. (2.12)
Sy k=1
This completes the proof. U

Remark 2.1. For different choices of p,q, and o, we can deduce many corollaries from
the above theorem to characterize the matrix classes, for example, (ces(p),c?), (cesp,c?),
(cesy(g),¢?), (ces[(p),(q)],¢), and so forth. The class (ces(p),c) was characterized by .
M. Khan and M. A. Khan [3] which we can obtain directly from our theorem by taking
qn=1forallnand o(n) =n+1.

We write (see [2])

Xo=20t+z21+-""+2y

Ymu(Az) = Z(x n,k,m)z, (2.13)
where
m hj
a(n,k,m) > [ Z } hi =o' (n). (2.14)
+1 -
]—1 i=hj_1+1

Now we prove the following theorem.

THEOREM 2.2. Let 1 < p, < sup, p, < oo. Then A € (ces[(p),(q)],1%) if and only if

supz(ermaX qk1|ankm)| ) E' < oo, (2.15)

mn ,._q

where E is an integer greater than 1 and 1/p, +1/t, =1, r =0,1,2,....
Proof

Necessity. Suppose that A € (ces[(p),(q)],1%,). Now > i, a(n,k,m)zx exists for each m
andnand z € ces[(p),(q)], whence {a(n,k,m)}« € ces*[(p),(q)] for each m and n. There-
fore, it follows that { f,,.,} defined by

Snn(X) = Yiun(Az) (2.16)

is an element of ces* [(p), (q)]. Since ces[(p),(q)] is complete and further sup,, , [/, 1(A2)]
< oo on ces[(p),(q)], so by arguing with uniform boundedness principle, we have the
condition.
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Sufficiency. Suppose that condition (2.15) holds. Fix n € N. For every integer s > 1 we
have

> (Qumax (g |atn,km) |)) E fr<supZ(ozrmgxm;:l|a<n,k,m>|))”E*fn
r=0 r=0
(2.17)

So

lim 3 (Qumax (g; | atnkm)])) B
r=0
(2.18)

[

<sup Z(ermaX(qk | (n,k,m)I))trE’“<°°-

mn y—(
Hence {a(n,k,m)} € ces*[(p),(q)]. Therefore, the series >.;_, a(n,k,m)z; converges for
each m and n and z € ces[(p),(q)].
This completes the proof. O

Remark 2.2. The matrix class (ces( p),f.:), was characterized by E. M. Khan and M. A.
Khan [3] which we can obtain directly from the above theorem by letting g, = 1 for all n
and o(n) = n+ 1. Besides, we can further deduce many corollaries for different choices of

p> g, and 0.

3. Sequence-to-series transformations

For all integers m,n > 1, we write

1211+1

£ (AX) = 3ty (Ax) = 3 S a(o =S Fmnkxe (1)
i=1 k i=1 j=0 k
where
£* (m,n, k) =Zii (o7 (n),k (32)

TaEOREM 3.1. Let 1< p, < sup, p, < co. Then A € (ces[(p),(q)],c?) if and only if
(1) there exists an integer E > 1 such that for all n,

[+ k) |\
U(E) = sup Z (er max ((n,,m))) E7r < oo, (3.3)

m =0 9k

where 1/p, +1/t, = 1,r =0,1,2,..., and max, means maximum over 2" < k < 2"*1;
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(i) awy = {auk}ny € 7 foreach k, that is, lim,, t* (n,k, m) = uy uniformly in n, for each
k.
In this case, the o-limit of Ax is >, UgXk.

THEOREM 3.2. Let 1 < p, < sup, p, < oo. Then A € (ces[(p),(q)],b%) if and only if

supz (er mrax(q,j1 | t* (n,k,m)| ))trE*’f < 00, (3.4)

mn .—(

where E is an integer greater than 1 and 1/p, +1/t, =1, r =0,1,2,....

Proofs of Theorems 3.1 and 3.2 are similar to those of Theorems 2.1 and 2.2, respec-
tively.

Remark 3.1. If o is translation, then Theorems 3.1 and 3.2 give the characterization for

the classes (ces[(p),(q)],¢s) and (ces[(p),(q)],lgs). As Remarks 2.1 and 2.2, for different
choices of p, g, and o, we can deduce many corollaries.
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