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ON NONAUTONOMOUS SECOND-ORDER DIFFERENTIAL
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ABSTRACT. We show the existence and uniqueness of classical solutions of the nonau-
tonomous second-order equation: u’’ (t) = A(t)u’ (t) +B(t)u(t)+f(t),0 <t <T;u(0) = xo,
u’(0) = x1 on a Banach space by means of operator matrix method and apply to Volterra
integrodifferential equations.
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1. Introduction. In this paper, we study nonautonomous second-order Cauchy
problems

u’ () =AW ) +BOu)+f(t), 0<t=<T, u?P0)=x; i=0,1 (1.1)

on a Banach space E, where A(t) and B(t), 0 <t < T, are linear operators on FE and f
is a continuous function from [0,T] to E.

DEFINITION 1.1. A function u(-):[0,T] — E is said to be a solution of (1.1) if it is
twice continuously differentiable on [0,T], A(t)u’(t), and B(t)u(t) are defined and
continuous in t, and (1.1) is satisfied.

Our idea is to reduce (1.1) to a differential equation of first-order. It is motivated
by the work of N. Tanaka [12], who studied the first-order abstract Cauchy problem

u'(t)=Au(t), 0<t=<T, u(0) = xo. (1.2)

In his paper, Tanaka showed the existence and uniqueness of classical solutions of
(1.2), when family {A(t)}o<t<7 Of linear operators in E satisfies the conditions which
are usually referred as the “hyperbolic” condition, except for the density of the com-
mon domain D of A(t).

The purpose of this paper is to show the existence and uniqueness of classical solu-
tions of (1.1) on the basis of Tanaka’s resultin [12] and the operator matrix method. We
will consider two cases: the damped case, when A(t) is more unbounded than B(t) and
the undamped one, when B(t) is more unbounded than A(t). For both cases, we use an
operator matrix method to reduce (1.1) into a first-order differential equation of the
form of (1.2) and then apply Tanaka’s result. The two cases reduce in different ways,
but the technique in each reduction is quite straightforward. In the undamped case,
our result obtained improves Kozak’s one [4] by requiring much weaker assumptions.
In the damped case, we generalize Neubrander’s result [6] to the nonautonomous ver-
sion. Our proof is simpler and more natural than Oka’s one in [8]. This proof creates a
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new framework to deal with the abstract higher-order differential equations on Banach
spaces, which we will discuss in a subsequent paper.

In the following, for a linear operator A on a Banach space E, we denote the resolvent
set of an operator A by p(A) and the resolvent (A —A)~! by R(A,A). By L(E,F) we
denote the set of all linear, bounded operators from E to F. Finally, for short, we
write the family of A(t), 0 <t < T by {A(t)}. First we recall the fundamental results
obtained by Tanaka [12].

THEOREM 1.2 (see [12, Theorem 1.8]). A family of operators A(t), (0 <t < T) satis-
fies the hyperbolic condition if

(H1) The common domain D := D(A(t)) is a Banach space for the norm || - ||p. More-
over, there exists co > 0 such that

cotlixlip < lIx I+ |JA@)x]| < collxlip (1.3)

forallt € [0,T] and x € D.
(H2) The family (A(t))tc(o,1) is stable, that is, there exist constants M > 1 and w € R
such that

(w,o) C p(A(t)) Vtel0,T], (1.4)

<MQA-w)* VA>w, (1.5)

k
[TR@A())

and any finite sequence 0 <t; <t <--- <ty <T.
(H3) The mapping t — A(t)y is continuously differentiable in E for every vy € D.
Ifthe family {A(t)} satisfies the hyperbolic condition, then there is an evolution family
{U(t,s)}o<s<t<T on D with the following properties.
(1) U(t,s)D(s) cD(t) forall0 <s <t < T, where the set D(v) is defined by

D(r):={xeD:A(r)x € D}. (1.6)

(2) The mapping t — U(t,s)x is continuously differentiable in E on [s,T] and
(0/ot)U(t,s)x =A(t)U(t,s)x forx € D(s) andt € [s,T].

If there is such an evolution family {U(t,s)}o<s<t<1, then, for every initial value
up € D(0), u(t) := U(t,0)ug is the unique solution of (1.2).

Generally, it is not trivial to show the stability of a family of operators. Thus, the
following two lemmas, which will be used frequently, are very useful tools to verify
this condition.

LEMMA 1.3 (see [11, Theorem 5.2.3]). Let {A(t)}o<i<T be stable and {B(t)}o<i<T
be a family of uniformly bounded operators. Then the family {A(t) + B(t)}o<t<T With
D(A(t)+B(t)):= D(A(t)) is stable.

LEMMA 1.4 (see [2, Proposition 4.4]). Let {A(t)}o<t<t be a stable family and
{S(t)}o<t<t be a family of isomorphisms S(t) € L(E), which is strongly continuously
differentiable. Then the family {A(t)}o<t<t 1= {St)A({)S ™1 (£)}o<t<T With D(A(t)) =
{x:S71(t)x e D(A(t))} is stable.
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For further information on evolution equations, evolution family and the theory of
operator matrices, we refer to, for example, [5, 11, 12].

2. The damped second-order equations. We now consider the damped second-
order differential equations. First, we start with the homogeneous version

u' t)=AM)u’ (t)+Bt)u(t), 0<t<T, u(0)=x0€E, u' 0)=x,€E, (2.1)

where operators A(t) have common domain D and D(B(t)) D D. For our purpose, we
assume that there exists an invertible operator A from D onto E with A™! € L(E). We
introduce new variables by defining

Vo = Au, vii=u'. (2.2)

Then we have v) = Au’ = v; and v{ = u”’ = A(t)u’ +B(t)u = A(t)vy + B(t)A vy.
Moreover, vo(0) = Axy and v1(0) = x;. Thus, we can write a differential equation for
¥ 1= (vg,v1)T in the Banach space E? as follows:

V(@) =AE)V(t), 0<t=<T, ¥(0) =V € E?, (2.3)

where A(t) := (B(t)OA—l A%) with D(s4(t)) := ExD and V¢ := (Axo,x1)T. We easily see
that if {A(t)} satisfies the hyperbolic condition, we can choose A := (A(0) —A) for a
A > w. We have the following lemma.

LEMMA 2.1. For x; € D (i =0,1), the following statements hold true.

(1) If u(t) is a solution of (2.1), then u'” (t) € D, (i = 0,1) and (Au(t),uw’ (t))T is a
solution of (2.3).

(2) Conversely, if (vo(t),v1(t))T is a solution of (2.3), then u(t) := f(f v1(8s)ds +xq is
a solution of (2.1).

PROOF. (1)=(2). Let u(t) be a solution of (2.1) with uy € D and u; € D. In view of
the closedness of A we have

t t
J Au'(T)dT:AJ u' (t)dt = Alu(t) — xo]. (2.4)
0 0

Since xg € D, it follows u(t) € D, hence the function t — Au(t) is continuously dif-
ferentiable and (d/dt)Au(t) = Au’(t). Therefore, (vo(t),v1(£))T := (Au(t),u’ ()T
is continuously differentiable and satisfies (2.3), and thus, is a solution of (2.3).

(2)=(1). Conversely, suppose that (v (t),v; (£))7 is a solution of (2.3). We define the
function u by

t
u(t) := L v1(r)dr + xo. (2.5)

Then u(t) is twice continuously differentiable. Furthermore, from (2.3) we have
t t
vo(t) = J Avi(r)dr +x¢ = A(J vl(r)dr+A1v0(0)) = Au(t). (2.6)
0 0

Thus,

u” (t) = v;(t) = B(t)A tvg () + A(H) vy (£) = A/ () +B(E)u(t). (2.7)
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Finally, it is easy to see that u'(0) = xo and ©(0) = x;. Therefore, u(t) is a solution
of (2.1), and the lemma is proved. O

Now we are in a position to express the main result of this section.

THEOREM 2.2. For the second-order differential equation (2.1) we assume that
{A(t)} satisfies the hyperbolic condition and {B(t)} is a family of linear operators with
D(B(t)) 2 D such that B(t) € L(D,E) and t — B(t)x is continuously differentiable for
each x € D. Then it has a unique solution for every initial xo € D, x, € D, such that
(B(0)xo+A(0)x;) €D.

PROOF. By Lemma 2.1 and Tanaka’s theorem (Theorem 1.2), to show the existence
of solutions of (2.1), we only have to prove that the family {s{(t)} satisfies the hyper-
bolic condition. It is easy to see that {«(t)} satisfies items (H1) and (H3) of this condi-
tion. It remains to show its stability. To do that, we assume, without loss of generality,
that w < 0. Then A(t) is invertible for every t € [0,T]. Since B(t) € L(D,E), B(t)A™!
is bounded in E. Because of the strongly continuous differentiability of {B(t)A~1}, by
the principle of uniform boundedness, this family is uniformly bounded. In addition,
if A(t) is strongly continuously differentiable, then so is A~!(t). Thus, the strongly
continuous differentiability of AA~!(t) follows from that of its inverse A(t)A~!. Using
elementary matrix rules we have

0 AN (I AAT®) (0 0\ (I -AA"'() 0 0 2.8)
BHA-l Am) \o I 0 An/\o 1 ) \Bwmar o) =

By the stability of family {A(t)}, the family si () := {(} 4%,)} with D(si(t)) := ExD is
stable in E2. From the above observation, the family of isomorphisms ( 5 AA_Il <”) and

of their inverses, (é *AA;I ® ) are strongly continuously differentiable. Using Lemmas
1.3 and 1.4 we conclude that the family {4 (t)} is stable.

The uniqueness of the solutions of (2.1) follows, by Lemma 2.1, from that of the
solutions of (2.3), completing the proof of the theorem. O

REMARK 2.3. In the above proof, for convenience, we assumed w < 0, thatis, A(t) is
invertible. Actually, this assumption can be removed. Indeed, if family {A(t)} satisfies
the hyperbolic condition and if A € L(D, E), then by the identity

0 A\ (I -ARAAM))) (O 0 I AR(AA(1)) 2.9
0o am) = \o I 0o am-a)lo I 9)

for a A > w, we see that (J Af‘t)) is stable by the same argument.

We now consider the inhomogeneous equation (1.1). To this end, we recall that in
[7] we considered the first-order inhomogeneous equation

u'(t)=Au@®)+ft), 0<t=<T, u(0)=xo, (2.10)
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for a hyperbolic family {A(t)} and f € WL (R,,E). We showed that the family
e (®}ozeer == {(*" 229 ) |, ., With D(sh(D)) := D x WVI(R.,E) satisties the hy-
perbolic condition. Moreover, the first component of the solution of the problem

W (t) = sA)Ut), 0<t=<T, ou(O):(’}o), 2.11)

is the solution of (2.10). By combining this result and Lemma 2.1 we have the following.

THEOREM 2.4. Suppose that the assumptions of Theorem 2.2 are satisfied. Then
(1.1) has a unique solution for every f € WhI(R,,E) and x; € D, (i = 0,1), satisfying
(B(0)xo+A(0)x1 +£(0)) € D.

PROOF. On EXE xL'(R,,E) we consider the equation

’

v v v Aug
wl| @)=6t)|w|), 0<t=<T, w(l0)=| u |, (2.12)
b b b S
where
0 A 0
@)= | BOAT AD (;0 : (2.13)
0 0 Ix

and D(6(t)):=ExD xWL1(R,,E).

We write 6(t) = (0, s ) with sdo1=(A,0),B(t) == (B2 ), and st () := (A %9, ).

From the above consideration, the family {#(t)} satisfies the hyperbolic condi-
tion. As in Theorem 2.2, and in view of Remark 2.3, we conclude that {€(t)} is stable
and thus satisfies the hyperbolic condition. Therefore, by Tanaka’s theorem, problem
(2.12) has a unique solution for every initial value ¥ (0) := (Axg,x1,f)T(0) € D :=
ExDxWULL(R,,E), such that €(0)¥(0) € 9, or in other words, (B(0)xo + A(0)x1 +
f(0)) € D.

Let V(1) := (v(t),w(t),¢(t))T be a solution of (2.12). Obviously ¢(t) = T, (t)f,
where T, (t) f(0) := f(t +0). We now define a function u by

t
u(t) := Jow(r)dr+x0. (2.14)

Then, with the same procedure as in Theorem 2.2, we have that u(-) is twice contin-
uously differentiable, v (t) = Au(t), u'(t) = w(t), and

u’(t) =w'(t) = BM)A T (0)v(t) + A()w(t) + P (t)(0)

/ (2.15)
=AU () +B(O)ult) + f(¢).

Moreover, u(0) = xo and u’'(0) = w(0) = x;. Therefore, u(t) is a solution of (1.1).
The uniqueness of this solution follows from the uniqueness of the solution of the
homogeneous equation and the theorem is proved. O
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3. The undamped second-order equations. This section is devoted to second-
order differential equations in which B(t) is more unbounded than A(t). We start
with the following problem:

u’(t)=Bt)u(t)+f(t) 0<t=<T, u(0)=x9 u(0)=x, (3.1)
and carry out the substitution:
Vo:i=1U, vii=u'. (3.2)

Then we can rewrite (3.1) in matrix form as

vo) (0 I\ (vo(®) 0 vo(0)) (0
= + , 0<t<T, = , 3.3
(vl(t)) (B(t) 0) (m(t)) (f(t)> =t= <v1<o>) (:q) 3-3)
on E?. To investigate the Cauchy problem (3.3), we make the following assumptions
to B(t).

ASSUMPTION 3.1. (Al) For eacht € [0, T], there exists a linear operator C(t) :E — E
such that B(t) = C2(t) with D(C'(t)) = D;, i = 1,2, independent of t.

(A2) {C(t)}o<t<T and {—C(t)}o<t<T With D(C(t)) = D; are stable families.

(A3) The map t — Ci(t)x is continuously differentiable for every x € D; andi=1,2.

Without loss of generality, we assume w < 0, where (M, w) are the stability con-
stants of the family {C(f)}o<t<r. On the subsets D; and D, of E, we establish the
following norms

Ixllip,:=|C(0)x|| forxe€Di,  lxlipy:=|C?(0)x|| forxeD,.  (3.4)

Then it is easy to see that ([D1],1l- lip,1) and ([D2], 1 - ll{p,) are Banach spaces. More-
over, C(t) and C2(t) are bounded operators from [D;] and [D,] to E, respectively,
for every t € [0, T]. From the above assumptions, we obtain some information.

LEMMA 3.2. (i) Each %(t), where

0 1
RB(t) := (B(t) 0) (3.5)
with D (6(t)) := D, x D1 on the Banach space [D1] X E is similar to the operator
(0 C(t)
G(t) := (C(t) 0 ) (3.6)

with D((@(t)) =D XD on E2.
(i) Let Q := (1/v2)(} ) and Q' := (1/v/2) (1} I) on E%. Then

0 Cw\ . (ct 0 a
(C(t) 0)_Q<0 —C(t))Q G-

with the same domain.
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PROOF. (ii) is trivial and (i) follows from the identity

0 C(t) B C(t) O 0 1 ci)t o (3.8)
C(t) 0 B 0 1 C3(t) 0 0 1)’ ’
where (€{"9) are isomorphisms from [D;] X E to E?. O

Now we prove the main results of this section.

THEOREM 3.3. Let the operators B(t) satisfy Assumption 3.1. Then the second-order
Cauchy problem (3.1) has a unique solution with u(t) € D>, u'(t) € D> in [D;]-norm
and u' (t) € Dy for every initial value (1(0),u’(0))T = (xo,x1)T € Do xD; and f €
WL1(R,,E) such that B(0)xy+ f(0) € Dy and x, € D» in [D,]-norm.

PrROOF. Consider the family {%B(t)}o<t<r in problem (3.3). As {B(t)} is strongly
continuously differentiable, so is {%B(t)}. We now show that {®B(t) }o<;<7 is stable.

By assumption, {C(t)}, and {-C(t)} are stable families, and so is the family
1S _&e)) - By Lemma 3.2(ii), the family | (.0, i)} is stable since it is similar to a
stable family. Now, using Lemmas 1.4 and 3.2(i), for which we notice that the families
{ ( cn ?) } and { ( C7(1)“) (I)) } are strongly continuously differentiable by assumption, we
see that the family {B(t)} is stable and therefore satisfies the hyperbolic condition.
By Tanaka’s theorem, equation (3.3) has a unique solution for each (xg,x1)T € D, xD;
and f € WLH(R,,E) such that B(0)xo + f(0) € D; and x; € D> in [D; ]-norm.

Let V() = (vo,v1)T be a solution of (3.3). Then we have vy (t) = v, (t) in [D;] and
v1(t) = B(t)vo + f(t) in E. Since the norm in [D;] is finer than the norm of E, the
above equations also hold in E. This implies vo(t) € D», v1(t) € D1, t — vo(t) is twice
continuously differentiable and v (t) = B(t)vo(t) + f(t) for t € [0, T]. That means
that vg is a solution of the second-order Cauchy problem (3.1).

To prove the uniqueness of the solution of (3.1), we again apply Tanaka’s theorem.
We first assume that f = 0. On D> x D1, the closure of D» x D7 on Banach space [D;]xE,
we consider the evolution family {V'(t,s)}o<s<t<7 generated by {€(t)}, where

Vi1(t,s) V1,2(t,3))

Var(t,s) Vaa(t,s) (3.9)

V(t,s) = (

Then we have Vi ,(t,t) =1 on [D;] and Vi2(t,t) = 0. Moreover, by [3, Lemma 4],
V1,1(t,s) is bounded in E. From the identity

%V(t,T)%zﬂ/(t,T)%(T)% (3.10)
for W e D(T):={(u1,u2)T € D> xDy, B(T)(u1,u>)T € D xD;}, we obtain
ai_rvl,l(t,'r)ul =-Vi2(, T)B(T)uq (3.11)
for u; € D> and B(T)x; € D1, and
%Vl,z(t,T)uz =-Vi1(t, 7wy (3.12)

for u, € D in [D; ]-norm.
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Now let u be a solution of (3.1), then u(t) € D>, B(T)u(t) = u' (1) € D1, and
u' (1) € D> in [D;]-norm for T € [0, T]. From the above equations it follows that

%[vl,l(t;T)u(T)] = —Vi2(t, T)B(T)u(t) + Vi1 (£, T)u’ (1),

a%[vl,zu,ﬂu'm] = Vi (1w (1) + Vi (t, T)u' (1) (3.13)
=-Vi1(t,D)u' (1) + V120, T)B(T)U(T).

Adding these equations, we obtain

a 4
afT[Vlll(t,T)u(T)] + it [Vl,z(t,T)’u (T)] =0. (3.14)
Integrating both sides from 0 to t, we have
u(t) = V1,1(t,0)X0+V1,2(t,0)X1. (3.15)

Thus, u is uniquely determined by x¢ and x;. The uniqueness of the solutions for in-
homogenous Cauchy problem follows from that of the solutions for the homogenous
one, and the theorem is proved. O

COROLLARY 3.4. For the complete second-order Cauchy problem
u’ () =AW ) +BOu)+f(t), 0<t<T, uP)=x; i=0,1, (3.16)

we assume that the operators B(t) satisfy Assumption 3.1 and that {A(t)}o<t<T IS a
family of bounded operators such that t — A(t)x is continuously differentiable for
all x € D,. Then the second-order Cauchy problem (3.16) has a unique solution with
u(t) € Do, u' (t) € D> in[D1], and w” (t) € Dy for every initial value (1(0),u’'(0))T =
(x0,x1)T € Do xD; and f € WHL(R,,E) satisfying B(0)xo + A(0)x; + f£(0) € Dy and
x1 € D, in [Dy]-norm.

PROOF. On the Banach space [D;] X E, we consider the initial value problem
V() =B (OV(E)+F({), 0<t=<T, V(s)=(x0,x1)", (3.17)

where V' (£) := (vo(t),v1 ()T, F(t) := (0, f(t))T, and

0 I
B (t) := (B(t) A(U) (3.18)
with D (%(t)) := D, x D;. We can write 3B (t) as
0 I 0 0
By (t) = (B(t) 0>+<0 A(t)) =RB(t) +A(t), (3.19)

that is, the sum of %(t) and a bounded operator «(t). Applying Lemma 1.3 and
Theorem 3.3, we see that {9, (t)} is stable and thus satisfies the hyperbolic condi-
tion. As in the proof of Theorem 3.3, the first component of the solution of (3.17) is a
solution of the second-order Cauchy problem (3.16). O
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REMARK 3.5. As in the proof of Theorem 3.3 we show that in the inhomogenous
case, the solution of (3.1) and (3.16) has the form

t
u(t) =via(t,s)xo+Vip(t,s)x +J Vlyz(t,T)f(T)dT. (3.20)

REMARK 3.6. If D; is dense in E, then D> is dense in [D; ]. Therefore, in Theorem 3.3
and Corollary 3.4, we can drop all compatibility conditions.

APPLICATIONS. (1) We first consider the autonomous second-order Cauchy prob-
lem
u’(t)=Bu(t)+f(t), t=0, u(0)=x9, u(0)=x. (3.21)

By Theorem 3.3, if B = C?, such that C is the generator of a Cy-group, or, equivalently,
if B is the generator of a cosinus family, then (3.21) has a unique solution for every
initial value (xo,x1)T € D(C?)xD(C). This is a classical result on the “wellposedness”
of second-order Cauchy problems (see [1]).

(2) We are now concerned with the second-order Volterra integrodifferential equa-
tion

t
u”(t):B(t)u(t)+J0C(t,s)u(s)ds+f(t), O0<t=<T, uD0) =x;, i=0,1. (3.22)

The autonomous version of (3.22) was studied by Oka [9] for B(t) = B and C(t,s) =
C(t — s). For the first-order Volterra integrodifferential equations, Oka and Tanaka
[10] showed that under the conditions

(A) the family {B(t)}o<t<7 satisfies the hyperbolic condition with constant domain
D, which is not necessarily dense in E,

(B) {C(t,s)}o<s<t<T is a family of bounded linear operators from D to E such that
for every y € D, C(t,s)yy is continuous on the set A:= {(t,s):0<s <t <T}
and continuously differentiable with respect to t, then the Volterra integrodif-
ferential equation

t
u' (t) = B(t)u(t) +J0 C(t,s)u(s)ds+ f(t), 0<t<T, u(0)=xg (3.23)

has a unique solution for every initial value xo € D and f € WL (R, E), such
that B(0)xg + f(0) € D.
Combining this and our result, we obtain the existence and uniqueness of the solu-
tions of (3.22). More precisely, we have the following theorem.

THEOREM 3.7. Consider the nonautonomous second-order Volterra integrodiffer-
ential equation (3.22), where the families {B(t)}o<¢<t and {C(t,s)}o<s<t<T have the
properties

(i) the family {B(t)} satisfies Assumption 3.1,

(i) {C(t,s)} is a family of bounded linear operators from [D,] to E such that for
every y € D2, C(t,s)y is continuous on the set A := {(t,s):0<s <t <T} and
continuously differentiable with respect to t.

Then (3.22) has a unique solution for every initial value (xo,x1)T € D> x D1 and
every inhomogenous term f € W1 (R, E) satisfying B(0)xo+ f(0) € Dy and x, € D>
in [Dl]
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PROOF. On the basis of our substitution, we convert our second-order problem
into a first-order system on [D;] X E as follows:

t
W (t) = B()U(E) +J0‘€(t,s)%(s)ds +F(t), 0<t<T, wU0)= (xo,xl)T (3.24)

on [D;]xE, where U := (u,u’)T, F:= (0, f)T, B(t) as defined in (3.5) and

0 0
G(t,s):= (C(t,s) 0). (3.25)

We can now check that the families {%B(t)} and {6(t,s)}o<s<t<7 Satisfy the conditions
(A) and (B). Using the result of Oka and Tanaka, we obtain the existence and uniqueness
of the solutions of (3.24) and then those of (3.22). O
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