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Abstract
The primary purpose of this paper is to introduce the concept of random

n-normed linear space as a generalization of n-normed space which introduce
by Gunawan and Mashadi [4] and random 2-normed space which introduce by
Ioan Golȩt [6].
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1 Introduction and Preliminaries

In [2] and [3], S. Gähler introduced an attractive theory of 2-norm and n-norm
on a linear space, since these were studied in many papers [7] and [1].
In [4] H. Gunawan and M. Mashadi gave a simple way to derive an (n-1)-

norm from the n-norm and realized that any n-normed space is an (n-1)-normed
space.
In [9]., K. Menger introduced the notion of probabilistic metric spaces. The

idea of K. Menger was to use distribution function instead of non negative real
numbers as values of the metric. The concept of random normed spaces were
introduced by Serstnev [10] and [8]. We begin with some basic definitions.

Definition 1.1. [2]. LetX be a real linear space of dimension greater than
1 and let k•, •kbe a real valued function on X × X satisfying the following
conditions:
(1) kx, yk = 0 if and only if x and y are linearly dependent,
(2) kx, yk = ky, xk,
(3) kαx, yk ≤ |α| kx, yk, where α ∈ R,
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(4) kx, y + zk ≤ kx, yk+ kx, zk,
k•, •k is called a 2-norm on X and the pair (X, k•, •k) is called a 2-normed

linear space.

Definition 1.2.[4]. Let n ∈ N (natural numbers) and X be a real vector
space of dimension d ≥ n. A real valued function k•, •, ..., •k on X × ...×X| {z }

n

=

Xn, satisfying the following properties:
(1) kx1, x2, ..., xnk = 0 if and only if x1, x2, ..., xn are linearly dependent,
(2) kx1, x2, ..., xnk is invariant under any permutation of x1, x2, ..., xn,
(3) kx1, x2, ..., αxnk = |α| kx1, x2, ..., xnk, where α ∈ R (set of real num-

bers),
(4) kx1, x2, ..., xn−1, y + zk ≤ kx1, x2, ..., xn−1, yk+ kx1, x2, ..., xn−1, zk,
k•, •, ..., •k is called an n-norm on X and the pair (X, k•, •, ..., •k) is called

an n-normed linear space.

Definition 1.3.[11]. A distance distribution function (briefly, a d.d.f.), is
a function F defined from extended interval [0,+∞] into the unit interval I =
[0, 1], that is non decreasing, left continuous on (0,+∞) such that F (0) = 0
and F (+∞) = 1.
The family of all d.d.f.’s will be denoted by ∆+ We denote

D+ =
n
F ∈ ∆+\ lim

x→∞
F (x) = 1

o
.

By setting F ≤ G whenever F (x) ≤ G (x) , ∀x ∈ R+, one introduces a
natural ordering in D+. If a ∈ R+, then εa will be an element of D+, defined
by εa (t) = 0 if t ≤ a and εa (t) = 1 if t > a. It is obvious that εa ≥ F if t > a
for all F ∈ D+. The set D+ will endowed with the natural topology defined
by the modified Lĕvy metric dL[11].
A t-norm T is a two place function T : I ×I −→ I which is associative,

commutative, non decreasing in each place and such that T (a, 1) = a, for all
a ∈ [0, 1]. [11].

Definition 1.4. [6]. Let L be a linear space of dimension greater than
one, T a triangle function, and let v be a mapping from L×L into D+. If the
following conditions are satisfied:
(P2−N1) vx,y = ε0 if x and y are linearly dependent,
(P2−N2) vx,y 6= ε0 if x and y are linearly independent,
(P2−N3) vx,y = vy,x, for every x and y in L,

(P2−N4) vαx,y (t) = vy,x
³

t
|α|

´
, for every t > 0, α 6= 0 and x, y ∈ L,

(P2−N5) vx+y,z ≥ T (vx,z, vy,z), whenever x, y, z ∈ L,
then v is called a random 2-norm on L and (L, v, T ) is called a random

2-normed space.
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2 Random n-normed space

By generalizing Definition 1.2., we obtain a satisfactory notion of random n-
normed space as follows.

Definition 2.1. Let L be a linear space of a dimension greater than
one over a real field. T a triangle function and let v be a mapping from
L× L× ...× L| {z }

n

×R(R, set of real numbers) intoD+. If the following conditions

are satisfied:
(R− n−N1) v(x1,x2,...,xn) = ε0 ⇔ x1, x2, ..., xn are linearly dependent,
(R− n−N2) v(x1,x2,...,xn) is invariant under any permutation of x1, x2, ..., xn,

(R− n−N3) v(x1,x2,...,αxn) (t) = v(x1,x2,...,xn)

³
t
|α|

´
, for every t > 0, α 6= 0,

α ∈ R,
(R− n−N4) v(x1,x2,...,xn+x0n) ≥ T

¡
v(x1,x2,...,xn), v(x1,x2,...,x0n)

¢
,

then (L, v, T ) is called a random n-normed linear space (briefly R-n-NLS).

Remark 2.2. From (R− n−N3), it follows that in an R-n-NLS and
(R− n−N4) for all t, s ∈ R with t > 0

v(x1,x2,...,αxi,...,xn) (t) = v(x1,x2,...,xi,...,xn)

³
t
|α|

´
, if α 6= 0,

v(x1,x2,...,xi+x0i,...,xn)
(s+ t) ≥ T

³
v(x1,x2,...,xi,...,xn) (s) , v(x1,x2,...,x0i,...,xn)

(t)
´
.

The following example agrees with our notion of R-n-NLS.

Example 2.3. Let (L, k•, •, ., ., •k) be an n-normed space. Defined
v(x1,x2,...,xn) (t) =

½
0, when t ≤ kx1, x2, ..., xnk ,
1, when kx1, x2, ..., xnk < t.

Then (L, v, T = min) is an R-n-LNS.

Proof: (R− n−N1) For all t ∈ R,
v(x1,x2,...,xn) (t) = ε0⇔ kx1, x2, ..., xnk < t⇔ kx1, x2, ..., xnk = 0⇔ x1, x2, ..., xn

are linearly dependent.

(R− n−N2) As kx1, x2, ..., xnk is invariant under any permutation of
x1, x2, ..., xn, it follow that v(x1,x2,...,xn) is invariant under any permutation of
x1, x2, ..., xn.

(R− n−N3) For all t ∈ R with t > 0 and α ∈ R\ {0}
v(x1,x2,...,αxn) (t) = 0⇔ t ≤ kx1, x2, ..., αxnk⇔ t

|α| ≤ kx1, x2, ..., xnk
⇔ v(x1,x2,...,xn)

³
t
|α|

´
= 0,and
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v(x1,x2,...,αxn) (t) = 1⇔ kx1, x2, ..., αxnk < t
⇔ |α| kx1, x2, ..., xnk < t⇔ kx1, x2, ..., xnk < t

|α|

⇔ v(x1,x2,...,xn)

³
t
|α|

´
= 1.

Thus v(x1,x2,...,αxn) (t) = v(x1,x2,...,xn)

³
t
|α|

´
.

(R− n−N4) For all s, t ∈ R
v(x1,x2,...,xn+x0n) (s+ t) = 0⇔ s+ t ≤ kx1, x2, ..., xn + x0nk

≤ kx1, x2, ..., xnk+ kx1, x2, ..., x0nk .
If kx1, x2, ..., xnk < S then kx1, x2, ..., xnk ≮ t . That is , if v(x1,x2,...,xn) (s) =

1 then v(x1,x2,...,x0n) (t) = 0.
Thus v(x1,x2,...,xn+x0n) (s+ t) = 0 ⇒ min

¡
v(x1,x2,...,xn) (s) , v(x1,x2,...,x0n) (t)

¢
=

0,
Similarly, v(x1,x2,...,xn+x0n) (s+ t) ≥ min

¡
v(x1,x2,...,xn) (s) , v(x1,x2,...,x0n) (t)

¢
.

Example 2.4. Let (L, k., ., ., ., .k) be an n-normed space as in Def 2.2.
Defined

v(x1,x2,...,xn) (t) =

½
0, when t ≤ 0,

t
t+kx1,x2,...,xnk , when t > 0.

Then (L, v, T = min) is a R-n-LNS.

Proof: (R− n−N1) For all t ∈ R,with t > 0.

v(x1,x2,...,xn) (t) = ε0 ⇔
t

t+ kx1, x2, ..., xnk
= 1

⇔ t = t+ kx1, x2, ..., xnk⇔ kx1, x2, ..., xnk = 0
⇔ x1, x2, ..., xn are linearly dependent.

(R − n − N2) As kx1, x2, ..., xnk is invariant under any permutation of
x1, x2, ..., xn,

v(x1,x2,...,xn) (t) = ε0 ⇔
t

t+ kx1, x2, ..., xnk
=

t

t+ kx1, x2, ..., xn, xn−1k
= v(x1,x2,...,xn,xn−1)(t) = ...

So that v(x1,x2,...,xn) is invariant under any permutation of x1, x2, ..., xn.

(R− n−N3) For all t ∈ R with t > 0 and α ∈ R\ {0}
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v(x1,x2,...,xn)

µ
t

|α|

¶
=

t
|α|

t
|α| + kx1, x2, ..., xnk

=

t
|α|

t+|α|kx1,x2,...,xnk
|α|

=
t

t+ |α| kx1, x2, ..., αxnk

=
t

t+ kx1, x2, ..., αxnk
= v(x1,x2,...,αxn) (t) .

Thus v(x1,x2,...,αxn) (t) = v(x1,x2,...,xn)

³
t
|α|

´
.

(R− n−N4) For all s, t ∈ R,
If s+ t < 0, s = t = 0, and s+ t > 0; (s > 0, t < 0 or s < 0, t > 0), then

v(x1,x2,...,xn+x0n) (s+ t) ≥Min
¡
v(x1,x2,...,xn) (s) , v(x1,x2,...,x0n) (t)

¢
.

If s > 0, t > 0, s+ t > then assume that

v(x1,x2,...,x0n) (t) ≤ v(x1,x2,...,xn) (s)⇒
t

t+ kx1, x2, ..., x0nk
≤ s

s+ kx1, x2, ..., xnk
⇒ t (s+ kx1, x2, ..., xnk) ≤ s (t+ kx1, x2, ..., x0nk)
⇒ t kx1, x2, ..., xnk ≤ s kx1, x2, ..., x0nk
⇒ kx1, x2, ..., xnk ≤

s

t
kx1, x2, ..., x0nk

Therefore,

kx1, x2, ..., xnk+ kx1, x2, ..., x0nk ≤
s

t
kx1, x2, ..., x0nk+ kx1, x2, ..., x0nk

≤
³s
t
+ 1
´
kx1, x2, ..., x0nk

=

µ
s+ t

t

¶
kx1, x2, ..., x0nk .

But,

kx1, x2, ..., xn + x0nk ≤ kx1, x2, ..., xnk+ kx1, x2, ..., x0nk

≤
µ
s+ t

t

¶
kx1, x2, ..., x0nk

Then,
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1 +
kx1, x2, ..., xn + x0nk

s+ t
≤ 1 + kx1, x2, ..., x

0
nk

t

⇒ s+ t

s+ t+ kx1, x2, ..., xn + x0nk
≤ t

t+ kx1, x2, ..., x0nk
⇒ v(x1,x2,...,xn+x0n) (s+ t) ≥Min

¡
v(x1,x2,...,xn) (s) , v(x1,x2,...,x0n) (t)

¢
.

3 Open Problem

It can be easily to introduce the notions of convergent sequence, Cauchy se-
quence, completeness, and bounded sets in random n-normed linear space.
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[5] I. Golȩt, On probabilistic 2-normed spaces. Novi Sad J. Math. 35 (2005),
95-102.
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