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#### Abstract

Let $b \geq 2$ be an integer and $w_{b}(n)$ be the sum of digits of the nonnegative integer $n$ written in hereditary base $b$ notation. We give optimal upper bounds for the exponential sum $\sum_{n=0}^{N-1} \exp \left(2 \pi i w_{b}(n) t\right)$, where $t$ is a real number. In particular, our results imply that for each positive integer $m$ the sequence $\left\{w_{b}(n)\right\}_{n=0}^{\infty}$ is uniformly distributed modulo $m$; and that for each irrational real $\alpha$ the sequence $\left\{w_{b}(n) \alpha\right\}_{n=1}^{\infty}$ is uniformly distributed modulo 1.


## 1. Introduction

Let $b \geq 2$ be an integer. Exponential sums involving $s_{b}(\cdot)$, the base $b$ sum of digits function, has been studied extensively [3] [12] [6] [1], primarily in relation to problems of uniform distribution. Similar exponential sums have been also investigated with respect to alternative digital expansions. For example, digital expansions arising from linear recurrences [5] [9], complex base number systems [10] [2] and number systems for number fields [14] [11]. We study the exponential sum

$$
S_{b}(t, N):=\sum_{n=0}^{N-1}\left(w_{b}(n) t\right)
$$

where $N$ is a positive integer, $t \in \mathbb{R} \backslash \mathbb{Z}$ and $w_{b}(n)$ is the sum of digits of $n$ written in hereditary base $b$ notation.

The hereditary base $b$ notation of a nonnegative integer $n$ is obtained as follows: write $n$ in base $b$, then write all the exponents in base $b$, etc. until there appear only the numbers $0,1, \ldots, b$. For example, the hereditary base 3 notation of 4384 is

$$
1 \cdot 3^{0}+1 \cdot 3^{2 \cdot 3^{0}}+2 \cdot 3^{1 \cdot 3^{0}+2 \cdot 3^{1 \cdot 3^{0}}}
$$

The hereditary base $b$ notation was used to define Goodstein sequences and prove the related Goodstein theorem [4], which can be considered the first simple example of a statement, true in ZFC set theory, that is unprovable in Peano arithmetic [7].

So we define $w_{b}(n)$ as the sum of digits of $n$ written in hereditary base $b$ notation, to continue the example:

$$
w_{3}(4384)=1+1+2+2+1+2+1=10
$$

More precisely, the function $w_{b}(\cdot)$ can be defined recursively as follows:

$$
\begin{aligned}
& w_{b}(0):=0 \\
& w_{b}(n):=\sum_{j=1}^{u}\left(w_{b}\left(k_{j}\right)+a_{j}\right) \quad \text { for } n=\sum_{j=1}^{u} a_{j} b^{k_{j}}
\end{aligned}
$$

where $u \geq 1,0 \leq k_{1}<\ldots<k_{u}$ are integers and $a_{1}, \ldots, a_{u} \in\{1,2, \ldots, b-1\}$.
We give upper bounds for $S_{b}(t, N)$, distinguishing between rational and irrational $t$.
Theorem 1.1. Let $t=\ell / m$, with $1 \leq|\ell|<m$ relatively prime integers.
(i). If $m \mid b$ then $S_{b}(t, N)=\left(w_{b}(N)\right) P_{b}(t, N)$ for $N \geq 1$, where $P_{b}(t, \cdot)$ is a periodic function of period $b$.
(ii). If $m$ is even and $m \mid(b-2)$, then $S_{b}(t, N)=\left(w_{b}(N)\right) Q_{b}(t, N)$ for $N \geq 1$, where $Q_{b}(t, \cdot)$ is a periodic function of period $b^{k^{\prime}+1}$ and $k^{\prime}$ is the least nonnegative integer such that $2\left(w_{b}\left(k^{\prime}\right)+1\right) / m$ is an odd integer.
(iii). If $m \mid(b-1)$ then $S_{b}(t, N)=O_{b}(\log N)$ for $N>1$.
(iv). If we are not in cases (i), (ii) or (iii), then for $\varepsilon>0$ it results

$$
S_{b}(t, N)=O_{b, t, \varepsilon}\left(N^{C_{b, t}+\varepsilon}\right)
$$

for $N \geq 1$, where the constant

$$
\left.C_{b, t}:=\frac{1}{m} \log _{b}\left|1-(-1)^{m+b \ell}\left(\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right)^{m}\right| \in\right] 0,1[
$$

is the best possible.
Theorem 1.2. If $b \geq 3$ and $t$ is irrational, then for $\varepsilon>0$ it results

$$
S_{b}(t, N)=O_{b, t, \varepsilon}\left(N^{C_{b, t}+\varepsilon}\right)
$$

for $N \geq 1$, where the constant

$$
C_{b, t}:=\max \left(0, \log _{b}\left|\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right|\right) \in[0,1[
$$

is the best possible.

Unfortunately, in the case in which $b=2$ and $t$ is irrational, we have not been able to prove an upper bound for $S_{b}(t, N)$ similar to that of Theorem 1.2. We explain later why our arguments are not enough for that. However, for $b \geq 2$ and $t \in \mathbb{R} \backslash \mathbb{Z}$ we have at least the crude upper bound $S_{b}(t, N)=o(N)$ as $N \rightarrow \infty$ (see Lemma 2.4). Therefore, we obtain the following corollaries (see [8, Chap. 1, Theorem 2.1] and [8, Chap. 5, Corollary 1.1]).

Corollary 1.1. For each positive integer $m$, the sequence $\left\{w_{b}(n)\right\}_{n=0}^{\infty}$ is uniformly distributed modulo m, i.e.,

$$
\lim _{x \rightarrow \infty} \frac{\#\left\{n \leq x: w_{b}(n) \equiv r \bmod m\right\}}{x}=\frac{1}{m} \quad \text { for all } r=1,2, \ldots, m
$$

Corollary 1.2. For each irrational real $\alpha$, the sequence $\left\{w_{b}(n) \alpha\right\}_{n=0}^{\infty}$ is uniformly distributed modulo 1, i.e.,

$$
\lim _{x \rightarrow \infty} \frac{\#\left\{n \leq x:\left(w_{b}(n) \alpha \bmod 1\right) \in[a, b]\right\}}{x}=b-a \quad \text { for all } 0 \leq a \leq b \leq 1
$$

### 1.1. Notations

Through the paper, we reserve the variables $\ell, m, n, M, N, u, h, r, k$ and $k_{j}$ for integers. We use the Bachmann-Landau symbols $O$ and $o$, as well as the Vinogradov symbols $\ll$ and $\gg$, with their usual meanings. We write $\mathcal{D}_{b}:=\{1,2, \ldots, b-1\}$ for the set of nonzero base $b$ digits and $(x):=e^{2 \pi i x}$ for the standard additive character. We adopt the usual convention that empty sums and empty products, e.g. $\sum_{n=x}^{y}$ and $\prod_{n=x}^{y}$ with $x>y$, have values 0 and 1 , respectively.

## 2. Preliminaries to Proofs of Theorem 1.1 and 1.2

Proposition 2.1. If $k \geq 0, a \in \mathcal{D}_{b}$ and $0 \leq n<b^{k}$, then

$$
w_{b}\left(a b^{k}+n\right)=w_{b}(k)+w_{b}(n)+a
$$

Proof. It is a straightforward consequence of the definition of $w_{b}(\cdot)$.
Proposition 2.2. If $k \geq 0, a \in \mathcal{D}_{b}$ and $0<N \leq b^{k}$, then

$$
S_{b}\left(t, a b^{k}+N\right)=S_{b}\left(t, a b^{k}\right)+\left(\left(w_{b}(k)+a\right) t\right) S_{b}(t, N)
$$

Proof. Consider that

$$
\begin{aligned}
S_{b}\left(t, a b^{k}+N\right) & =S_{b}\left(t, a b^{k}\right)+\sum_{n=0}^{N-1}\left(w_{b}\left(a b^{k}+n\right) t\right) \\
& =S_{b}\left(t, a b^{k}\right)+\left(\left(w_{b}(k)+a\right) t\right) \sum_{n=0}^{N-1}\left(w_{b}(n) t\right) \\
& =S_{b}\left(t, a b^{k}\right)+\left(\left(w_{b}(k)+a\right) t\right) S_{b}(t, N),
\end{aligned}
$$

where we have applied Proposition 2.1.
For the next lemma, we define

$$
\begin{aligned}
E_{b}(t, a, \theta) & :=1+\left(\theta+\frac{1}{2} a t\right) \cdot \frac{\sin (\pi(a-1) t)}{\sin (\pi t)} \\
F_{b}(t, a, r) & :=E_{b}(t, a, r t) \\
f_{b}(t, a, h) & :=F_{b}\left(t, a, w_{b}(h)\right)
\end{aligned}
$$

for $a \in \mathcal{D}_{b}, \theta \in \mathbb{R}$ and $r, h \geq 0$.
Lemma 2.3. If $k \geq 0$ and $a \in \mathcal{D}_{b}$ then

$$
S_{b}\left(t, a b^{k}\right)=f_{b}(t, a, k) \prod_{h=0}^{k-1} f_{b}(t, b, h)
$$

Moreover, if $N=\sum_{j=1}^{u} a_{j} b^{k_{j}}$, where $u \geq 1, a_{1}, \ldots, a_{u} \in \mathcal{D}_{b}$ and $0 \leq k_{1}<\cdots<k_{u}$, then

$$
S_{b}(t, N)=\left(w_{b}(N) t\right) \sum_{j=1}^{u}\left(-\sum_{v=1}^{j}\left(w_{b}\left(k_{v}\right)+a_{v}\right) t\right) S_{b}\left(t, a_{j} b^{k_{j}}\right)
$$

Proof. By Proposition 2.2 (with $N=b^{k}$ ), we see that

$$
S_{b}\left(t,(a+1) b^{k}\right)=S_{b}\left(t, a b^{k}\right)+\left(\left(w_{b}(k)+a\right) t\right) S_{b}\left(t, b^{k}\right)
$$

As a consequence, by induction, we obtain

$$
\begin{aligned}
S_{b}\left(t,(a+1) b^{k}\right) & =\left(1+\sum_{j=1}^{a}\left(\left(w_{b}(k)+j\right) t\right)\right) S_{b}\left(t, b^{k}\right) \\
& =\left(1+\left(\left(w_{b}(k)+1\right) t\right) \cdot \frac{(a t)-1}{(t)-1}\right) S_{b}\left(t, b^{k}\right) \\
& =f_{b}(t, a+1, k) S_{b}\left(t, b^{k}\right)
\end{aligned}
$$

But $f_{b}(t, 1, k)=1$, so that $S_{b}\left(t, c b^{k}\right)=f_{b}(t, c, k) S_{b}\left(t, b^{k}\right)$ for each $c \in \mathcal{D}_{b} \cup\{b\}$. In particular, $S_{b}\left(t, b^{k+1}\right)=f_{b}(t, b, k) S_{b}\left(t, b^{k}\right)$ for $c=b$. Thus, since $S_{b}(t, 1)=1$, we find that

$$
S_{b}\left(t, a b^{k}\right)=f_{b}(t, a, k) S_{b}\left(t, b^{k}\right)=f_{b}(t, a, k) \prod_{h=0}^{k-1} f_{b}(t, b, h)
$$

and the first part of the claim is proved.
Now, from Proposition 2.2, we get that

$$
\begin{align*}
S_{b}(t, N+1) & =S_{b}\left(t, a_{u} b^{k_{u}}\right)+\left(\left(w_{b}\left(k_{u}\right)+a_{u}\right) t\right) S_{b}\left(t, N+1-a_{u} b^{k_{u}}\right)  \tag{1}\\
& =S_{b}\left(t, a_{u} b^{k_{u}}\right)+\left(\left(w_{b}\left(k_{u}\right)+a_{u}\right) t\right) S_{b}\left(t, a_{u-1} b^{k_{u-1}}\right)+\cdots \\
& =\sum_{j=1}^{u}\left(\prod_{v=j+1}^{u}\left(\left(w_{b}\left(k_{v}\right)+a_{v}\right) t\right)\right) S_{b}\left(t, a_{j} b^{k_{j}}\right)+\left(w_{b}(N) t\right) .
\end{align*}
$$

Subtracting $\left(w_{b}(N) t\right)$ from (1) and recalling that $w_{b}(N)=\sum_{j=1}^{u}\left(w_{b}\left(k_{j}\right)+a_{j}\right)$, the second part of the claim follows.

Lemma 2.4. $S_{b}(t, N)=o(N)$ as $N \rightarrow \infty$.
Proof. Let $a \in \mathcal{D}_{b}$ and $k \geq 0$. From Lemma 2.3, we know that

$$
\begin{equation*}
\frac{\left|S_{b}\left(t, a b^{k}\right)\right|}{a b^{k}}=\frac{\left|f_{b}(t, a, k)\right|}{a} \prod_{h=0}^{k-1} \frac{\left|f_{b}(t, b, h)\right|}{b} \tag{2}
\end{equation*}
$$

We claim that the right-hand side of (2) tends to 0 as $k \rightarrow \infty$. Observe that $\left|f_{b}(t, a, k)\right| \leq a$ and

$$
\begin{equation*}
\frac{\left|f_{b}(t, b, h)\right|}{b} \leq \frac{1}{b}\left(1+\left|\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right|\right) \leq 1 \tag{3}
\end{equation*}
$$

for all $h \geq 0$, so that the product in (2) is a nonincreasing function of $k$. If $b \geq 3$ then the last inequality in (3) is strict, so the claim follows. If $b=2$ then, for all $h \geq 0$,

$$
\frac{\left|f_{b}(t, b, h)\right|}{b}=\left|\cos \left(\pi\left(w_{b}(h)+1\right) t\right)\right|
$$

On the one hand, if $t$ is rational, then the sequence $\{|\cos (\pi r t)|\}_{r=1}^{\infty}$ is periodic and, since $t$ is not an integer, it has infinitely many terms less than 1 . On the other hand, if $t$ is irrational, then the sequence $\{|\cos (\pi r t)|\}_{r=1}^{\infty}$ is dense in $[0,1]$. In any case, there exists $\delta<1$ and an infinitude of positive integers $r$ such that $|\cos (\pi r t)| \leq \delta$. Since $w_{b}(\cdot)$ is surjective, we get that $\left|f_{b}(t, b, h)\right| / b<\delta$ for infinitely many $h \geq 0$, and the claim follows again.

At this point, we know that $\left|S_{b}\left(t, a b^{k}\right)\right| /\left(a b^{k}\right) \rightarrow 0$ as $k \rightarrow \infty$. Let

$$
L:=\limsup _{N \rightarrow \infty} \frac{\left|S_{b}(t, N)\right|}{N}
$$

so that $L \in[0,1]$. Put $a=a(N), k=k(N)$ and $M=M(N)$ as functions of $N \geq 1$ such that $N=a b^{k}+M$ and $0 \leq M<b^{k}$. Then by Proposition 2.2 and the above, we have

$$
\begin{aligned}
L & =\limsup _{N \rightarrow \infty} \frac{\left|S_{b}\left(t, a b^{k}+M\right)\right|}{a b^{k}+M} \\
& \leq \limsup _{N \rightarrow \infty} \frac{\left|S_{b}\left(t, a b^{k}\right)\right|}{a b^{k}+M}+\limsup _{N \rightarrow \infty} \frac{\left|S_{b}(t, M)\right|}{a b^{k}+M} \\
& \leq \limsup _{k \rightarrow \infty} \frac{\left|S_{b}\left(t, a b^{k}\right)\right|}{a b^{k}}+\frac{1}{2} \limsup _{M \rightarrow \infty} \frac{\left|S_{b}(t, M)\right|}{M} \\
& =0+\frac{1}{2} L
\end{aligned}
$$

so that $L=0$, as desired.
Proposition 2.5. We have $F_{b}(t, b, r)=0$ for some $r \in \mathbb{Z}$ if and only if $t=\ell / m$, where $\ell$ and $m \neq 0$ are relatively prime integers such that:
(a) $m \mid b$ and $m \mid r$; or
(b) $m$ is even, $m\left|(b-2), \frac{1}{2} m\right|(r+1)$ and $2(r+1) / m$ is odd.

Proof. If cases (a) or (b) hold, then we quickly deduce that $F_{b}(t, b, r)=0$. On the other hand, if $F_{b}(t, b, r)=0$ then necessarily $|\sin (\pi(b-1) t)|=|\sin (\pi t)|$, so that at least one of $b t$ and $(b-2) t$ is an integer. If $b t$ is an integer then $F_{b}(t, b, r)=$ $1-(r t)=0$, so also $r t$ is an integer. Hence, $t=\ell / m$ for some relatively prime integers $\ell$ and $m \neq 0$ such that $m \mid b$ and $m \mid r$, this is case (a). If $(b-2) t$ is an integer then $F_{b}(t, b, r)=1+((r+1) t)=0$, so that $(r+1) t=u+\frac{1}{2}$ for some integer $u$. Hence, $t=(2 u+1) /(2 r+2)=\ell / m$ for some relatively prime integers $\ell$ and $m \neq 0$ such that $m$ is even, $m \mid(b-2)$ and $2(r+1) / m$ is odd, this is case (b).

Proposition 2.6. If $t$ is irrational and $b \geq 3$ then $E_{b}(t, b, \theta) \neq 0$ for all $\theta \in \mathbb{R}$.
Proof. As in the proof of Proposition 2.5, if $E_{b}(t, b, \theta)=0$ then $|\sin (\pi(b-1) t)|=$ $|\sin (\pi t)|$, so that at least one of $b t$ and $(b-2) t$ is an integer, but this is impossible, since $t$ is irrational and $b \geq 3$.

## 3. Proof of Theorem 1.1

First, suppose that $k^{\prime \prime}$ is a nonnegative integer such that $f_{b}\left(t, b, k^{\prime \prime}\right)=0$. Then, by Lemma 2.3, we have that $S_{b}\left(t, a b^{k}\right)=0$ for all $a \in \mathcal{D}_{b}$ and $k>k^{\prime \prime}$. Moreover, again by Lemma 2.3, it results that $S_{b}(t, N)=\left(w_{b}(N) t\right) R_{b}(t, N)$ for any $N \geq 1$, where $R_{b}(t, \cdot)$ is a function depending only on $\left(N \bmod b^{k^{\prime \prime}+1}\right.$ ), so periodic of (not
necessarily minimal) period $b^{k^{\prime \prime}+1}$. Therefore, by Proposition 2.5, the claim follows in case (i), taking $k^{\prime \prime}=0$, and in case (ii), taking $k^{\prime \prime}=k^{\prime}$.

Now suppose we are in case (iii), i.e., $m \mid(b-1)$. Then $f_{b}(t, b, h)=1$ for all $h \geq 0$, so that from Lemma 2.3 we get $S_{b}\left(t, b^{k}\right)=1$ for all $k \geq 0$. Taking $N$ as in Lemma 2.3, we find that
$\left|S_{b}(t, N)\right| \leq \sum_{j=1}^{u}\left|S_{b}\left(t, a_{j} b^{k_{j}}\right)\right| \leq(b-1) \sum_{j=1}^{u}\left|S_{b}\left(t, b^{k_{j}}\right)\right|=(b-1) u \leq(b-1)\left(\log _{b} N+1\right)$.
Hence, $S_{b}(t, N)=O_{b}(\log N)$ for any $N>1$, as claimed.
Finally, suppose we are in case (iv). So by Proposition $2.5, f_{b}(t, b, h) \neq 0$ for all $h \geq 0$. Thus, Lemma 2.3 yields

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \frac{\log _{b}\left|S_{b}\left(t, b^{k}\right)\right|}{k} & =\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{b}\left|f_{b}(t, b, h)\right| \\
& =\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{b}\left|F_{b}\left(t, b, w_{b}(h)\right)\right|=\frac{1}{m} \sum_{r=1}^{m} \log _{b}\left|F_{b}(t, b, r)\right|
\end{aligned}
$$

where the last equality follows since, by Corollary 1.1, $\left\{w_{b}(n)\right\}_{n=1}^{\infty}$ is uniformly distributed modulo $m$ and $\log \left|F_{b}(t, b, \cdot)\right|$ is a function of period $m$. Observe that

$$
\prod_{r=1}^{m}|1+(r t) z|=\left|1-(-z)^{m}\right|
$$

for any complex number $z$, thus putting $z=\left(\frac{1}{2} b t\right) \sin (\pi(b-1) t) / \sin (\pi t)$ we have

$$
\frac{1}{m} \sum_{r=1}^{m} \log _{b}\left|F_{b}(t, b, r)\right|=\frac{1}{m} \log _{b}\left|1-(-1)^{m+b \ell}\left(\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right)^{m}\right|=C_{b, t}
$$

From here, we get

$$
\begin{equation*}
\left|S_{b}\left(t, b^{k}\right)\right|=\left(b^{k}\right)^{C_{b, t}+o(1)}, \tag{4}
\end{equation*}
$$

as $k \rightarrow \infty$. Therefore, if $\varepsilon>0$ then $S_{b}\left(t, b^{k}\right)<_{b, t, \varepsilon}\left(b^{k}\right)^{C_{b, t}+\varepsilon}$ for any $k \geq 0$, and taking $N$ as in Lemma 2.3 yields that

$$
\begin{aligned}
&\left|S_{b}(t, N)\right| \leq \sum_{j=1}^{u}\left|S_{b}\left(t, a_{j} b^{k_{j}}\right)\right| \leq(b-1) \sum_{j=1}^{u}\left|S_{b}\left(t, b^{k_{j}}\right)\right|<_{b, t, \varepsilon} \sum_{j=1}^{u}\left(b^{k_{j}}\right)^{C_{b, t}+\varepsilon} \\
& \ll b, t, \varepsilon \\
& \sum_{k=0}^{k_{u}}\left(b^{k}\right)^{C_{b, t}+\varepsilon}<_{b, t, \varepsilon}\left(b^{k_{u}}\right)^{C_{b, t}+\varepsilon} \leq N^{C_{b, t}+\varepsilon}
\end{aligned}
$$

for any $N \geq 1$, as claimed.

Now we prove that $\left.C_{b, t} \in\right] 0,1\left[\right.$. On the one hand, it must be $C_{b, t} \geq 0$, otherwise $S_{b}(t, N) \rightarrow 0$ as $N \rightarrow \infty$, which is absurd. If $C_{b, t}=0$ then, since $\sin (\pi(b-1) t) \neq 0$, it results

$$
2=(-1)^{m+b \ell}\left(\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right)^{m}=\left(-\frac{((b-1) t)-1}{(t)-1}\right)^{m}
$$

so that $\mathbb{Q}(\sqrt[m]{2})$ is a subfield of $\mathbb{Q}((t))$, but

$$
[\mathbb{Q}(\sqrt[m]{2}): \mathbb{Q}]=m>\phi(m)=[\mathbb{Q}((t)): \mathbb{Q}]
$$

where $\phi(\cdot)$ is the totient function, which is a contradiction, hence $C_{b, t}>0$. On the other hand, since $m \geq 2$, we see that

$$
C_{b, t} \leq \frac{1}{m} \log _{b}\left(1+\left|\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right|^{m}\right) \leq \frac{1}{m} \log _{b}\left(1+(b-1)^{m}\right)<1
$$

It remains only to prove that $C_{b, t}$ is the best constant possible for the bound obtained, i.e., that for any $C<C_{b, t}$ there exists $\varepsilon>0$ such that $S_{b}(t, N) \neq$ $O_{b, t, \varepsilon}\left(N^{C+\varepsilon}\right)$, as $N \rightarrow+\infty$. This is straightforward since if $\left.\varepsilon \in\right] 0, C_{b, t}-C[$ then from (4) we get

$$
\left|S_{b}\left(t, b^{k}\right)\right|=\left(b^{k}\right)^{C_{b, t}-C-\varepsilon+o(1)} \cdot\left(b^{k}\right)^{C+\varepsilon} \neq O_{b, t, \varepsilon}\left(\left(b^{k}\right)^{C+\varepsilon}\right),
$$

as $k \rightarrow \infty$, so a fortiori $S_{b}(t, N) \neq O_{b, t, \varepsilon}\left(N^{C+\varepsilon}\right)$. This completes the proof.

## 4. Proof of Theorem 1.2

Observe that, since $b \geq 3$ and $t$ is irrational, by Proposition 2.6 it follows that $\log _{b}\left|E_{b}(t, b, \cdot)\right|$ is a well-defined function. On the other hand, since $t$ is irrational, Proposition 2.5 shows that $f_{b}(t, b, h) \neq 0$ for all $h \geq 0$. Thus, by Lemma 2.3,

$$
\begin{align*}
\lim _{k \rightarrow \infty} \frac{\log _{b}\left|S_{b}\left(t, b^{k}\right)\right|}{k} & =\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{b}\left|f_{b}(t, b, h)\right|  \tag{5}\\
& =\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{b}\left|E_{b}\left(t, b, w_{b}(h) t\right)\right|=\int_{0}^{1} \log _{b}\left|E_{b}(t, b, \theta)\right| \mathrm{d} \theta
\end{align*}
$$

since $\log _{b}\left|E_{b}(t, b, \cdot)\right|$ is a continuous function of period 1 and, by Corollary 1.2 , the sequence $\left\{w_{b}(h) t\right\}_{h=0}^{\infty}$ is uniformly distributed modulo 1 (see [8, Chap. 1, Corollary 1.2]). Now, from Jensen's formula [13, Theorem 15.18], we know that

$$
\int_{0}^{1} \log |1+(\theta) A| \mathrm{d} \theta= \begin{cases}\log |A| & \text { if }|A|>1 \\ 0 & \text { if }|A| \leq 1\end{cases}
$$

for all complex number $A$. Putting $A=\left(\frac{1}{2} b t\right) \sin (\pi(b-1) t) / \sin (\pi t)$ we can evaluate the integral in (5) and get

$$
\int_{0}^{1} \log _{b}\left|E_{b}(t, b, \theta)\right| \mathrm{d} \theta=\max \left(0, \log _{b}\left|\frac{\sin (\pi(b-1) t)}{\sin (\pi t)}\right|\right)=C_{b, t}
$$

Hence, $S_{b}\left(t, b^{k}\right)=\left(b^{k}\right)^{C_{b, t}+o(1)}$ as $k \rightarrow \infty$. At this point, the claim follows by the same arguments used at the end of the proof of Theorem 1.1.

## 5. Concluding Remarks

It is perhaps interesting that, in the proof of Theorem 1.1 (respectively Theorem 1.2), we used a coarse upper bound on $S_{b}(t, N)$, namely Lemma 2.4, to get that $\left\{w_{b}(n)\right\}_{n=1}^{\infty}$ is uniformly distributed modulo $m$ (respectively $\left\{w_{b}(n) \alpha\right\}_{n=1}^{\infty}$ is uniformly distributed modulo 1), and then we used this result to get an improved upper bound on $S_{b}(t, N)$.

An open question is whether it is possible to get an upper bound, similar to that of Theorem 1.2, for $S_{2}(t, N)$ when $t$ is irrational. Note that we cannot use the same arguments as in the proof of Theorem 1.2, because Proposition 2.6 breaks down for $b=2$. Precisely, the function $\log _{2}\left|E_{2}(t, 2, \cdot)\right|=\log _{2}|1+(\cdot+t)|$ has singularities on $\mathbb{Z}+\left(\frac{1}{2}-t\right)$ and although the integral

$$
\int_{0}^{1} \log _{2}\left|E_{2}(t, 2, \theta)\right| \mathrm{d} \theta
$$

is finite (in fact, it is equal to zero), it is no longer true that

$$
\int_{0}^{1} \log _{2}\left|E_{2}(t, 2, \theta)\right| \mathrm{d} \theta=\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{2}\left|E_{2}\left(t, 2, \theta_{h}\right)\right|
$$

for any sequence $\left\{\theta_{h}\right\}_{h=0}^{\infty}$ which is uniformly distributed modulo 1 . For example, for all $h \geq 0$ not a power of 2 take $\theta_{h}:=\theta_{h}^{\prime}$, where $\left\{\theta_{h}^{\prime}\right\}_{h=0}^{\infty}$ is some sequence uniformly distributed modulo 1 ; and for all $n \geq 0$ take $\theta_{2^{n}}$ such that $\sum_{h=0}^{2^{n}} \log _{2}\left|E_{2}\left(t, 2, \theta_{h}\right)\right|<$ $-\left(2^{n}+1\right)$. We leave it to the reader to prove that then $\left\{\theta_{h}\right\}_{h=0}^{\infty}$ is uniformly distributed modulo 1 and

$$
\liminf _{k \rightarrow \infty} \frac{1}{k} \sum_{h=0}^{k-1} \log _{2}\left|E_{2}\left(t, 2, \theta_{h}\right)\right| \leq-1
$$
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