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Abstract
We investigate the transfinite game values arising in infinite chess, providing both
upper and lower bounds on the supremum of these values – the “omega one of

chess” – denoted by ωCh
1 in the context of finite positions only and by ω

Ch∼
1 in the

context of all positions, including those with infinitely many pieces. For lower

bounds to ω
Ch∼
1 , we present specific positions with transfinite game values of ω, ω2,

ω2 · k and ω3. By embedding trees into chess, we show that there is a computable
infinite chess position that is a win for white if the players are required to play
according to a deterministic computable strategy, but which is a draw without that
restriction. Finally, we prove that every countable ordinal arises as the game value
of a position in infinite three-dimensional chess, and consequently the omega one of

infinite three-dimensional chess is as large as it can be, namely, ω
Ch3∼
1 = ω1.

In infinite chess – chess played on an infinite chessboard – the familiar chess pieces
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PSC-CUNY grant 64732-00-42 and Simons Foundation grant 209252. The second author wishes
to thank Horatio M. Hamkins for assistance with chess analysis. The authors are grateful for a key
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finity Workshops at the National University of Singapore in August, 2011 and for helpful remarks of
the anonymous referee, including especially a simplification in the position of Figure 3. Commen-
tary concerning this paper can be made at http://jdh.hamkins.org/game-values-in-infinite-chess,
where animations of some of the positions can also be found.
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move about on an expansive edgeless plane tiled with black and white squares in
the usual chessboard pattern, stretching indefinitely in all four directions. Each
player aspires to place the opponent’s king into checkmate. There is no standard
starting position, but rather one investigates the nature of the game beginning
from a specified initial position, not necessarily finite. Since checkmates, when
they occur, do so after finitely many moves, chess is what is known technically as
an open game and consequently is subject to the game-theoretic analysis of open
games using ordinal game values. In particular, the winning positions in infinite
chess are exactly those having an ordinal game value, and the winning strategies
are those that eventually reduce this game value, forcing it zero, which is when
checkmate occurs.

In this article, we investigate the range of transfinite game values exhibited by
positions of infinite chess. We shall exhibit specific positions in infinite chess having
transfinite game values of ω, ω2, ω2 · k and ω3. We define the “omega one of chess”
to be the supremum of the game values exhibited by positions in infinite chess,
using this phrase to refer both to the lightface form ωCh

1 , which is the supremum of
the game values arising in positions having only at most finitely many pieces, and
the boldface form ω

Ch∼
1 , which is the supremum of the game values arising in any

position of infinite chess, including those having infinitely many pieces. We con-
jecture that the soft theoretical upper bounds provided by Theorem 4 are optimal,
although the best-known lower bounds, including the specific positions provided in
this article, are not yet close. By embedding infinite finitely branching trees into
positions of infinite chess, we show in Section 3 that there is a computable infinite
chess position, such that our judgement of whether it is a win for white or a draw
depends on whether we insist that the players play according to a deterministic
computable procedure. Namely, in the category of computable play the position is
a win for white in the sense that white has a computable strategy that defeats any
computable strategy for black; but without that computable restriction the position
is a draw, since black has a non-computable strategy forcing a draw. Finally, by em-
bedding infinitely-branching trees into positions of infinite three-dimensional chess,
explained in Section 4, we prove in Theorem 10 the analogue of our Conjecture 5 for
infinite three-dimensional chess, by proving that every countable ordinal arises as
the game value of a position in infinite three-dimensional chess, and consequently
the omega one of infinite three-dimensional chess is as large as it can be, namely,
ω
Ch3∼
1 = ω1.

Before proceeding, let us say a bit more about the rules of infinite chess. The
game has two players, black and white, each controlling pieces of their own color,
taking turns. The chess board consists of squares arranged in the structure of the
integer plane Z×Z, each of which is either empty or holds at most one chess piece.
The chess pieces – kings, queens, rooks, bishops, knights and pawns – move on the
infinite board in the manner that any chess player would expect. Because infinite
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chess often involves extremely long play and we are accordingly patient, we abandon
the standard tournament 50-move rule (stating that the game is a draw, if there
should be 50 moves without a capture or a pawn move). As there are no edges to
the board, the pawn promotion rules never take effect, and there is similarly no
opportunity for en passant or castling. The game ends when one player places the
other’s king into checkmate, meaning that the king is attacked in such a way that
cannot be prevented. Games for which play continues unendingly are a draw; neither
player has achieved checkmate and so neither player has won. Because of this, we
may abandon the three-fold-repetition draw rule, because repeating indefinitely
leads to infinite play, and finite repetitions need not have been repeated in the first
place, if a draw was not desired. If a player has no legal move on their turn, then the
position is stalemate, which is a draw. It is customary in infinite chess to consider
positions in which each side has at most one king. In a position where a player has
no king, the other player hopes for at best a draw, since there is no possibility of
checkmate. In all the figures of this article, white pawns move upward and black
pawns downward, and one should presume that the board continues beyond what
is pictured, extending whatever pattern has been established in the visible portion
of the board. Many of the diagrams include a turn indicator, a small black or white
triangle, signalling which player is to move first.

Let us introduce some terminology that will assist our later discussions. A board
position in infinite chess is an assignment to each location on the board a value
indicating whether or not there is a piece there and if so, which piece. A position is
a board position together with an indication of whose turn it is to play. A position is
said to be computable if the board position function is a Turing computable function.
For decidability questions, we insist on a representation that explicitly indicates of
each piece type and the empty-square type how many squares on the board exhibit
that type, whether this is a finite natural number or infinity. In particular, one
should be able to compute directly from a chess position representation exactly
how many pieces there are on the board. For chess positions having only finitely
many pieces, it follows that an equivalent representation would simply be a complete
list of the pieces that occur and their locations. A strategy for one of the players
from a given position p is a function that tells the player, given the prior sequence
of moves from p, what he or she is to play next. Once the initial position p has
been fixed, then a strategy τ from p is a function from finite sequences of moves
to a next move, and is thus naturally coded by a real. A strategy τ is computable,
if this function is a computable function in the sense of Turing computability. If
τ and σ are strategies, then τ ∗ σ is the play resulting from having the first player
play strategy τ and the second player play strategy σ. The strategy τ defeats σ, if
this play results in a win for the first player, and similarly for a loss or a draw. A
strategy τ is a winning strategy, if it defeats all opposing strategies.

The topic of infinite chess has recently been considered in several popular math
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forums, featuring in several MathOverflow questions, including Johan Wästlund’s
question [8], which directly inspired this article, as well as in Richard Stanley’s
question [7], which had inspiried the second author’s previous joint article [1], and
also in the IBM Research Ponder This Challenge for December 2011 [6].

1. Game Values and the Omega One of Chess

Chess players are familiar with the rich collection of chess problems falling under
the descriptions, mate-in-1, mate-in-2, and so on. A position is said to be mate-
in-n for the first player, if there is a strategy leading to checkmate in at most n
moves, regardless of how the opponent plays. This familiar mate-in-n concept is
generalized in the context of infinitary game theory by the concept of ordinal game
values, a concept that is applicable not only to infinite chess, but to any open game,
a game which when won, is won at a finite stage.3 The basic idea is to assign ordinal
values to the positions from which white can force a win, and these values provide
a measure of white’s distance from victory. A mate-in-n position for white, for
example, where n is a finite natural number and where n is optimal, will have value
exactly n. A position with value ω, the first infinite ordinal, in contrast, will be a
position with black to play, but every play results in a mate-in-n position for white,
with n as large a finite number as desired. Although the value is infinite, white can
play from such a position so as to win in finitely many moves; but the number of
moves is controlled by black, determined by his first move. For larger game values,
white will still force a win in finitely many moves, but black will exert control not
only at the beginning but also periodically during play, in a way we shall explain,
determining how much longer play will continue. The general definition of game
value is as follows.

Definition 1. The game value (for white) of a position in infinite chess is defined
as for any open game by recursion. The positions with value 0 are precisely those
in which white has already won.4 If a position p has white to move, then the value
of p is α+1 if and only if α is minimal such that white may legally move from p to
a position with value α. If a position p has black to play, where black has a legal

3The ordinal game value of a game is also commonly known as the ordinal rank of the game, but
we will not use this term this way in this article, since rank in chess already refers to a horizontal
row on the board. Although the possibility of a draw in chess introduces a complication to the
standard treatments of open games, nevertheless the theory of ordinal game value works fine.

4Although they will cause no trouble in this article, one should be aware that when one allows
truly arbitrary starting positions in infinite chess, then there are various weird boundary cases to
consider, involving positions that could not be reached from any other position with legal play,
such as a position in which both kings are in check. We prefer to resolve them as discussed in [1],
following the idea that checkmate has to do fundamentally with ensuring the necessary capture of
the opposing king.
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move from p, and every move by black from p has a value, then the value of p is
the supremum of these values.

The definition identifies the positions with ordinal value α, by induction on α;
some positions may be left without any value. The fundamental observation
of game values is that the positions having an ordinal value are precisely the
positions that are winning for white. Namely, if a position has an ordinal value, then
white may play the value-reducing strategy, playing on each move so as to reduce
the value; since black cannot move from a position with value to one with higher
value or without value, it follows that white’s value-reducing strategy leads to a
strictly descending sequence of values, which because there is no infinite descending
sequence of ordinals must eventually terminate at 0, a win for white. Conversely, if
a position has no ordinal game value, then black may follow the value-maintaining
strategy, playing so as to maintain that the position has undefined value; from such
a position, white may not play to a position having a value, since if white could
play to a valued position, then the original position would have had a value. In
this way, black can guarantee that play from an unvalued position either continues
indefinitely or reaches a stalemate or a win for black, and thus attains at least a
draw. So the positions having an ordinal value for white are precisely the positions
from which white can force a win. Of course one may similarly define values for
black, and the positions having a value for black are precisely the positions from
which black may force a win.

Let us illustrate the game-theoretic meaning of these game values in the case of
various smallish ordinals. It is not difficult to see that the positions with finite value
n are precisely the mate-in-n positions for white, with optimal n. A position with
value ω, as we mentioned earlier, is a definite win for white, in finitely many moves,
but the number of such moves can be pushed as high as desired by black. Facing a
position with value ω, black must make a move with a strictly smaller value, and by
playing a move with value n black in effect announces that he can ensure that the
game will last another n steps. Thus, a position with value ω (or higher) is one for
which black can make an announcement at the beginning, which is a lower bound
for the length of subsequent play before white wins.

A position with value ω+n is a position in which white can play so as to achieve
a position with value ω in at most n moves. A position with value ω ·2 is a position
that is a win for white in finitely many moves, but in which twice during play, black
may announce a number such that play will proceed at least that much longer before
the next announcement; that is, on the first move, black announces the number n
by playing to a position with value ω+n, from which he can force play to continue
for n additional moves before the position comes to have value ω, at which time
black announces a second number m by playing to a position with value m, after
which he can survive for another m moves.

These examples show that from a position with value α, the players are in effect
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counting down from α. To make this idea precise, consider for any ordinal α the
simple game counting-down-from-α, in which black aims to count down from α
while white observes. Specifically, black will play successively a strictly descending
sequence of ordinals α > α0 > α1 > α2 > · · · , while white says “OK, fine” at each
step. The game continues until black plays αn = 0, at which time white wins. Since
there is no infinite descending sequence of ordinals, white will inevitably win, but the
length of the game is controlled by black. We find it to be a simple and informative
exercise, which we encourage the reader to undertake, to show that the value of
the counting-down-from-α game is exactly α. In particular, faced with a successor
ordinal β+1, black can attempt to conserve the value as much as possible, delaying
his loss, by playing β, which maximizes the space of his remaining play. But faced
with a limit ordinal β, black must play a strictly smaller ordinal, which in general
will be considerably smaller than β, even if he may choose ordinals arbitrarily high
in β. This is the essential feature of all games with a limit ordinal value β, for
black can play to positions with values unbounded in β, but any such position will
represent a loss in comparison with what might have been.5

In light of this, a position in infinite chess with value ω · k is a position where
black will be able to make k announcements, each of which is the number of moves
before the next announcement or the final loss when the announcements are used
up. Each announced number ni corresponds to the ordinal ω ·i+ni that black drops
to from the limit ordinal ω ·(i+1), when the moves from his previous announcement
were used up. For example, in the case of ω ·3, black might begin by announcing the
number 547, say, by playing to a position with value ω ·2+547, with subsequent play
continuing for 547 additional moves before arriving at a position with value ω ·2; at
this time, black makes his second announcement, say, 2013, by playing to a position
with value ω + 2013, from which he can play for 2013 additional moves before
arriving at a position with value ω; at this time, he makes his final announcement,
say, 102

100!
, by playing to a position with that value; from this position he will be

able to play for a considerable time, but ultimately lose at the end with no further
announcements.

A position with value ω2 is a position that white will win in finitely many moves,
but black can announce an arbitrary finite number k at the start and play to a
position with value at least ω · k. From that position, as in the previous paragraph,
black will be able to make k additional announcements, such that play will continue
after each such announcement for at least that long before the next announcement.
A position with value ω2 ·m is a position in which white can force a win, but black

5We should like to emphasize that the ordinal value α of an open game is not the same as
it having Conway game number α; the latter represents in a sense the number of free moves
available for a designated player, in a context where one will consider sums of games. This is like
the counting-down-from-α game where black counts down, while white plays elsewhere. The sum
of two such games, with the roles swapped in one summand, is winning for the second player, who
can copy moves, and the value is precisely α, because the loser is in effect counting down from α.
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will be able to make m large announcements, such that each large announcement
will be a number, which is the number of additional announcements he will be
enabled to make, each of which describes the length of play to be undertaken before
the next announcement, and the next large announcement being made only after all
the play from previous announcements is completed. In effect, black will play the
counting-down-from ω2 game m times in succession. A position with value ω3 is a
position in which black can announce an arbitrary finite value m, and then proceed
from a position with value ω2 ·m or in the interval [ω2 ·m,ω2 · (m+ 1)).

Let us now begin to show that infinite values actually arise in infinite chess, even
amongst positions with only finitely many pieces. In Section 2, we will present
infinite positions having larger transfinite values, and in Section 4, we will show
that every countable ordinal arises as a game value of a position in infinite three-
dimensional chess. We begin with minimal positions having arbitrarily large finite
values.

Observation 2. For each finite number n, there is a position in infinite chess,
having four pieces, with value n. For n > 5, there are no such positions having
three pieces, although there are three-piece positions with every value up to 5.

Proof. Consider the positions of the form in Figure 1, shown in the case n = 17,
consisting of a white king, white queen, white rook and black king, with n squares
separating the kings. With white to move, white may roll the black king to the

7 Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
6 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0
5 Z0L0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
4 0Z0ZkZ0Z0Z0Z0Z0Z0Z0Z0ZKZ0
3 Z0S0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
2 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0
1 Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z

a b c d e f g h i j k l m n o p q r s t u v w x y
!

Z0Z0Z0Z 6

0L0Z0Z0 5

Z0ZkZKZ 4

0Z0S0Z0 3

Z0Z0Z0Z 2

r s t u v w x

Figure 1: White to mate in 17 on infinite edgeless board

right with 1.Re3+ Kf4 2.Qe5+ Kg4 3.Rg3+ Kh4 4.Qg5+, leading to 16.Qs5+ Ku4

17.Ru3# checkmate, as shown at the right. In the general case, where the kings are
separated with n steps, this strategy forces check-mate in exactly n steps, once the
black king is rolled against the white king. Since there is no check-mate position
involving just the white queen and rook, any check-mate position must bring the
kings into proximity, which takes at least n/2 steps. So the value of the position is
at least n/2 and at most n (we believe it is exactly n). Thus, there are positions
of unbounded finite value with these four pieces, and it follows that every value is
realized during the course of play from those positions.
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For positions with three pieces, there is no checkmate possibility other than
two queens versus a king, since one cannot even set up a checkmate with other
combinations of three pieces. But two white queens versus a black king, with white
to play, is always at worst mate-in-5. In two moves, white should trap the black
king between two files controlled by the queens, and then close the gap to allow the
black king only two squares, after which there is a mating move. In Figure 2, for
example, 1.Qg3+ Kf8 2.Qe2 Kf7 3.Qe9 Kf6 4.Qg4 Kf7 5.gQe6#. So with three

11Z0Z0Z0Z0Z
100Z0Z0Z0Z0
9 Z0Z0Z0Z0Z
8 0Z0Z0ZkZ0
7 Z0Z0Z0Z0Z
6 0Z0Z0Z0Z0
5 Z0Z0Z0Z0Z
4 0Z0Z0Z0Z0
3 Z0L0Z0Z0Z
2 0ZQZ0Z0Z0
1 Z0Z0Z0Z0Z

a b c d e f g h i
!

10Z0Z0Z
9 0L0Z0
8 Z0Z0Z
7 0ZkZ0
6 ZQZ0Z
5 0Z0Z0
4 Z0Z0Z

d e f g h

Figure 2: White mates in 5.

pieces, if checkmate is possible at all, then it is at worst mate-in-5, and all smaller
values are also realized.

Consider next the position of Figure 3, which we claim has value ω. Additional
examples of finite positions with transfinite values are available in the answers
provided by Noam D. Elkies and others to the MathOverflow question [8]. The

11 Z0Z0Z0Z0Z
10 0Z0Z0Z0Z0
9 Z0Z0Z0Z0Z
8 0Z0Z0Z0Z0
7 Z0Z0Z0Z0Z
6 0ZrZrZrZ0
5 Z0Z0j0Z0Z
4 0Z0Z0S0Z0
3 Z0ZQZ0O0Z
2 0Z0Z0Z0Z0
1 Z0Z0Z0Z0Z

a b c d e f g h i

"

Figure 3: A position with value ω

main line of play here calls for black to move his center rook up to arbitrary height,
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and then white slowly rolls the king into the rook for checkmate, similar to the
pattern of play in the position of Figure 1. For example, 1...Re10 2.Rf5+ Ke6

3.Qd5+ Ke7 4.Rf7+ Ke8 5.Qd7+ Ke9 6.Rf9#. By playing the rook higher on the
first move, black can force this main line of play have any desired finite length.
Let us point out that any other initial move for black leads quickly to checkmate.
For example, 1...eRf6 2.Re4+ Kf5 3.Qd5#, or 1...eRd6 2.Qf5#. Moving the c

rook anywhere leads to checkmate with 1...cR 2.Rf5#, and similarly, moving the
g rook leads to checkmate with 1...gR 2.Qd4#. So black is best off with the main
line, if the goal is to delay checkmate. Finally, we argue that white has no quicker
checkmate than the main line. Of course, once black moves the e rook up, then
white could skewer it with 1...eRen 2.Re4+ Kf6 3.Rxen, but by moving his rook
off of the f-file, he frees black’s king to escape the checkmating net between the d

and f files. In this line, black can sacrifice his rook for the g3 pawn and then simply
aim to sacrifice all of his pieces, as Rook and Queen cannot alone checkmate the
naked king. White might try other moves, but they would either permit the king to
escape the d and f file checkmating net (for example, 2.Qe3+ Kd6 with the idea of
Kc7) or would simply waste time, permitting black to stop the roller with 2...Rg5!.
Note that one may freely add extra black rooks to the position on the 6th rank, on
the 8th rank and indeed on any even numbered rank, as indicated in Figure 4, where
the main line still works exactly as before. But for these positions, the alternatives
to the main line seem even more unwise for white. Similarly, one may add extra
rooks and a white king. The point of Figure 4 is that the main line of the position

Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0
ZrZrZ0ZrZrZ
0Z0Z0Z0Z0Z0
ZrZrZrZrZrZ
0Z0Z0j0Z0Z0
Z0Z0Z0S0Z0Z
0Z0ZQZ0O0Z0
Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z

" Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0
Z0ZrZ0ZrZ0Z
0Z0Z0Z0Z0Z0
Z0ZrZ0ZrZ0Z
0Z0Z0Z0Z0Z0
Z0ZrZrZrZ0Z
0Z0Z0j0Z0Z0
Z0Z0Z0S0Z0Z
0Z0OQZ0O0Z0
Z0Z0ZKZ0Z0Z
0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z

"

Figure 4: Positions with value ω

of Figure 3 still works fine, since the new rooks are on the even-numbered ranks,
while the white rook and queen roller checks occur on the odd-numbered ranks. But
in these positions, the idea of white getting a quicker checkmate here by deviating
from the main line is absurd.

Let us now introduce the omega one of chess, the theme of this article. Johan
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Wästlund’s question [8] can be interpreted essentially as the question: how big is
ωCh
1 , the omega one of chess?

Definition 3. The “omega one of chess” refers either to the ordinal ωCh
1 or to ω

Ch∼
1 ,

depending respectively on whether one is considering only finite positions or also
positions with infinitely many pieces.

1. The ordinal ωCh
1 is the supremum of the game values of the winning finite

positions for white in infinite chess.

2. The ordinal ω
Ch∼
1 is the supremum of the game values of all the winning po-

sitions for white in infinite chess, including positions with infinitely many
pieces.

3. Similarly, ωCh3
1 and ω

Ch3∼
1 are the analogous ordinals for infinite three-dimensional

chess, as described in Section 4.

There is actually an entire natural hierarchy of intermediate concepts between
ωCh
1 and ω

Ch∼
1 , corresponding to the various descriptive-set-theoretic complexities of

the positions. For example, we may denote by ωCh,c
1 the computable omega one

of chess, which is the supremum of the game values of the computable positions of
infinite chess. Similarly, one may define ωCh,hyp

1 to be the supremum of the values of

the hyperarithmetic positions and ω
Ch,∆1

2
1 to be the supremum of the ∆1

2 definable
positions, and so on.

Since there are only countably many finite positions, whose game values form an
initial segment of the ordinals, it follows that ωCh

1 is a countable ordinal. The next
theorem shows more, that ωCh

1 is bounded by the Church-Kleene ordinal ωck
1 , the

supremum of the computable ordinals. Thus, the game value of any finite position
in infinite chess with a game value is a computable ordinal.

Theorem 4.

1. ωCh
1 ≤ ωCh,c

1 ≤ ωCh,hyp
1 ≤ ωck

1 . Thus, the game value of any winning fi-
nite position in infinite chess, as well as any winning computable position or
winning hyperarithmetic position, is a computable ordinal. Furthermore, if a
designated player has a winning strategy from a position p, then there is such
a strategy with complexity hyperarithmetic in p.

2. ω
Ch∼
1 ≤ ω1. The value of a winning position p is a p-computable ordinal, and

hence less than ωck,p
1 .

3. Similarly, ωCh3
1 ≤ ωck

1 and ω
Ch3∼
1 ≤ ω1.

Proof. Andreas Blass observed that ωCh
1 ≤ ωck

1 in a MathOverflow answer [2] – and
Philip Welch independently made the same observation to the second author – but
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this also follows directly from Blass [3]. The point is that if there is any winning
strategy for a designated player from a given position, then there is in a sense a
canonical winning strategy, which is to make the closest move that minimizes the
game value of the resulting position, and for a given winning finite position p, this
strategy will have at worst hyperarithmetic complexity. To explain, let us review
how the ordinal game values arise. Suppose without loss of generality that white
is the designated player. Consider the game tree T of all possible finite plays, that
is, finite sequences of positions, each obtained by a legal move from the previous
position. This is a computable tree, since we may easily check whether one position
is transformed to another by a legal move. We recursively assign ordinal values to
these positions when we come to see (during the course of the construction) that
they are winning for white. Specifically, we identify the positions with value α, by
induction on α. The positions with value 0 are precisely the positions in which
the game has just been completed with a win for white. If a position p is black-
to-play, but all legal black plays result in a position having a previously assigned
ordinal value, then the value of position p is decreed to be the supremum of these
ordinals. If a position p is white-to-play, and there is a white move to a position
with value β, with β minimal, then p has value β+1. In this way, for any position p
with value, we may recursively associate to p the value-reducing strategy p $→ v(p),
which calls for white to make a move realizing the minimum possible value (and
among these choosing the resulting position with smallest possible Gödel code).
Since playing according to the value-reducing strategy reduces value at every white
move, it follows that the tree Tp of all positions arising from the value-reducing
strategy is well-founded, and the value of p is precisely the rank of the tree Tp, if
one should consider only the positions where it is black’s turn to play.

Note that the assertion, “position p has value α” is Σ1 expressible in any ad-
missible structure containing p and α, since this is equivalent to the assertion that
there is a ordinal assignment fulfilling the recursive definition of game value, which
gives p value α. It follows that there can be no finite nor any computable nor in-
deed any hyperarithmetic position p with value ωck

1 . To see this, suppose towards
contradiction that some such position p had value ωck

1 . Since this is a limit ordinal,
it must be black’s turn to play, and furthermore, every black play from p to a po-
sition q has an ordinal value βq below ωck

1 and the supremum of these ordinals βq

is ωck
1 . Consider the map q $→ βq in the admissible structure Lωck

1
. Since this map

is Σ1-definable in Lωck
1
, with a computable domain, it must be bounded in ωck

1 , a

contradiction. So every position with a value has a value below ωck
1 , and so this

value is therefore a computable ordinal.

If a player has a winning strategy from a position p, then because the ordinal
game value assignment is unique and all relevant values in the game proceeding
from p will be bounded by the fixed value βp of p, it follows that the value-reducing
strategy from p is ∆1

1(p) definable and hence hyperarithmetic in p.
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For statements 2 and 3, the point is that from any position in infinite chess, there
are only countably many legal moves for either player. Therefore, the value of any
position with black to move is the supremum of a countable set of ordinals. So ω1

can never arise as such a value, and so the game values can never reach or exceed
ω1. The more refined observation that the value of a position p is a p-computable
ordinal and hence at most ωck,p

1 follows simply by relativizing the argument in the
paragraphs above.

2. Infinite Positions with Transfinite Game Value

We should like next to present several positions of infinite chess with specific trans-
finite game values, thereby providing lower bounds for ω

Ch∼
1 . As a warm-up, we

begin with several infinite positions exhibiting what we call the basic door feature,
where white aims to open a door, thereby releasing the mating material. Each of

OPZ0ZPOPO
PO0Z0OPOP
OPZ0ZPOPO
PO0Z0OPOP
OPZ0ZPAPO
PO0jrOPOP
OPo0oPSRO
PZPZPZPOP
OBOBOBOPO
POPOPOPOP
OPOPOPOPO

" OPZ0ZPOP
PO0Z0OPO
OPZ0ZPOP
PO0Z0OPO
OPZ0ZPAP
PO0jrOPO
OPZpZPOP
PO0O0OPO
OPAPAPOP
POPOPLPO
OPOPOPOP

" Z0ZPO0OPO
0Z0OPZPOP
Z0ZPO0OPO
0Z0OPZPOP
ZpZPO0OPO
0Z0OPsPOP
Z0ZPOBOPO
0Z0OPjPOP
Z0ZPSPSPO
0Z0OPOPOP
Z0ZPOPOPO

"

Figure 5: Several basic door positions with value ω

these positions, which involve infinitely many pieces (the pawn pattern is meant to
continue beyond what is shown), has black to move with value ω for white. The
central black rook, currently attacked by a pawn, may be moved up by black arbi-
trarily high, where it will be captured by a white pawn, which opens a hole in the
pawn column. White may systematically advance pawns below this hole in order
eventually to free up the pieces at the bottom that release the mating material.
In particular, in the left position, the white pawn blocking the white rooks will
eventually advance, allowing the rooks to come out and mate the black king. In
the middle position, the white pawns will eventually allow the white bishop to get
out of the way, which will release the white queen into the chamber to mate the
black king. In the right position, the pawns will advance so as to allow one of the
white rooks to mate the black king. In the right position, note the free black pawn,
which prevents stalemate when the black rook is captured. Note also that in each
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of the positions, if black does not move his rook up on the first move, but instead
captures a piece locally, then white is able to mate quickly. The value is ω, since
by moving his rook up to height n, it will take white at least n moves to advance
his pawns sufficiently to open the door for the mating material.

Each of the positions of Figure 5 is easily adapted to a position with value ω2,
as in Figure 6. The trick is simply to add a free black rook and the white king in a

Z0ZPO0OPO0Z0Z
0Z0OPZPOPZ0Z0
Z0ZPO0OPO0Z0Z
0o0OPZPOPZ0J0
Z0ZPO0OPO0Z0Z
0Z0OPsPOPZ0Z0
Z0ZPOBOPO0Z0Z
0Z0OPjPOPZ0Z0
Z0ZPSPSPO0s0Z
0Z0OPOPOPZ0Z0
Z0ZPOPOPO0Z0Z

" Z0ZPO0OPOPZ0Z
0Z0OPZPOPO0Z0
ZpZPO0OPOPZ0Z
0Z0OPZPOPO0Z0
Z0ZPO0jPOPJ0Z
0Z0OPsPZPO0Z0
Z0ZPOBOBOPZrZ
0Z0OPOPOPO0Z0
Z0ZPOPOPOPZ0Z
0Z0OPOPOPO0Z0
Z0ZPOPOPOPZ0Z

"

Z0ZPO0OPOPOPZ0Z0Z
0Z0OPZPOPOPO0Z0Z0
Z0ZPO0OPOPOPZ0Z0Z
0Z0OPsPOPOPO0Z0Z0
ZpZPO0OPOPOPZ0J0Z
0Z0OPZPOPOPO0Z0Z0
Z0ZPONOPjPOPZ0Z0Z
0Z0OPOPMPMPO0s0Z0
Z0ZPOPOPOPOPZ0Z0Z
0Z0OPOPOPOPO0Z0Z0
Z0ZPOPOPOPOPZ0Z0Z

"

Figure 6: Several positions with value ω2

separate region, that does not interact with the door position. The idea then, is that
every time white advances a pawn in the pawn column, black will proceed to harass
the white king by systematic checking with the free black rook. White cannot allow
himself to be in perpetual check, and so the only alternative is for white, when
moving out of these harassing checks, to advance towards the free black rook. If the
free black rook initially checks the white king at a distance of k, then white will move
out of check but towards the black rook, now at distance k− 1. Black can continue
this harassing behavior for k steps, but eventually the white king will be positioned
to capture the free black rook, and so black now responds by moving an arbitrary
distance away (the new value of k), giving white the opportunity to advance one
white pawn in the pawn column, before the subsequent round of harassing checks
begins.



INTEGERS: 14 (2014) 14

To summarize, the main line of play is as follows: black moves his inner rook up
to height n. White aims to advance the pawn column n times. But for each pawn
movement, black has a chance to move his free rook out an arbitrary distance k,
and making essentially k many harassing checks on the white king. This pattern
of play amounts to value ω2, since black gets to announce the value n, which is
the number of times an additional announcement k will be made, where k is the
number of moves that will occur before the next announcement. This pattern of
play shows that the position has value at least ω2; the fact that any deviation from
this pattern of play leads to a quicker checkmate for white means that the value is
precisely ω2.

Consider the following somewhat sparser position, in Figure 7, with essentially
the same features as the positions in Figure 6. The pawn column continues infinitely
up and down, dividing the plane into two halves. White aims to open the portcullis

Z0Z0O0O0Z0Z0Z0Z
0Z0ZPZPZ0Z0Z0Z0
Z0Z0O0O0Z0ZrZ0Z
0Z0ZPZPZ0Z0Z0Z0
Z0Z0OrO0Z0Z0Z0Z
QZ0ZPAPZ0ZKZ0Z0
LQZ0OPO0Z0Z0Z0Z
QLQZ0O0Z0Z0Z0Z0
LQZ0ZPZkZ0Z0Z0Z
QZ0Z0O0Z0Z0Z0Z0
Z0Z0ZPZ0Z0Z0Z0Z
0Z0Z0O0Z0Z0Z0Z0
Z0Z0ZPZ0Z0Z0Z0Z

"

Figure 7: Releasing the hordes, black to move, value ω2

– the emphasized pawn below the central bishop – thereby releasing the queen horde
into the right half-plane, which can proceed to deliver checkmate. The pattern of
play here is that black will move his center rook upward an arbitrary height n,
after which white aims to advance the pawn column up in order to free the central
keystone bishop, which keeps the door closed until it is moved. Each white pawn
advance gives black an opportunity to make another round of harassing checks
on the white king in the right half plane. Note that black does not have mating
material in the right half plane, but if the door should ever open, then the queens
will easily overwhelm the black rook and make checkmate on the black king in the
right chamber. The overall value is ω2, just as in the position in Figure 6. Note that
for black to sacrifice his rook in the right chamber by capturing a pawn in the wall
will simply open a hole in the wall earlier than necessary. Similarly, sacrificing his
rook to the white king will simply omit his chance to initiate the harassing checks,
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thereby reducing the value to ω. It is not possible to use the black rook and black
king to make perpetual checks on the white king in the right chamber.

Let us now push this a bit harder, by having not just one black rook column, but
an iterated series of black rook columns. The idea is to use what we call a locked-
door-and-key arrangement, for which there is a black rook tower, but it becomes
activated only after certain white attacking pieces are released. To illustrate the
basic idea, consider the positions in Figure 8. The position at left shows the locked

Z0O0OPZ0Z
0ZPZPO0Z0
Z0O0OPZ0Z
0ZPZPO0Z0
Z0OrOPZ0Z
0ZpA0O0Z0
Z0O0APZ0Z
0ZPAPO0Z0
Z0O0O0Z0Z
0Z0ZPZ0Z0
Z0Z0O0Z0Z

Z0O0OPZ0Z
0ZPZPO0Z0
Z0O0OPZ0Z
0ZPZPO0Z0
Z0OrOPZ0Z
0ZpA0O0Z0
Z0O0APZ0Z
0ZPAPO0Z0
Z0O0O0Z0Z
0O0ZPZ0Z0
Z0Z0O0Z0Z !

Figure 8: Locked door at left; locked door with key at right

door position, which is stable in the sense that the black rook is not forced to
move (assuming black can move elsewhere). The position at right shows the same
position, but with the additional (emphasized) free white pawn, the “key” pawn,
which white may advance to attack the black pawn, the “lock,” which will activate
the tower, thereby ultimately unlocking the door. When the key white pawn attacks
the black pawn, black will not capture, since this will free the bishop and open the
door right away. Rather, black will let white capture the black pawn – inserting the
key into the lock – which then attacks the black rook, which will then advance up
to an arbitrary height, forcing white to advance the pawn column before the door
opens.

By chaining together an iterated series of these locked doors, we produce positions
with value ω2 · k for any finite k. Consider the position in Figure 9, which chains
together four locked doors and has value ω2 · 4. The main line of play here is that
black moves up his first rook at f6, currently attacked by the key pawn at e5, to
an arbitrary height n, his first large announcement. White takes the rook with a
pawn, and aims to advance the corresponding pawn column successively so as to
free up the f and g bishops below, which will release the next key white pawn at g3,
which will advance and attack the black lock pawn at h6, which guards the second
black rook tower. This will activate the second tower, and black moves the rook
at i7 up to any desired height, the second large announcement, and so on for each
of the four towers. Each key white pawn ultimately activates the corresponding
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15 Z0ZPO0OPZPO0OPZPOPO0Z0Z0Z
14 0Z0OPZPO0OPZPO0OPOPZ0Z0Z0
13 Z0ZPO0OPZPO0OPZPOPO0Z0Z0Z
12 0Z0OPZPO0OPZPO0OPOPZ0Z0Z0
11 Z0ZPO0OPZPO0OPZPOPO0Z0Z0Z
10 0Z0OPZPO0OPZPO0jPOPZ0Z0Z0
9 ZpZPO0OPZPO0OPsPZPO0Z0s0Z
8 0Z0OPZPO0OPsPoBZBOPZ0Z0Z0
7 Z0ZPO0OPsPoBZPZBOPO0Z0Z0Z
6 0Z0OPsPoBZPZBOBOPOPZ0Z0Z0
5 Z0ZPOBZPZBOBOPOPOPO0ZKZ0Z
4 0Z0OPOBOBOPOPOPOPOPZ0Z0Z0
3 Z0ZPOPOPOPOPOPOPOPO0Z0Z0Z
2 0Z0OPOPOPOPOPOPOPOPZ0Z0Z0
1 Z0ZPOPOPOPOPOPOPOPO0Z0Z0Z

a b c d e f g h i j k l m n o p q r s t u v w x y

"

Figure 9: A position with value ω2 · 4

black rook tower, with black replying by moving the rook up to arbitrary height,
making four large announcements in all. When the white pawns of the final tower
advance to release the bishops below, the final advancing key pawn at q7 advances
to deliver checkmate to the black king. Note that with every single white pawn
advance in any of the columns, black may make an arbitrarily long campaign of
harassing checks on the white king in the free region at the right. In other words,
the large announcements correspond to the number of white tower pawn advances
that will need to be made by white, but each tower pawn advance enables black
to make a small announcement, by moving his free black rook out to arbitrary
distance and initiating a campaign of harassing checks. Thus, whenever possible,
black checks the white king, unless his rook would be under attack by the king,
in which case he moves it an arbitrary distance out (a small announcement), and
for this brief reprieve from harassment, white is able to make one additional white
pawn advancement before the next extremely long round of harassment begins. Any
deviation from this pattern of play by black leads to a quicker checkmate, and white
is unable to force on his or her own a quicker mate. The value is ω2 ·4 because black
gets to make four large announcements, one for each black rook tower, which each
provide the number of additional small announcements that will be made (one for
each white pawn advance in that tower), for each of which he will be able to make
at least that many moves (via harassing checks) before the next announcement. It
is clear that one may use the same idea to construct positions with value ω2 · k for
any fixed k, simply by the continuing the pattern to have k black rook towers.

We shall now push this idea a bit harder in order to produce a position with
value ω3. The idea here is that we want to allow an arbitrary (but definitely finite)
number of black rook towers to become activated. In the first move, black in effect
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29 Z0Z0Z0OPOPO0OPZPO0OPZPO0OB
28 0Z0Z0ZPOPOPZPO0OPZPO0OPsPZ
27 Z0Z0Z0OPOPO0OPZPO0OPZPZBoB
26 0Z0Z0ZPOPOPZPO0OPZPO0OBZPZ
25 Z0Z0Z0OPOPO0OPZPO0OPsPZBOB
24 0Z0Z0ZPOPOPZPO0OPZPZBoBZPO
23 Z0Z0Z0OPOPO0OPZPO0OBZPZBOB
22 0Z0Z0ZPOPOPZPO0OPsPZBOBZPo
21 Z0Z0Z0OPOPO0OPZPZBoBZPOBoP
20 0Z0Z0ZPOPOPZPO0OBZPZBOBoPZ
19 Z0J0Z0OPOPO0OPsPZBOBZPoPZ0
18 0Z0Z0ZPOPOPZPZBoBZPOBoPZ0o
17 Z0Z0Z0OPOPO0OBZPZBOBoPZ0oP
16 0Z0Z0ZPOPOPsPZBOBZPoPZ0oPZ
15 Z0Z0Z0OPOPZBoBZPOBoPZ0oPZ0
14 0Z0Z0ZPOPOBZPZBOBoPZ0oPZ0Z
13 Z0ZrZ0OPOPZBOBZPoPZ0oPZ0Z0
12 0Z0Z0ZPOPjBZPOBoPZ0oPZ0Z0Z
11 Z0Z0Z0OPZPZBOBoPZ0oPZ0Z0Z0
10 0Z0Z0ZPOBOBZPoPZ0oPZ0Z0Z0Z
9 Z0Z0Z0OPOPOBoPZ0oPZ0Z0Z0Z0
8 0Z0Z0ZPOPOBoPZ0oPZ0Z0Z0Z0Z
7 Z0Z0Z0OPOPZPZ0oPZ0Z0Z0Z0Z0
6 0Z0Z0ZPOPOBOboPZ0Z0Z0Z0Z0Z
5 Z0Z0Z0OPOPOPZpZ0Z0Z0Z0Z0Z0
4 0Z0Z0ZPOPOPO0O0Z0Z0Z0Z0Z0Z
3 Z0Z0Z0OPOPOPZ0Z0Z0Z0Z0Z0Z0
2 0Z0Z0ZPOPOPO0Z0Z0Z0Z0Z0Z0Z
1 Z0Z0Z0OPOPOPZ0Z0Z0Z0Z0Z0Z0

a b c d e f g h i j k l m n o p q r s t u v w x y z

ZPZBOBoPZ0oPZ
BOBZPoPZ0oPZ0
ZPOBoPZ0oPZ0Z
BOBoPZ0oPZ0Z0
ZPoPZ0oPZ0Z0Z
BoPZ0oPZ0Z0Z0
oPZ0oPZ0Z0Z0Z
PZ0oPZ0Z0Z0Z0
Z0oPZ0Z0Z0Z0Z
0oPZ0Z0Z0Z0Z0
oPZ0Z0Z0Z0Z0Z
PZ0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z
0Z0Z0Z0Z0Z0Z0
Z0Z0Z0Z0Z0Z0Z

"

Figure 10: A position with value ω3

will choose to have access to k black rook towers, and the resulting position will
have value ω2 · k as above. If black is able to choose arbitrarily large finite k, the
overall value will therefore be ω3. Consider the position in Figure 10. The idea
here is that the black bishop at m6, currently under attack, goes up the diagonal, is
captured, and this releases a white pawn, the initial key pawn, which will activate
the black rook towers in sequence. Within each rook tower, the white key pawns
(emphasized) move to attack the black lock pawn, guarding the towers; black moves
his rook up an arbitrary amount, and white aims to advance the white pawn column
so as to released the bishops below the tower, which will release the next white key
pawn activating the next tower, the adjacent lower tower to the left (so the towers
are activated from right to left now). As in the position of Figure 9, with each white
pawn advance in the tower, black is able to initiate a campaign of harassing checks on
the white king in the free region, now at the left. For example, 1...mBu14 2.xu14

will lead, after a campaign of harrassing checks, to 3.u15, which will eventually
release the t and u bishops, thereby allowing the key pawn at t18, which will
attack the black lock pawn at s21. The key white pawn will capture the black lock
pawn, and black will move the rook at r22 up to any desired height, and this tower
is active. White aims to advance the white pawns in the q file, in order ultimately to
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release the q and r bishops below, which will release the key pawn at q15, advancing
to attack the lock pawn at p18 and activating the next tower. As before, with each
white pawn advance, black embarks on an arbitrarily long campaign of harassing
checks on the white king in the free region at the left, which must be completed
before white can take another step in the main line. Eventually, when the last rook
tower is activated, on the l file, and the white pawns advance in the k file, the k

and l bishops are released, allowing at long last the key pawn at k9 to advance and
force the black king into checkmate via 〈n〉.k11+ Kk13 〈n+ 1〉.j12#.

We claim that the main line of play we have just described shows that the position
is winning for white, with value ω3. Black can move his bishop out past the kth

rook tower, for any finite value of k he desires, and thereby play from a position in
which there are k rook towers, a position with value at least ω2 · k, giving value ω3

to the original position.

It remains for us to argue that the main line of play is essentially the only viable
line of play, meaning that white cannot make a quicker checkmate than we have
described, and black cannot realize higher values. So let us consider several issues.

First, note that if we were to remove the black bishop at m6, then the position
would become drawn, since white would have no way to activate any of the rook
towers, and black would simply move his rook perpetually in the free part of the
board. Similarly, in the given position, if the k and l files remain locked up, then
there is clearly no checkmate possible, so white must aspire to activate the l rook
tower. Moving inductively to the right, if the n and o bishops are never released,
then there is no hope of activating the l tower, and so white must first activate
the o rook tower. And so on. So white must aspire to activate one of the towers,
preferring it to be as close to the king as possible. For this reason, black has no
interest in self-activating any of the towers, by moving a tower rook up even when
it is not yet attacked, since this simply starts the tower process prematurely.

For the first move, note that if black does not move the bishop at m6, then white
could capture it with 1...xm6 2.Bl5, freeing the pawn at k5, which could advance
and attack l8, which would quickly release the k and l bishops, enabling the key
pawn at k9 to advance with checkmate. So on his first move black will want to
move the black bishop. Note that capturing at l5 or l7 has a similar effect, and so
instead black will move out on the main diagonal, following the main line. White
is clearly best off capturing it, before it moves further out, which would increase
value.

When a given black tower is activated, note that black has no interest in any
movement except moving the black rook upward, since capturing down, left or right
simply releases the bishops under the tower more quickly. So when a key white pawn
is inserted into the lock, then black will indeed move his rook upward. Once a tower
is activated in this way, then black still has no interest in self-activating any of the
earlier towers, that is, to the left. Rather, he prefers to force white to undergo
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the long campaigns of harassing checks, in order to slowly advance his tower pawns
before releasing the next key pawn.

But let us point out that there is an interesting plan that black can adopt,
attempting to prolong the length of play. Namely, once a tower is activated, then
black is also free to move rooks in the irrelevant towers further out, beyond the
current active tower. Although any unprovoked move by a black rook in any of
those towers can be immediately answered by white capturing it, nevertheless the
interesting thing here is that white cannot actually afford always to answer such
moves by black. The reason is that if white were to always answer such moves,
then as there are infinitely many such towers available, black will simply continue
to make such moves, with white answering, leading to a draw by infinite play.
Consequently, white must therefore sometimes ignore such black moves, in order
to make progress on the main line. Knowing this, perhaps what black hopes to
do is to amass an army of black rooks just outside the active tower, which will
then invade all together and cause chaos in the mating line. We argue that white
need not let things come near to that. What we claim is that white can plan to
answer most of the irrelevant black rook movement, ignoring it only every tenth
time, for example, and never ignoring rooks on adjacent towers. In the case that an
irrelevant rook movement is ignored by white, then it is easy to see that white can
capture it upon any subsequent movement, except if its second movement should
bring it to one of the five emphasized squares indicated in Figure 11. But notice

29 O0OPZPO0O
28 PZPO0OPsP
27 O0OPZPZBo
26 PZPO0OBZP
25 O0OPsPZBO
24 PZPZBoBZP
23 O0OBZPZBO
22 PsPZBOBZP
21 ZBoBZPOBo

q r s t u v w x y

Figure 11: Irrelevant rook movement in distant towers

that in this case, white can ensure that the black rook can be captured upon any
subsequent movement. For example, if on the ignored move black has captured the
pawn at either t25 or v25, and then subsequently moved to one of the emphasized
squares, then white can move his bishop from u24 to the square where the captured
pawn had been, thereby trapping the rook in the sense that any further movement
will result in immediate capture. In this way, after having ignored an irrelevant
rook movement, white can ensure that this rook would be captured upon its third
movement, essentially without leaving that tower. It follows that black cannot hope
in this way to bring his rooks from the distant towers into any useful action, and
furthermore, we claim that black actually has no interest in pursuing any of this
irrelevant rook activity, because it was ultimately answerable by white by causing



INTEGERS: 14 (2014) 20

at most a bounded number of extra moves, a bounded increase in value, whereas
black had to give up the opportunity to undertake a campaign of harassing checks
in order to move the rook in the first place, with value of ω. Basically, whatever
delay black hoped to cause by means of the irrelevant rook movements, he could
have caused a greater delay by moving his rook out further in the free region of the
board.

Finally, let us consider one of the consequences of the main line of play, the fact
that activating a rook tower causes the release of a number of white bishops, which
can find their way into the spare area of the board at the lower right. Indeed, by
using his key pawn to activate not only one tower but also the (irrelevant) towers
beyond that tower – and this is indeed possible – white can cause the release of any
desired number of white bishops into the spare area in the lower right. We observe
simply that this does not matter, since they are all white square bishops, and there
is nothing for them to do in that area. White square white bishops in the spare
area at the lower right simply have nothing to attack, except the black pawn at n5,
which is of no consequence (it is there merely to help control the very first move).
In particular, having extra white square white bishops in the lower right will not
enable white to activate any tower that is not yet activated, and so this artifact of
the position is nothing to worry about.

So we have presented a position of infinite chess with game value ω3. Let us
briefly describe how to modify the position of Figure 10 to produce positions of
value ω3 · 2 and more. The idea is to add another sequence of black rook towers in
the upper left part of the board. With value ω3, that part of the position will end
not with checkmate, but rather by releasing in a certain precise way the key bishop
that activates the current position. That is, rather than starting with the bishop
at m6 as in Figure 10, white has to undergo an ω3 game in order to force black into
the position of needing to move his bishop. One can imagine a black pawn lock
guarding the black bishop at m6, while another ω3 position at the left will have the
effect of releasing a key white pawn to open that lock, causing at that point the
black bishop to move. Such a position would have overall game value ω3 · 2.

We should like also to observe that one may combine a version of the position of
Figure 10 in the upper-right half plane with a reversed-color version of the position
in lower-left half plane, in order to produce a position having value ω3 for the
second player, whoever that is decreed to be. One should modify the positions so
that instead of making checkmate directly after the last rook tower, instead what
happens is a door opens releasing the mating material into the harassment region,
having a separate harassment region for each king (these may be confined to columns
of finite width).

The positions in this section show that ω3 < ω
Ch∼
1 , and we have indicated how to

show ω3 · 2 < ω
Ch∼
1 , but we conjecture that ω

Ch∼
1 is far larger than this. We believe

that chess is sufficiently complex so as to realize the full range of game values.
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Conjecture 5. The omega one of chess, both for finite positions and for arbitrary
positions, is as large as it can be:

ωCh
1 = ωCh,c

1 = ωCh,hyp
1 = ωck

1 ω
Ch∼
1 = ω1.

The first equation is equivalent merely to ωCh
1 = ωck

1 , since the other values are
trapped between. This part of the conjecture, if true, implies that there should be
finite positions in infinite chess with extremely large ordinal game values. Evidence
against this might be the fact that the best lower bounds currently known are com-
paratively small. For example, amongst finite positions the best we have observed
in this article is that ω < ωCh

1 , by means of the position of Figure 3, and the highest
values currently claimed in the answers to Wästlund’s question [8] are ω · n. So al-
though we believe that finite high-value positions exist, we do not yet have specific
examples. We suggest that one way to make a finite position with value ω2 might
be for white to have an inefficient mating net, perhaps with four bishops, which
black can initially push arbitrarily far out; the idea would be that the inefficiency
in carrying out the mate will give black free moves in order to carry on a checking
campaign in the manner of the black rook on the side in the positions of Figure 6.
Although we have considered several promising candidates, none so far has fully
succeeded. Meanwhile, the infinite positions of Section 2 are all computable, and
so at least we know ω3 < ωCh,c

1 .

Some evidence in favor of the conjecture is the fact that Theorem 10 and Corol-
lary 12 establish an analogue of it in the case of infinite three-dimensional chess, by
embedding any well-founded infinitely branching tree in an infinite position of infi-
nite three-dimensional chess. One could conceivably aspire to prove that ω

Ch∼
1 = ω1

by finding similar embeddings of such trees in two-dimensions, but our attempts
to carry this idea out have faced serious chess geometry difficulties; it seems that
infinite chess in two dimensions is cramped.

3. Computable Strategies

In this section, we prove that for computable infinite positions in infinite chess, the
question of whether the players are required to play according to a deterministic
computable procedure can affect our judgement of whether a given computable
position is a win or a draw.

Theorem 6. There is a position in infinite chess such that:

1. The position is computable.

2. In the category of computable play, the position is a win for white. White has
a computable strategy defeating every computable strategy for black.
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3. However, in the category of arbitrary play, the position is a draw. Neither
player has a winning strategy, and either player can force a draw.

Proof. Let T ⊂ 2<ω be any computable infinite tree having no computable infinite
branch. Such trees are known to exist by elementary classical results of computabil-
ity theory. Since the tree is infinite, it is an infinite finitely-branching tree, and hence
by König’s lemma it has an infinite branch, even if it has no infinite computable
branch.

Consider the infinitary chess position resulting from making a copy of the tree
T in the following manner: The position consists of a series of channels, branching

ZPSRSRSRA0ARSRSRS
0ORSRSRA0ARSRSRSR
ZPSRSRA0ARSRSRARS
0ORSRSRA0ARSRA0AR
ZPSRSRSRA0ARAPARS
0ORSRSRSRA0A0ORSR
ZPSRARSRSRA0ARSRS
0ORA0ARSRA0ARSRSR
ZPSRAPARA0ARSRSRA
0ORSRO0A0ARSRSRA0
ZPSRSRA0ARSRSRA0A
0ORSRSRA0ARSRA0AR
ZPSRSRSRA0ARA0ARS
0ORSRSRSRA0A0ARSR
ZPSRSRSRSRA0ARSRS
0ORSRSRSRAkARSRSR
ZPSRSRSRA0ARSRSRS
0ORSRSRAKARSRSRSR
ZPSRSRA0ARSRSRSRS
0ORSRSRARSRSRSRSR
ZPSRSRSRSRSRSRSRS
0OPOPOPOPOPOPOPOP
Z0Z0Z0Z0Z0Z0Z0Z0Z

"

Figure 12: White forces black to climb the tree; black hopes to avoid the dead-end
traps.

points and dead-ends, arranged in the form of a tree, whose tree structure coincides
with T . The channels consist of empty white squares on a diagonal, lined with
bishops, which are in turn protected by rooks, which also protect each other. None
of the bishops and rooks have any legal moves. Only the lower portion of the
position is shown, of course, but all the necessary details of branching and turning
corners and leaves (dead-ends) are indicated, and it is clear that we may arrange
such a position so that the channels have the structure of any given binary tree,
such as the tree T that we fixed at the beginning of this proof. The position is
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computable, because the tree T is computable, and the position may be built in
a computable modular fashion from purely local information about which binary
sequences are in T .

Note that the kings can move freely through the channel, and initially, the only
moves for either player are with the king. The position has black to play, and there
is only one move, which is for black to move his king up the channel. As long as
black is moving through the channel, white can move only his king.

If the tree T has an infinite branch, then it is clear that black has a drawing
strategy: simply climb the tree along an infinite branch. This will avoid all the dead-
ends; no captures need ever be made, and play will continue indefinitely. Hence, it
leads to a draw by indefinite play. And since black clearly cannot check-mate white
with the resources available, the position is drawn for both players.

The interesting thing to notice about this drawing strategy, however, is that it
makes use of a non-computable resource, namely, the infinite branch through the
tree, which by the choice of T we ensured is necessarily non-computable. So let us
consider the situation where black plays according to a deterministic computable
procedure. White will play simply to follow the black king, eliminating the possi-
bility of black retreating in the tree. Thus, essentially by the principle of zugzwang,
white can force black to climb the tree. If black is playing according to a com-
putable procedure, then since the tree has no computable infinite branch, black will
inevitably find himself in one of the dead-end zones. Note with detail what happens
when black enters such a zone: the black king climbs into the zone, followed by the
white king close behind; the black king captures a pawn, followed by the white king
again; the black king moves finally to the very last cell of the dead-end zone, and
white pushes the pawn for check-mate.

The previous position worked by the principle of zugzwang, using the white king
to push the black king through the tree, relying on the fact that black has no other
move and must therefore climb the tree. When combining this tree idea with other
positions, however, it will be convenient to have a version of it in which white can
more forcefully push black through the tree. So consider the alternative positions
of Figure 13. The one on the left is obtained by filling the channel with pawns,
and swapping the bishops for pawns. At the right, a somewhat cleaner version of
the position with the same essential features is made using only rooks and pawns.
The king can be forced by successive pawn checks to climb the tree of highlighted
squares. These positions also prove the claims made in Theorem 6, as well as the
additional claims of Theorem 7. The difference here is that white pushes the black
king through the tree by pushing a pawn at each step, giving check. The only legal
move for black is to climb the tree, in which case the next pawn is available for
white to push with check.
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Figure 13: White forces black to climb the tree with successive pawn checks, two
variations

Theorem 7. There is a position in infinite chess such that:

1. The position is computable.

2. In the category of computable play, the position is a win for white. White has
a computable strategy defeating every computable strategy for black.

3. Furthermore, white has such a computable strategy in which every move is
check, defeating every computable strategy for black.

4. White has another such computable strategy, defeating every computable strat-
egy of black, in which white simply moves his king back and forth until the last
four moves forcing checkmate.

5. Meanwhile, in the category of arbitrary play, the position is drawn. Either
player may force a draw. White has a computable drawing strategy, which
does not depend on the moves of black. Black has a drawing strategy of ‘low’
Turing complexity, whose moves do not depend on the moves of white.

Proof. Consider either of the positions of Figure 13, where the structure of the
corresponding tree T is an infinite computable tree with no computable infinite
branches, as in Theorem 6. These are computable positions, and by simply climbing
the tree, black can avoid check-mate. Since there is no computable infinite branch
through the tree, however, every computable strategy for black must eventually
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find itself in one of the dead-end nodes, where black will be check-mated. White
may force black upward in the tree by means of successive pawn checks, which
culminate in check-mate in a dead-end. Alternatively, white may simply move his
king back and forth, waiting either for black to stumble into a dead-end, or to
move downwards in the tree after having climbed. Every computable strategy for
black must eventually do one of these things, and when this occurs, the reader may
observe that white has quick a check-mate response.

Consider now a symmetric version of the previous position, containing a copy of
it as well as its dual.

Theorem 8. There is a board position in infinite chess with the following features:

1. The board position is computable.

2. In the category of computable strategies, the position is a win for the first
player (whether this should be white or black).

3. In the category of all strategies, the position is a draw.

Proof. The idea of this proof is to combine the previous tree position on half of the
board, with a copy of its dual, swapping the roles of white and black, on the other
half, as in Figure 14. The point now is that both players have (non-computable,
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Figure 14: The position is symmetric between white and black. The first player can
computably defeat all computable opposing strategies

but low) strategies to climb with their kings through the corresponding tree, and
thus in the category of all strategies, either player can force infinite play and hence
a draw. But meanwhile, the first player to move, whether this is white or black, can
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initiate the pawn-checking strategy so as to force the other player through the tree.
This is a computable strategy for the first player, which will defeat any computable
strategy for the opponent, since any such strategy will inevitably lead the opposing
king into a dead-end of the tree and hence into check-mate.

The following variation on the theme reveals a more subtle possibility.

Theorem 9. There is a board position in infinite chess with the following features:

1. The board position is computable.

2. In the category of computable strategies, the position is undetermined: every
computable strategy for one player is defeated by some computable strategy for
the other player.

3. In the category of all strategies, the position is a draw, and both players have
drawing strategies of low complexity, which each also defeat any computable
strategy for the opponent.

Proof. By [4], we may fix two computable binary trees S and T , such that no infinite
branch through one tree computes a branch for the other. Now, we may design a
chess position based on these trees, in a way similar to the position in Figure 14,
in such a way that black may force white in effect to climb through a copy of S,
at the same time that white forces black to climb through T . The positions should
differ from that in Figure 14, however, in that the climbing process should not
consist entirely of checking moves as it does there, but rather the pushing-up-the-
tree process should be periodically interrupted by the need for an extra non-checking
move; for example, one can imagine that at certain points, an extra move needs to be
completed in order to place the piece that will allow the pushing-up-the-tree process
to continue. The effect of such a change will be that immediately after such a non-
checking move, control over play would temporarily transfer to the other player,
who could begin another round of checking moves forcing their opponent up the
other tree, until they reach the point in their own tree where an extra non-checking
move is required. In this way, the players in effect take turns forcing their opposing
kings to climb the respective trees, with alternating periods of control. Both players
have again have drawing strategies of low complexity, since every computable tree
has a low branch, and each player can adopt a strategy to climb the tree on a
fixed infinite branch through that tree. By following such a strategy, they will
never be checkmated, since they will never climb into a dead-end part of the tree.
Meanwhile, suppose that white follows a computable strategy τ . Let us imagine
that black follows the strategy σb of climbing the infinite branch b through T . Since
b does not compute any branch through S, it follows that white cannot be following
a branch in T , and so he will inevitably find himself in a dead-end part of the tree,
where he will be checkmated. So σb for black defeats any computable strategy for
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white. But further, notice that in order to achieve the checkmate against τ , black
climbed only partway up b, and so even though b is not computable, there is a
computable strategy σ′ that climbs up b at least that far. And playing σ′ against
τ will result in the same play of the game as playing σ against τ , at least for that
length of play, which was long enough to achieve checkmate.6 Thus, we have shown
that for every computable strategy τ for white, there is a computable strategy σ
for black defeating it. And similarly with the colors reversed.

We close this section with the observation that it is clear that all of our arguments
relativize to oracles. For example, in the case of Theorem 6, the same method shows
that for any Turing degree d, we may use an infinite binary branching tree T that
is d-computable, but which has no d-computable infinite branch, to construct a
d-computable chess position that is a draw, but in which white has a computable
strategy to defeat any d-computable strategy for black. And similarly for the other
theorems.

4. The ω1 of Infinite Three-Dimensional Chess

Chess in three dimensions has a surprisingly rich history, with numerous variants,
some going back well over a century. Kieseritzky’s Kubikschack (1851) was played
on the 8×8×8 board, a format used initially also with Maack’s Raumschach (1907),
but the Hamburg Raumschach club he founded, which ran from 1919 until World
War II, eventually settled on the more manageable 5 × 5 × 5 board. This game
can be played by unpacking the five levels and laying the boards side-by-side, but
purists play with no boards at all, holding the position purely in their minds. In
several Star Trek episodes, Spock and Kirk play tri-dimesional chess, a futuristic
variant with boards of different sizes on different levels, played now by many fans.
In his encyclopedia of chess variants, Pritchard [5] describes dozens of variants of
three-dimensional and higher-dimensional chess. The second author recalls playing
8× 8× 3 chess as a child.

Here, we consider infinite three-dimensional chess, played in Z × Z × Z space,
an endless orthogonal lattice of chess cells alternating in color in each of the prin-
cipal coordinate axis directions. Let us be clear on the movement of the pieces,
since there is room here for reasonable people to disagree. Rooks move freely in
the three main orthogonal directions: forward/back, left/right, up/down. Bishops
move freely on the same-colored diagonals; note that this does not include the long
three-dimensional diagonal, which is called the unicorn move. Queens move like
rooks or bishops (and so also cannot make the unicorn move). Kings may move

6This is at bottom a general infinitary game-theoretic observation: if any strategy σ defeats
some strategy τ in an open game, then there is a computable strategy σ′ defeating τ , namely, the
strategy σ′ that plays just like σ for the fixed finitely many steps required to beat τ .
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in the same directions as a queen, but only one step. White pawns advance in
the forward direction along a designated principal axis, with black pawns moving
in the opposite direction on this axis. In particular, pawn movement (excepting
captures) is one-dimensional, and opposite-color pawns can block each other from
advancing.7 Pawns capture one step on their forward same-color diagonals, that is,
to any of four cells. The positions relevant for our proof of Theorem 10 will involve
only kings, pawns and bishops, and we expect that the basic proof idea will adapt
to any of the usual piece movement rules.

We aim in Theorem 10 to settle the three-dimensional analogue of Conjecture 5,
by proving that the omega one of infinite three-dimensional chess ω

Ch3∼
1 is true ω1,

which by Theorem 4 is as large as it can be.

Theorem 10. Every countable ordinal arises as the game value of a position in
infinite three-dimensional chess. Hence,

ω
Ch3∼
1 = ω1.

We will prove this theorem by embedding into infinite three-dimensional chess
another much simpler game, whose game values nevertheless exhaust the countable
ordinals. Specifically, to each nonempty tree T on ω, which means that T ⊆ ω<ω

and any initial segment of an element of T is also in T , we associate the climbing-
through-T game, played as follows. There are two players, black and white, although
the game is completely controlled by black, who aims to climb through the tree T
while white watches. Black begins the game by standing on the root node of T , and
white responds by saying, “OK, fine.” At any stage of the game, black is standing
on a node of T , and for his move, he selects any immediate successor of that node
in T , to which white replies, “OK, fine.” At a branching node, black has a choice of
nodes to move to, while at a leaf node – a terminal node of T – there is no successor
node for black to choose and in such a case and only in such a case he loses the
game. Thus, white wins if black should climb himself into a terminal node of the
tree, and black wins only by climbing up an infinite branch through T . Since any
white win in the climbing-through-T game occurs at a finite stage, if it occurs at
all, this game is an open game for white, and so the theory of ordinal game values
applies.

It is clear that black can win the climbing-through-T game if and only if there is
an infinite branch through T , and so white wins the game if and only if the tree T is
well-founded. The classical theory of well-founded trees and indeed, of well-founded
relations generally, assigns to each node in any well-founded relation an ordinal
rank. Specifically, every node is recursively assigned the ordinal supremum of the
ordinal successors of the ranks of the successor nodes to it in the tree: rank(p) =

7This contrasts with the situation in Raumschach, where pawns have two principal directions
of movement.
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sup{ rank(q) + 1 | p →T q }, where p →T q means that q is an immediate successor
of p. Thus, leaves have rank 0; nodes all of whose successors are leaves have rank 1;
the rank of a branching node is the supremum of the ordinal successors of the ranks
of the nodes to which it branches. In this article, we shall draw the trees growing
upward, although the recursive rank definition proceeds from the leaves downward.
In particular, the ordinal ranks of nodes strictly descends as one climbs the tree. It

Figure 15: Well-founded trees, with ranks ω + 2 and ω · 2 + 3, respectively

is an elementary exercise to see that there are well-founded trees T ⊆ ω<ω of any
desired countable ordinal rank. To see this, observe first that if we have a tree T
of rank α, then the tree 1 + T obtained by adding an additional step just before
the root node of T will have value α + 1. Second, if we have trees Tn of value βn,
then the well-founded tree ⊕Tn obtained by having a branching root node, whose
successors are the root nodes of the various Tn – one may simply prepend the digit
n to every sequence in Tn and take the union – will have value supn βn + 1. It
follows by transfinite induction that every countable ordinal is realized as the rank
of a well-founded tree.

Lemma 11. For any nonempty well-founded tree T ⊆ ω<ω, the game value of the
climbing-through-T game is equal to the rank of T as a well-founded tree.

Proof. The two ordinal values are defined by the same recursion. The value of a
position p in the climbing-through-T game is the same as the rank of that node in
T .

In order to prove Theorem 10, we shall prove that for every tree T , there is an
embedded copy of the climbing-through-T game in infinite three-dimensional chess.
What we mean is that there is a position in infinite three-dimensional chess such
that the plays of black in this position correspond to moves in the climbing-through-
T game. What we will do is to embed an actual copy of the tree T , in such a way
that white can force black to climb with his king through this copy of T , becoming
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checkmated only when he comes to what corresponds to a terminal node of the tree.
We shall argue that the game value of this embedded game is at least as large as the
game value of the climbing-through-T game, and therefore any countable ordinal
arises as a game value in infinite three-dimensional chess.

We already saw in two dimensions how to implement tree-like structures in in-
finite chess, for white was already forcing black up the tree in the positions of
Figures 12, 13 and 14. The crucial difference there, however, was that those trees
were merely 2-branching, since the branching nodes had only two successor nodes.
But since any finitely-branching well-founded tree is finite, such trees will have fi-
nite rank and therefore will not help us with Conjecture 5. In order to achieve high
countable ordinal ranks, we must consider trees that have branching nodes with
infinitely many immediate successors. The main difficulty with implementing such
a branching node in infinite chess is that we must design the position so that white
can force black to make a definite choice, without allowing black to cause a draw
just by extending indefinitely the play implementing the choice itself. That is, it
will not be enough to have a tree-like structure where black is able to choose any
of the infinitely many branching nodes, if black is also able in effect by delay not
to make any choice at all, since then black will choose to avoid making the choice
and thereby cause a draw. We have already seen this feature in the ω3 position of
Figure 10, where we gave black the opportunity to activate any of the black rook
towers, but he definitely had to choose one of them, by moving his black bishop
up the diagonal as far as he liked. We shall implement a similar construction here.
The complication is that the tree T will have infinitely many such branching nodes,
and implementing a single branching node already takes up a whole diagonal. In
two dimensions, there simply does not appear to be enough room to embed well-
founded trees with appreciable rank in this way. So although we had originally
wanted to use this well-founded tree idea in “normal” (that is, two-dimensional)
infinite chess, we found ourselves up against the chess geometry difficulty that the
idea simply did not seem to fit in two dimensions. Meanwhile, the idea does work
in three dimensions, as we shall presently explain, and so we are happy to settle the
question for infinite three-dimensional chess.

The main idea is to give each branching node of the well-founded tree T its own
layer in the three-dimensional chess playing area. Each such branching layer will
involve an infinite diagonal channel, as in Figure 18, with as many side channels
branching off of it as the node as successors in T , infinitely many if desired. The
details of the position will enable white to force black to choose one of these side
channels or be checkmated, thereby simulating the choice black faces in the climbing-
through-T game. Ultimately, the position will resemble a series of tubes in space, as
pictured abstractly in Figure 16, and the main line of play will call for white to force
black through these tubes, whose connective structure is abstractly the same as in
the tree T , except that each branching node of T is simulated on a separate layer of
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the position. Specifically, if the black king should enter this branching layer, he will

Figure 16: The embedded tree, with the infinite-branching nodes of T simulated
individually on separate layers

find himself at the start of an infinite diagonal as in Figure 18 with an obstructing
black bishop. Black will have one spare move here to move the black bishop out of
the way or be checkmated, and he can move it as far as he desires up the diagonal,
which will enable access to any of the side channels branching off before that point.
The idea, then, is that white will proceed to check the black king, forcing black
to climb the channel and choose a branching path, or else be checkmated against
the obstructing bishop. Once black selects one of the branching channels, white
will continue checking him into this channel. Each such off-shoot channel either
leads to a dead-end (corresponding to a leaf node in T ), in which the black king is
check-mated by the pawn as he lands at the end of the channel, or else leads to a
“staircase” channel taking the black king onto another layer higher up, as shown
in Figure 19. Thus, upon entering a branching layer corresponding to a node in T ,
white forces black to choose one of the side channels corresponding to one of the
successor nodes in T .

In the main position, black will have a mate-in-two position against white, with
nothing white can do about it nor any need for white to reply, in a protected part of
the board that does not interact with the embedded tree position we are about to
describe. Meanwhile, in the main line of play, every white move will either check the
black king or threaten mate-in-one, and consequently, black will never be at liberty
to make even the first of his mate-in-two moves. So although the main line of play
will be very long, in a way controlled by black so as to witness very high transfinite
game values, nevertheless both players will in a sense be very close to checkmate
during the entire play. This tense nature of the game will make it easier for us to
argue that play must follow the main line, for neither player is at liberty for any
spare moves. For example, although the position is somewhat open for white, in the
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sense that white could make many moves that tend to destroy the tree structure in
various complicated ways, the fact is that none of these moves will check black or
threaten forced-mate-with-checks (unless one has already reached a terminal part
of the tree), and so white simply does not have time for them. Any move by white
that does not check black or threaten forced-mate-with-checks will be answered by
progress in black’s mate-in-two region of the board, allowing black to win on the
next move.
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Figure 17: The black king is forced to ascend the stairs via 1.αe4+ Kγe6 2.βe5+
Kδe7 3.γe6+ Kεe8 4.δe7+.

As a warm-up to our position and three-dimensional chess generally, consider the
basic stairway position, shown in Figure 17, in which white forces the black king
to ascend. Imagine the layers stacked atop each other, with α at the bottom and
further layers below and above. The black king had entered at αe4, was checked
from below and has just moved to βe5. Pushing a pawn with check, white continues
with 1.αe4+ Kγe6 2.βe5+ Kδe7 3.γe6+ Kεe8 4.δe7+, forcing black to climb the
stairs (the pawn advance 1.αe4+ was protected by a corresponding pawn below,
since black had just been checked at αe4). We encourage the reader to verify as an
exercise that each black move here is forced (for example, βf6 is protected by the
pawn at αf5). Furthermore, white has no advantage to moving any of the white
pawns early, as this merely opens a gap in the stairwell protection, allowing black
to escape, or creates a refuge where black can rest without fear of check, during
which time he would implement his mate-in-2 position against white elsewhere.

This stairway pattern can continue indefinitely, but in our position the stairways
lead eventually to what we call a branching layer, as in Figure 18, showing the main
branching layer γ, with the transition from the stairway indicated in levels ω, α and
β below it. The black king will enter from the stairway below at ωe3 and is then
pushed by a pawn check from below to 1...Kαe4 2.ωe3+ Kβe5 3.αe4+ Kγe6. If
white could now check the black king, it would be checkmate, since the layer above
stops the stairway ascent and the black bishop blocks the diagonal in layer γ, so
black has nowhere to move his king. But white has no immediate checking move.
Instead, white sets up the check with 4.γd4, threatening mate with γd5#, unless
black moves the bishop out of the way. Note that black should not capture the
white pawn at γe8, since then white will capture with his bishop, leading again to
checkmate γd5#. We assume similarly that additional white bishops are placed just
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Figure 18: Transition from stairwell to branching layer γ; additional pawns in layer
above and below will confine black king to the channel

behind the white pawns in the layers above and below (and those white bishops
should similarly be surrounded by white pawns preventing them from causing any
immediate damage to the tree structure). Thus, the only direction for black to
move his bishop out of the way is up the free diagonal in layer γ. The main point –
indeed, the main idea of this entire position – consists of the observation now that
black will move his bishop from γf7 up some distance in this diagonal channel, past
finitely many of the branching-off passages of the sort of which only one is shown in
this figure, thereby giving black the chance eventually to go into any of them that
he wishes, while also being forced to choose at least one. White will now continue in
layer γ with checking moves 5.d5+ Kf7 6.e6+ Kg8 7.f7+ Kh9 8.g8+ Ki10, and
so on. Eventually, black reaches one of the branching-off channels, such as at
12.k12+ Km14 13.l13+, where he faces a free branching choice. On the one hand,
he may simply ignore the branch channel and continue up the main diagonal with
13...Kn15 14.m14+ Ko16 and so on. Eventually, however, he will be check-mated
against his bishop, which blocks the channel higher up, unless he opts for one of the
branching channels (and this is the key step, where we have effectively forced black
to choose one of the infinitely many branching channels available). To illustrate
with choosing the pictured channel, consider 13...Kl15. If white advances the m

pawn, then it could be captured by the black bishop coming back down, which could
then be captured by the white pawn now at l13, but then since this pawn is not
protected, black could capture it safely with his king and find a momentary haven,
sufficient to win with his mate-in-two position elsewhere. So instead white checks
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with 14.k14+. If black moves his king, play continues with 14...Kk16 15.m15+

Kj17 16.k16+ and so on up the channel. Alternatively, if black captures the pawn
with 14...xk14, then play continues with 15.xk14+, which is protected from a
pawn in upper layer, and then 15...Kk16 16.m15+ Kj17 and so on again up the
channel. Thus, black is able in effect to choose any of the branching channels before
his bishop, and is thereby able when making the original bishop move for this layer
to have decided on any of the infinitely many branching channels, and simply move
his bishop far enough out so that he is able when reaching that channel to opt for
it. In this way, black can choose any desired side channel.

Let us now flesh out how the position transforms from the branching layer γ to
another stairway, which may lead to another branching layer or to a dead-end in
which black is checkmated. The left board γ here shows the corresponding part
of layer γ in Figure 18 at the end of the side branch channel, after the black king
has opted for that side channel. The lower right portion of board δ here shows
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Figure 19: The stairwell bottom: king enters from horizontal layer on bottom level
α and will be forced by pawn checks to ascend the staircase γh19 → δh20 → εh21 →
ζh22 → ηh23, and so on.

part of what appears in the layer immediately above layer γ in the main branching
layer. White forces the king at αj17 to enter the stairwell and ascend the stairs
with: 1.γk16+ Kγi18 2.γj17+ Kγh19 3.γi18+ Kδh20 4.γh19+ Kεh21 5.δh20+
Kζh22 6.εh21+ Kηh23 7.ζh22+ and so on. The point now is that this stairway can
lead to another branching layer as in Figure 18, with the whole assembly following
the abstract branching structure of T in the manner shown in Figure 16.

We take ourselves now to have sketched an explanation of the various modules
that can be used to build up the overall position in infinite three-dimensional chess
corresponding to a fixed tree T on ω. Each branching node u of T corresponds to its
own branching layer in the manner of Figure 18, whose side channels will correspond
to the successors of u in T , which may lead via the stairway configurations to
branching nodes on higher layers, if those successor nodes lead to further branching
nodes in T , or to dead-ends in which black can be checkmated, if those successor
nodes are leaves in T .

Although we admit that the detailed accounts of complex positions in infinite
chess can be finicky, let us mention the essential features we believe that our position
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exhibits. For a fixed tree T on ω, we have described a position pT in infinite three-
dimensional chess, in which white will be able to force the black king through a series
of channels corresponding to the nodes of T . In particular, this correspondence is
tight enough that any strategy for black in the climbing-through-T game can be
implemented as a strategy for black in the infinite chess position starting from
position pT . As white forces the black king through the channels, it is as though
black is standing on the corresponding node of T . When this is a branching node of
T , then the black king is in the corresponding branching layer of pT , which allows
black to send his king into any of the side-branching channels, which correspond to
the successor nodes in T of that branching node.

It follows that if the tree T is well-founded, then it has no infinite branches,
and so ultimately the black king must find itself in a dead-end channel. So white
has a winning strategy to win from the chess position pT . Furthermore, the game
value of this position pT must be at least as great as the game value of the climbing-
through-T game, since as we have explained, any strategy in the climbing-through-T
game can be simulated in black’s play from position pT , and consequently the game
value of any node in T is bounded by the game value of the position arising from
corresponding play from pT . Basically, black will be able to continue playing in
the chess position provided that he still has moves to play in the corresponding
climbing-through-tree position. Note that the game value of the chess position
will generally be somewhat larger than the corresponding position in the tree T ,
since simulating one move in climbing-through-T generally takes many moves in
infinite chess, particularly at the branching nodes. Since Lemma 11 shows that
the game values of the climbing-through-T games for various T are unbounded in
the countable ordinals, it follows that the game values of the positions in infinite
three-dimensional chess must also be unbounded in the countable ordinals, and so
the omega one of infinite three-dimensional chess is as large as it can be

ω
Ch3∼
1 = ω1.

This completes the proof of Theorem 10.

We would like to make a few final observations about the proof of Theorem 10.
First, observe that by considering only the case of computable well-founded trees
T , what we attain is a computable position pT in infinite three-dimensional chess,
whose value is at least as great as the rank of T . Since these values are unbounded in
ωck
1 , and furthermore the value of any computable position with a value is bounded

by ωck
1 , it follows that the omega one of computable infinite positions in infinite

three-dimensional chess is as large as it can be.

Corollary 12. Every computable ordinal arises as the game value of a computable
position of infinite three-dimensional chess. Consequently,

ωCh3,c
1 = ωck

1 .
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Second, we note that a variety of interesting positions are obtained by using
two tree simulations, with opposite colors and proceeding in opposite directions.
That is, rather than giving black a mate-in-two position elsewhere, we give black
his own embedded tree, which is like mate-in-2 in the weak sense we have observed
that every move is either checking or threatening mate-in-one. So the main line of
play for this combination-of-two-trees position will have black and white alternately
seizing control, making long series of checking moves until they come to the branch
layer, at which time the opposing player will seize control for a time. By comparing
the ranks of the two trees, one will realize interesting game values this way.

Finally, we observe that in our proof of Theorem 10, it appears that we do not
really need the full scope of three dimensions, but rather, it would be enough to
play on a board of type Z×Z×m, where the third dimension has only sufficiently
large finite diameter m. The idea would be to use bridges that go up and come
back down, rather than stairways that go only up, and to place all the branching
diagonals in one layer, parallel to each other but spaced apart. When following
a side branch, now, the black king will be forced to ascend a bridge that carries
him over to the beginning of another branching diagonal, descending again to the
original layer, while skipping over the intervening branching diagonals.
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