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Critical and ramification points of the modular

parametrization of an elliptic curve

par Christophe DELAUNAY

Résumé. Soit E une courbe elliptique définie sur Q de conduc-
teur N et soit ϕ son revêtement modulaire :

ϕ : X0(N) −→ E(C) .

Dans cet article, nous nous intéressons aux points critiques et
aux points de ramification de ϕ. En particulier, nous expliquons
comment donner une étude plus ou moins expérimentale de ces
points.

Abstract. Let E be an elliptic curve defined over Q with con-
ductor N and denote by ϕ the modular parametrization:

ϕ : X0(N) −→ E(C) .

In this paper, we are concerned with the critical and ramification
points of ϕ. In particular, we explain how we can obtain a more
or less experimental study of these points.

1. Introduction and motivation

1.1. The modular parametrization. Let E be an elliptic curve defined
over Q with conductor N . It is known from the work of Wiles, Taylor and
Breuil, Conrad, Diamond, Taylor ([16], [14], [3]) that E is modular and,
hence, that there exists a map ϕ, called the modular parametrization:

ϕ : X0(N) −→ C/Λ ' E(C) ,

where X0(N) is the quotient of the extended upper half plane H = H ∪
P1(Q) by the congruences subgroup Γ0(N) (which we endow with its natural
structure of compact Riemann surface). The analytic group isomorphism
from C/Λ to E(C) is given by the Weierstrass ℘ function and its derivative
and we will often implicitly identify these two spaces. We now briefly
describe the map ϕ.

The pull-back by ϕ of the holomorphic differential dz is given by:

ϕ∗(dz) = 2iπcf(z)dz ,
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where f(z) is a (normalized) newform of weight 2 on Γ0(N) and c ∈ Z is
the Manin’s constant. In this paper, we assume that we have c = 1; in
fact all examples of elliptic curves we have studied satisfy this assumption
(we use the first elliptic curves from the very large table constructed by
Cremona [7]). Since the differential 2iπf(z)dz is holomorphic, the integral:

ϕ̃(τ) = 2iπ

∫ τ

∞
f(z)dz

does not depend on the path and defines a map ϕ̃ : H → C. Furthermore,
if γ ∈ Γ0(N), we set:

ω(γ) = ϕ̃(γτ)− ϕ̃(τ) ,

the map ω does not depend on τ and ω(γ) is called a period of f (see [6]
to compute it efficiently). The image of ω : Γ0(N) → C, which is a group
homomorphism, is a lattice Λ ⊂ C and then, we get a map:

ϕ : X0(N) −→ C/Λ .

The curve E is in fact chosen (en even constructed) such that C/Λ ' E(C)
and ϕ is the modular parametrization. This description of the modular
parametrization is very explicit and allows us to evaluate ϕ at a point
τ ∈ X0(N), indeed:

• First, suppose that τ is not a cusp, then we have :

(1.1) ϕ(τ) =
∞∑

n=1

a(n)
n

qn mod Λ (q = e2iπτ ) ,

where the (integers) a(n) are the coefficients of the Fourier expansion of
f at the cusp ∞. Note that they are easily computable since L(f, s) =∑

n a(n)n−s = L(E, s) is the L-function of E. The series (1.1) is a rapidly
converging series and gives an efficient way to calculate ϕ.

• Suppose now that τ represents a cusp in X0(N). Then, the series (1.1)
does not converge any more and we have to use a different method. Let {τ}
be the “modular symbol” as described in [6] (it represents a path linking
∞ to τ on which we will integrate f). The Hecke operator Tp, where p is a
prime number, acts on modular symbols and we have:

Tp{τ} = {pτ}+
p−1∑
j=0

{
τ + j

p

}
.

If p ≡ 1 mod N then the cusps pτ and (τ + j)/p (for j = 0, . . . , p− 1) are
equivalent to τ mod Γ0(N), so there exist M0, M1, . . . , Mp ∈ Γ0(N) such
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that:

Mjτ =
τ + j

p
for j = 0, . . . , p− 1 ,

and Mpτ = pτ .

Writing {(τ + j)/p} = {(τ + j)/p}− {τ}+ {τ} and using the fact that f is
a Hecke eigenform with eigenvalue a(p) for Tp, we obtain:

(1 + p− a(p))ϕ̃(τ) =
p∑

j=0

ω(Mp) ∈ Λ .

And we deduce from it the value of the map ϕ at the cusp τ (of course, this
is a torsion point and with the method above, we can compute it exactly
and not only numerically).

1.2. Critical and ramification points. The topological degree of ϕ can
be efficiently computed by several methods ([6], [15], [17], [8]), and we
denote by d = deg(ϕ) this integer. There are finitely many points z ∈
E(C) for which ]{ϕ−1({z})} < d (we will call z a ramification point).
These points are image of critical points (and so critical points are finite
in number). We are interested in localizing and studying the ramification
and the critical points. From the Hurwitz formula there are exactly 2g− 2
critical points (counted with multiplicity) where g is the genus of X0(N)
and is given by:

g = 1 +
µ

12
− ν2

4
− ν3

3
− ν∞

2
.

In this formula, µ = [SL2(Z) : Γ0(N)], ν∞ is the number of cusps and ν2

(resp. ν3) is the number of elliptic points of order 2 (resp. order 3) of
X0(N). Critical points are the zeros of the differential dϕ = 2iπf(z)dz and
then we are led to find all the zeros of f . Nevertheless, a zero of f may not
be a critical point because dz has only a polar part ([12]):

div(dz) = −

 ν∞∑
j=1

Pj +
1
2

ν2∑
j=1

ej +
2
3

ν3∑
j=1

e′3

 ,

where Pj are the cusps and ej (resp. e′j) the elliptic elements of order
2 (resp. order 3) in X0(N). Thus, c ∈ X0(N) is a critical point for ϕ
if and only if c is a zero of f not due to a pole of dz. For example, a
cusp P is critical if and only if the order of vanishing of f at P is ≥ 2.
Note that the differential form f(z)dz is holomorphic and so a pole of dz is
counterbalanced by a zero of f . Thus, the modular form f vanishes at all
elliptic elements of X0(N). Furthermore, with the usual local coordinates
for X0(N), the multiplicity of a zero of f at an elliptic element of order
2 (resp. order 3) has to be counted up with the weight 1/2 (resp. 1/3).
So, a simple (resp. double) zero of f , viewed as a function f : H → C,
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at an elliptic element of order 2 (resp. order 3) compensates exactly the
corresponding pole of dz (viewed in X0(N)).

Let c ∈ X0(N) be a critical point of the modular parametrization, so
ϕ(c) is a ramification point and is also an algebraic point on E(Q) defined
over a certain number field K. Then, the point TrK/Q(ϕ(c)) is a rational
point on E(Q). A natural question asked in [11] is to determine the sub-
group generated by all such rational points. They denote by E(Q)crit this
subgroup. A critical point c ∈ X0(N) is said to be a fundamental critical
point if c ∈ iR, we denote by E(Q)fond the subgroup of E(Q) generated by
TrK/Q(ϕ(c)) where c runs over all the fundamental critical points. In [11],
the authors proved the following:

Theorem 1.1 (Mazur-Swinerton-Dyer). The analytic rank of E is less
than or equal to the number of fundamental critical points of odd order,
and these numbers have the same parity.

In this paper, we are concerned with studying these particular points
of the modular parametrization. More precisely, for a fixed elliptic curve
E, the questions and the problems we are interested in are to determine
the critical points, to define a number field K in which live ramification
points, to look at the behaviour of the subgroups E(Q)crit and E(Q)fond,
etc.. Although it is clear that these questions can be theoretically answered
with a finite number of algebraic (but certainly unfeasible in the general
case) calculations, the part 3 and 4 of our work is more or less experimental
and some of the answers we give come from numerical computations and are
not proved in a rigorous way. Nevertheless, there are some strong evidence
to be enough self confident in their validity.

2. Factorization through Atkin-Lehner operators

In order to find (numerically) all the critical points of ϕ, we will explain,
in the next section, how to solve the equation f(z) = 0, z ∈ X0(N). In
fact, the results we have obtained by our method suggest that the zeros of
f are often quadratic points in X0(N).
Let WQ (with Q | N and gcd(Q,N/Q) = 1) be an Atkin-Lehner operator.
Since f is an eigenform for WQ, we have f |WQ

= ±f , we deduce that:

ϕ ◦WQ = ±ϕ + P , where P ∈ E(Q)tors .

Furthermore, 2P = 0 if the sign is +1. Suppose that ϕ ◦WQ = ϕ, then we
can factor the modular parametrization through the operator WQ:

ϕ : X0(N)
πQ−−→
2

X0(N)/WQ
ϕ̄−−→ E(C) .

The map πQ is the canonical surjection, its degree is 2 and we have deg(ϕ) =
deg(ϕ)/2. The fixed points c of WQ in X0(N) are critical points for πQ and
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thus are critical points for ϕ. The Hurwitz formula gives:

2g − 2 = 2(2gQ − 2) + |{fixed points of WQ in X0(N)}| ,

where gQ is the genus of X0(N)/WQ. We define a function Hn(∆) for n ∈ N
and ∆ ≤ 0.

If n = 1, H1(∆) = H(|∆|) is the Hurwitz class number of ∆ (cf. [5]).
If n ≥ 2, we write gcd(n, ∆) = a2b with b squarefree, and we let:

Hn(∆) =

{ (
∆/a2b2

n/a2b

)
a2b H1

(
∆

a2b2

)
if a2b2 | ∆

0 otherwise.

For n ∈ N, we denote by Q(n) the greatest integer such that Q(n)2 | n,
by σ0(n) the number of positive divisors of n and by µ(n) the Moebius
function. Using the results of [13], we have:

Proposition 2.1. Let tr(WQ, S2(N)) be the trace of the operator WQ in
the space S2(N) of the cusp forms of weight 2 on Γ0(N), then:

tr(WQ, S2(N)) =
∑

m | N
µ

(
N
m

)
6= 0

µ

(
gcd

(
N

m
,Q

))
S(m, gcd(m,Q)) ,

where:

S(m,n) = −1
2

∑
n′ | n
n′ > 4

∣∣∣µ( n

n′

)∣∣∣ Hm
n
(−4n′)

− 1
2

∑
n′ | n

2 ≤ n′ ≤ 4

(∣∣∣µ( n

n′

)∣∣∣ Hm
n
(−4n′) + 2Hm

n
(n′2 − 4n′)

)

− 1
2

(
|µ(n)|Hm

n
(−4) + 2Hm

n
(−3) + 2 |µ (gcd(4, n))|Hm

n
(0)

)
− 1

2
gcd(Q(n), 2) Q

(m

n

)
+

{
σ0(n) if m

n is a perfect square
0 otherwise.

The numbers gQ and tr(WQ, S2(N)) are related by:

gQ = (g + tr(WQ, S2(N)))/2 ,

and so the number of fixed points of WQ in X0(N) is given by the formula:

(2.1) | {fixed points of WQ ∈ X0(N) } | = 2− 2 tr(WQ, S2(N)) .
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We are looking for all fixed points of WQ. We let:

WQ =
(

Qx y
Nz Qw

)
, det(WQ) = Q ,

and we search τ ∈ H such that WQτ = Mτ with M ∈ Γ0(N). Changing
the coefficients x, y, z et w of WQ, we can assume that M = Id and that
WQτ = τ . Then, the matrix WQ is “elliptic” and:

|x + w|
√

Q < 2 .

First, suppose that Q 6= 2, 3 then x = −w and:

WQ =
(

Qx y
Nz −Qx

)
.

Furthermore Q = det(WQ) = −Q2x2 + yNz so we have (2Qx)2 = −4Q +
4Nyz and the point:

(2.2) τ =
2xQ +

√
−4Q

2Nz
,

is a fixed point of WQ. Conversely, we can check that every fixed point has
the form (2.2). In order to find all the fixed point:

• We search β (mod 2N) such that:

(2.3) β2 ≡ −4Q (mod 4N) with β = 2Qx , x ∈ Z.

• For each divisor z of (β2 + 4Q)/4N , we get the fixed point:

(2.4) τ =
β +

√
−4Q

2Nz
.

For each new τ , we check that it is not equivalent mod Γ0(N) to a point
already found. We try a new divisor z, eventually we change the solution
β and we continue. We stop when we have obtained all the fixed points
(their number is known by formula (2.1)).

The critical point τ in formula (2.4) has precisely the form of an Heegner
point of discriminant Q′ for some space X0(N ′) with Q′ and N ′ convenient
(see [4], [9] for more details about Heegner points). In fact, with the nota-
tions above:

• If 2 | N and 2 | y and 2 - z then τ is an Heegner point of discriminant
−Q in the space X0(Q).

• If 2 | N and 2 | y and 2 - z then τ is an Heegner point of discriminant
−4Q in the space X0(Q).

• Otherwise τ is an Heegner point of discriminant −4Q (−Q if 2 | y
and 2 | z) in the space X0(N).
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If τ is a critical point for ϕ and an Heegner point of discriminant ∆, then
write ∆ = f2∆′ where ∆′ is a fundamental discriminant and f is the
conductor of the order O in the quadratic field K = Q(

√
∆′). In this case,

the ramification point ϕ(τ) is defined over the number field H = K(j(O)),
the ring class field of conductor f .

If Q = 2 or 3, we have |x + w| = 0 or |x + w| = 1. The first case is
discussed above, for the second, we have to adapt the method with w =
1− x; this changes nearly nothing. The equation (2.3) is replaced by:

β2 − 2Qβ ≡ 4Q (mod 4N) with β = 2Qx , x ∈ Z.

And the fixed points are:

τ =
−β + Q +

√
∆

2Nz
,

where ∆ = −4 (resp. ∆ = −3) whenever Q = 2 (resp. Q = 3).

Sometimes, the Atkin-Lehner operators does not suffice to factor ϕ and
we can also have to use other operators; those coming from the normalizer
of Γ0(N) in SL2(R) ([1]). In practice, the computations are analogous.

Example. Let take E defined by:

E : y2 = x3 − 7x + 6 .

Its conductor is N = 80 and the genus of X0(80) is g = 7, furthermore
deg(ϕ) = 4 and we have to find 12 critical points for ϕ.

First of all, ϕ factors through the Atkin-Lehner operator W16 which has
4 fixed points in X0(N). The method above allows us to determine them:

c1 =
64 +

√
−64

2× 80
c2 = −c1 ,

c3 =
256 +

√
−64

2× 400
c4 = −c3 .

The operator:

W̃ = (W2S2)2W2 , where S2 =
(

1 1
2

0 1

)
belongs to the normalizer of Γ0(N) and we have ϕ ◦ W̃ = ϕ. The operator
W̃ is an involution of X0(N) (we can not simplify it because W2 and S2 do
not commute). There are 4 fixed points of W̃ which are:

c5 =
16 +

√
−64

2× 80
c6 = −c5 ,

c7 =
−144 +

√
−64

2× 400
c8 = −c7 .
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In fact, ϕ is completely factorized:

ϕ : X0(80) π2−−→
2

X0(80)/W2
fπ2−−→
2

X0(80)/(W2, W̃ ) ' E(C) .

The critical points of π2 are c1, c2, c3 et c4. We have c5 = π2(c5) = π2(c7)
and c6 = π2(c6) = π2(c8), so in X0(80)/W2:

W̃ c5 = c5 and W̃ c6 = c6 .

Thus, π2(c5) and π2(c6) are critical points for π̃2. Let denote by P1, P2, P3

and P4 the following different cusps of X0(N):

P1 =
1
4

, P2 =
3
4

, P3 =
1
20

, P4 =
3
20

.

We have π2(P1) = {P1, P2} and π2(P3) = {P3, P4}. The operator W̃ acts
on these cusps by W̃P1 = P2 and W̃P3 = P4. We deduce that π2(P1) and
π2(P3) are critical points for W̃ . Finally, we have obtained the 12 critical
points for ϕ and the ramification points are:

ϕ(c1) = ϕ(c4) = (1 + 2i,−2 + 4i)
ϕ(c2) = ϕ(c3) = (1− 2i,−2− 4i)
ϕ(c5) = ϕ(c7) = (1− 2i, 2 + 4i)
ϕ(c6) = ϕ(c8) = (1 + 2i, 2− 4i)
ϕ(P1) = ϕ(P2) = (−3, 0)
ϕ(P3) = ϕ(P4) = (1, 0)

Definition 1. An elliptic curve E is involutory if there exists operators
U1, U2, · · · , Uk belonging to the normalisator of Γ0(N) in SL2(R) through
which ϕ can be completely factorized :

ϕ : X0(N) −→ X1 −→ X2 · · · −→ Xk ' E(C) ,

and where Xj = Xj−1/Uj and Uj is an involution of Xj−1.

The curve of the example is involutory and the critical and ramification
points can be completely described. In the table (1), we give a list off all
involutory curves E with conductor N ≤ 100 such that E is not isomorphic
to X0(N). The column (Uj)j gives, with order, involutions for a complete
factorization of ϕ.

The factorizations through operators (completely or partially) explain
most of the time why some critical points are quadratic. Nevertheless there
are cases for which critical points are quadratic whereas no factorization
seems to be possible. This is the case, for example, for the curve E defined
by:

E : y2 + xy = x3 + x2 − 11x ,
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N [a1, a2, a3, a4, a6] (Uj)j

26 [1, 0, 1,−5,−8] W2

26 [1,−1, 1,−3, 3] W13

30 [1, 0, 1, 1, 2] W5

34 [1, 0, 0,−3, 1] W17

35 [0, 1, 1, 9, 1] W5

37 [0, 0, 1,−1, 0] W37

38 [1, 1, 1, 0, 1] W19

39 [1, 1, 0,−4,−5] W3

40 [0, 0, 0,−7,−6] (W2S2)
2

42 [1, 1, 1,−4, 5] W7

43 [0, 1, 1, 0, 0] W43

44 [0, 1, 0, 3,−1] W11

45 [1,−1, 0, 0,−5] W5

48 [0, 1, 0,−4,−4] (W2S2)
2

50 [1, 0, 1,−1,−2] W2

50 [1, 1, 1,−3, 1] W5

51 [0, 1, 1, 1,−1] W17

53 [1,−1, 1, 0, 0] W53

54 [1,−1, 1, 1,−1] W3

55 [1,−1, 0,−4, 3] W11

56 [0, 0, 0, 1, 2] W7

56 [0,−1, 0, 0,−4] S2W7, (S2W2)
2

57 [0,−1, 1,−2, 2] W3, W19

N [a1, a2, a3, a4, a6] (Uj)j

58 [1,−1, 0,−1, 1] W2, W29

61 [1, 0, 0,−2, 1] W61

62 [1,−1, 1,−1, 1] W31

64 [0, 0, 0,−4, 0] (W2S2)
2

65 [1, 0, 0,−1, 0] W65

66 [1, 0, 1,−6, 4] W2, W11

66 [1, 1, 1,−2,−1] W3, W11

69 [1, 0, 1,−1,−1] W23

70 [1,−1, 1, 2,−3] W5, W14

72 [0, 0, 0, 6,−7] W2, (W2S2)
2

77 [0, 0, 1, 2, 0] W7, W11

79 [1, 1, 1,−2, 0] W79

80 [0, 0, 0,−7, 6] W2, (W2S2)
2W2

80 [0,−1, 0, 4,−4] (S2W2)
2, (S2W2)

82 [1, 0, 1,−2, 0] W2, W41

83 [1, 1, 1, 1, 0] W83

88 [0, 0, 0,−4, 4] W2, W11, (W2S2)
2

89 [1, 1, 1,−1, 0] W89

91 [0, 0, 1, 1, 0] W7, W13

92 [0, 1, 0, 2, 1] W23

94 [1,−1, 1, 0,−1] W47

96 [0, 1, 0,−2, 0] W2, (S2W2)
2

99 [1,−1, 1,−2, 0] W3, W11

Table 1. Involutory curves with conductor N ≤ 100, and
such that deg(ϕ) 6= 1. The curves are given in the form
y2 + a1xy + a3y = x3 + a2x

2 + a4x + a6.

with conductor N = 33, the 4 critical points are the following Heegner
points:

c1 =
36 +

√
−24

2× 33
c2 = −c1 ,

c2 =
36 +

√
−24

4× 33
c4 = −c3 .

We have deg(ϕ) = 3 and it is hard to explain this by a natural operator.
If one wants to prove that a quadratic point is a zero of f , one can use the
following way.

Let γ1, γ2, . . . , γµ be a set of representatives for the right cosets of Γ0(N)
in SL2(Z), then classical arguments show that the coefficients of:

P (X) =
µ∏

j=1

(
X −N6 f6(γjz)

∆(γjz)

)
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belong to Z[j] (at least if N is squarefreee), where j is the modular invariant
and ∆ the usual cusp form of weight 12 on the full modular group. The
computation of P (X) is possible (but delicate and long since the coefficients
explode with N). Consider the constant term of this polynomial P (0) =
G(j) where G is a polynomial with integer coefficients. We have:

G(j(z)) = (−1)µN6µ

 µ∏
j=1

f(γjz)

6

∆(z)−µ

Let z0 be a quadratic point. Then, j(z0) belongs to the ring of integers of a
certain number field and so belongs to some discrete subgroup of C, hence
it is easy to determine if G(j(z0)) = 0. Furthermore, the factorization of
G(x) in irreducible elements gives the order of vanishing at j(z0). Now, by
numerical computations, we can decide which γj are such that f(γjz0) 6= 0,
the others γj lead to zero of f (∆ does not vanish in H).

Coming back to the example of the elliptic curve E with conductor N =
33. We let f(τ) = q + q2 − q3 − q4 − 2q5 + . . . be the newform of weight 2
on Γ0(33) associated to the elliptic curve E. Then, in this case, we have:

G(j) = 3324348(j2 − 4834944j + 14670139392)12 ,

And the points j(c1), · · · j(c4), where c1, · · · c4 are defined above, are the
zeros of this polynomial.

3. Localization of the zeros of f

Whenever a zero of f is neither a quadratic point on X0(N) nor a cusp
then it is a transcendental number in H (because j(z) and z are both
algebraic if and only if z is quadratic). In this section, we propose to give a
method in order to calculate at least numerically the zeros of f and hence
the critical and ramification points of the modular parametrization.

Let:

αj =
(

0 −1
1 j − 1

)
for j = 1, 2, · · · , N ,

and α0 =
(

1 0
0 1

)
.

Then, we complete the set {α0, . . . , αN} by matrices αN+1, . . . , αµ in order
to obtain a set of representatives for the right cosets of Γ0(N) in SL2(Z).
i.e.:

SL2(Z) =
µ⋃

j=1

Γ0(N)αj .
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If N is prime, we need not complete the first set since, in this case, we have
µ = N + 1. We let:

F = {z ∈ H, −1
2

< <e(z) ≤ 1
2
, |z| ≥ 1}

be the classical fundamental domain for the full modular group SL2(Z).
Then, we define:

FN =
µ⋃

j=1

WN αiF ,

where WN =
(

0 −1
N 0

)
is the Fricke involution, FN is a fundamental

domain for X0(N). It may be not connected. We will search the zeros of f
in FN .

Proposition 3.1. There exists a positive real number B = Bf < 0.27 such
that: {

f(z) = 0
=m(z) > B

=⇒ z = ∞ .

Proof. We apply Rouché’s theorem to the function q 7→
∑

n a(n)qn, D → D.
The (very bad) bound B < 0.27 comes from |a(n)| ≤ 2n. �

For applications we compute a more accurate numerical value for B, in
fact B seems to decrease as N grows. In [11], we say that a cusp a/b is
a unitary cusp if gcd(b, N/b) = 1 (in this definition, we implicitly suppose
that the representative a/b is such that gcd(a, b) = 1 and b|N).

Corollary 3.1. Let a/b be an unitary cusp, there exists a neighborhood
V ⊂ X0(N) of a/b such that:{

f(z) = 0
z ∈ V

=⇒ z =
a

b
.

Proof. If a/b is unitary, one can find an Atkin-Lehner operator W such that
Wa/b = ∞, and we take V = W ({=(z) > B}). �

This also proves that an unitary cusp is never a critical point for ϕ; in
fact, one can also prove this by determining the Fourier expansion of f at
the cusp a/b. If a/b is not unitary, then a/b may be a critical point (see
the example above). At least, we remark that:

f(z) = 0 ⇐⇒ f (WNz) = 0 .

Thus, we can always choose z′ ∈ {z, WNz} such that |z′| ≥ 1/
√

N and we
can forget the half-disk {z ∈ H , |z| < 1/

√
N} when we are looking for

critical points.
All the considerations above allow us to restrict the domain of search for

the zeros of f (see figure 1).
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Figure 1. Fundamental domain for X0(N) (and restrictions)

Then, in the domain left, we localize the zeros of f using Cauchy’s inte-
gral. More precisely, we partition the domain in small parts R and for each
R we compute:

IndR =
1

2iπ

∫
∂R

f ′(z)
f(z)

dz =
1

2iπ

∫
∂f(R)

dz

z
.

It is an integer: if it is zero then R does not contain any zero of f , otherwise
R contains some zeros. Then, we divide R in small parts and continue.
When the localization of a zero is enough precise, we use Newton method
in order to obtain the desired accuracy.

Once the zeros of f obtained, we check that they are inequivalent (be-
cause the Newton ’s method may jump a zero out of the restricted domain).
We eliminate those coming from the elliptic points. There must have 2g−2
critical points left. The method above is quite efficient in practice, even
in the case where zeros are multiple. Let denote by c1, c2, . . . , c2g−2 the
critical points of ϕ. Then, we consider the ramification points associated:
zj = ϕ(cj) = (xj , yj). From the algebraic properties of the zj the polyno-
mials:

Px(X) =
2g−2∏
j=1

(X − xj)

Py(X) =
2g−2∏
j=1

(X − yj)

have rational coefficients. We can compute them numerically and we verify
that the results we obtain are closed to certain rational polynomials; this
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provides a check of computations. Indeed, in each case we have considered,
we get a polynomial very close to a rational polynomial and we can then
be enough self confident in the results. Furthermore, Px and Py enable us
to define a number field K where the points zj are defined.

Example Let consider the elliptic curve of conductor N = 46 defined by
the equation:

y2 + xy = x3 − x2 − 10x− 12 .

It is the first curve (for the conductor) for which the critical points are not
Heegner points. The genus of X0(46) is g = 5 so there are 8 critical points.
We determine them by the method explained above:

c1 = 0.118230 · · ·+ 0.088094 . . . i c2 = −c1

c3 = 0.345846 · · ·+ 0.047527 . . . i c4 = −c3

c5 = 0.172454 · · ·+ 0.010527 . . . i c6 = −c5

c7 = 0.435609 · · ·+ 0.019852 . . . i c8 = −c7

And then, we can compute Px and Py (numerically):

Px(X) =
1

232
(23X4 − 70X3 + 567X2 + 2472X + 3184)2

Py(X) =
1

233
(12167X8 + 37030X7 + 7085747X6 + 12153116X5+

971389940X4 − 3448946432X3 − 1586824496X2+

9784853696X + 7416293824) .

There are 93 isogeny classes of elliptic curves with conductor N ≤ 100.
Among them, 46 are involutory and are listed in table (1) (more precisley
those which are not isomorphic to X0(N)). There are 30 non involutory
curves for which all the critical points are quadratic (so due to some fac-
torization and “accidental” reason as for the case N = 33). Some cusps
are critical points for 4 of the 93 curves, they are all involutory (N = 48,
N = 64 and the 2 curves with N = 80). The first case for which the
group E(Q)fond is not of finite index in E(Q) is obtained by the curve
y2 +y = x3 +x2−7x+5 with conductor N = 91. For this curve E(Q)crit is
of finite index. The curve y2 = x3−x+1 with conductor N = 92 is the first
example of curve with rank 1 for which E(Q)crit is a torsion sub-group.

4. A rank 2 curve

In this section, we comment some of the results we obtained concerning
the first elliptic curve of rank 2 over Q. This is the elliptic curve with
conductor N = 389 defined by:

E : y2 + y = x3 + x2 − 2x .
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The group E(Q) is torsion free of rank 2 generated by G1 = (0, 0) and
G2 = (1, 0). The genus of X0(389) is g = 32, there are 2 cusps (389 is prime)
and no elliptic element. Furthermore, deg(ϕ) = 40. We computed the 62
critical points of ϕ. As predicted by theorem 1.1, there are 2 fundamental
critical points:

c1 ≈ 0.0169298394643814501869216816× i

c2 ≈ 0.1518439730519631382000247052× i .

More astonishing, 2 critical points are Heegner points of discriminants -19:

c3 =
337 +

√
−19

2× 19
and c4 =

−337 +
√
−19

2× 19

Two critical points belong to the line <e(s) = 1/2:

c5 ≈
1
2

+ 0.008015879627931564443796916× i

c6 ≈
1
2

+ 0.080175046492899577113086416× i .

The last remark comes from a generalization of theorem 1.1:

Theorem 4.1. Let r be the analytic rank of E and m be the number of
critical points of odd order lying on the line 1/2 + iR.

• If 2 - N or 4 | N , then r ≤ m and these numbers have the same
parity. If a(2) = 2 we have the stronger inequality r + 2 ≤ m.

• If 2||N then r ≤ m and these numbers have the same parity if and
only if a(2) = −1.

Proof. First, the end points of the line I = 1/2 + iR are not critical point
since f has only a single zero at the cusp 1/2 (indeed, if 4 | N then
f(τ + 1/2) = −f(τ), if 2||N then 1/2 is a unitary cusp and so a single
zero of f and if 2 - N the cusp 1/2 and ∞ are equivalent). A direct calcula-
tion also shows that there are not any elliptic point on I (because N ≥ 11),
thus all zeros of f on I ∩H are critical points for ϕ.

If 4 | N then f(τ + 1
2) = −f(τ) and the proposition comes from theo-

rem 1.1. Otherwise, let L∗(E, s) = −
∑

n≥1(−1)na(n)n−s, we have:

L∗(E, s) = (2L2(E, 2−s)− 1)L(E, s) ,

where L(E, s) is the L-function of E (or f) and L2(E,X) is its Euler factor
at p = 2. One can see that the order of vanishing ν of 2L2(E, 2−s) − 1 at
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s = 0 is :

• ν = 2 if a(2) = 2 (in this case, we have 2 - N).
• ν = 1 if 2||N and a(2) = 1.
• ν = 0 otherwise.

Then the order of vanishing of (the analytic continuation of ) L∗(E, s) at
s = 1 is r′ = r + ν. Furthermore,

L∗(E, s) =
−2π

Γ(s)

∫ ∞

0
f

(
1
2

+ it

)
(2πt)s−1dt

and we can follow the proof of Mazur and Swinnerton-Dyer. Since the order
of vanishing of L∗(E, s) at s = 1 is r′ then:

Jα =
∫ ∞

0
(log(2πt))αf

(
1
2

+ it

)
dt = 0 for α = 0, . . . , r′ − 1 .

Let 1/2+it1, . . . , 1/2+itm the zeros of f of odd order lying on I∩H. Then,
f

(
1
2 + it

) ∏m
j=1 log(2πt)− log(2πtj) is of constant sign, and the integral:∫ ∞

0
f

(
1
2

+ it

) m∏
j=1

(log(2πt)− log(2πtj)) dt

is not zero. But, this integral is a linear combination of J0, . . . , Jm and so
m ≥ r′. This proves the inequalities of the theorem.

If N is odd then the Fricke involution:

WN =
(

N (−1−N)/2
2N −N

)
maps the line <e(s) = 1/2 to itself. Since f(z) = 0 ⇔ f(WNz) = 0 with
the same order of vanishing, the parity of the number of zero of odd order
of f lying on I ∩H is given by the parity of the order of vanishing of f at
the fixed point of WN (i.e. at τ = 1/2

√
N). But, f |WN

= −εf , where ε is
the sign of the functional equation of L(E, s), so we see that this order has
the same parity than the analytic rank of E.

If 2||N then the Atkin-Lehner involution:

WN/2 =
(

N/2 (−1−N/2)/2
N −N/2

)
maps the line I to itself. The same argument as before allows us to con-
clude except that in this case we have f |WN/2

= a(2)εf which explains the
eventual difference between the parities. �

For our curve E with conductor N = 389, we have ϕ(c3) = ϕ(c4) = 0 so
we have determined the polynomial Pxr(X) =

∏
∗(X − x(ϕ(c))) where the

product runs through the critical points except c3 and c4 and where x(P )
denotes the x-coordinate of P . The numerical computations of Pxr(X) lead



124 Christophe Delaunay

to a polynomial which is closed to a rational polynomial, giving a check of
computations. This polynomial is the square of an irreducible polynomial
over Q of degree 30 with denominator:

252 × 76 × 113 × 195 × 673 × 3897 .

It also appears that the sub-group E(Q)crit is a torsion group.
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