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ABSTRACT. We have developed a new common method to inves-
tigate geometrically fast approximation problems. Fisher-Micchelli’s,
Bernstein-Walsh’s and Batirov-Varga’s well known results are obtained
as applications.

INTRODUCTION: FISHER-MICCHELLI’S & BERNSTEIN-WALSH’S TYPE
PROBLEMS

Let K be a compact subset of the open unit disk D, H>(D) be the set
of bounded analytic functions on D and C'(K) be the set of continuous
functions on K.

Then each function f € H*(D) is approximable by finite linear com-
binations of the system of powers {zk};o uniformly on K at a rate of
geometrical progression and as approximants one can take Taylor poly-
nomials, i.e.

lim sup \/||f Paflleqe <

n—~0o0

where P,(f)(2) = z o,
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If f € H(C) then one can obtain faster approximation

Tim {/1f = Pafllou =0

From now on approximation which is faster than geometrical progression
will be called fast approximation.

In case when logarithmic capacity of K is positive, v(K) > 0, Bernstein
and Walsh [BW] obtained the following result.

BW type result (Bernstein-Walsh): The class of functions f :
K — C permitting the fast approximation by finite linear combinations
of the system {zk}go in C(K), coincides with H(C).

We have seen that to make the fast approximation of the class H>(D)
we have to miniaturize it up to the class of entire functions. The natural
question arises if we can fast approximate whole class H*°(D) using some
other system instead of {zk}go. Due to Fisher and Micchelli [FM] the
answer is negative.

FM type result (Fisher-Micchelli) There is no system of functions

e,(g"):K—MC, k=1,2,....,n; n=1,2,...

such that every function f € H*(D) admits the fast approximation by
polynomials

S e
k=1

in C(K).

Reasoning from these results, let us consider the following problems
named Fisher-Micchelli’s and Bernstein-Walsh’s type problem, respec-
tively.

Problems:

FM) For a given space H, find a system ei") such that each element
of H admits the fast approximation by linear combinations a,g")e,g").

k=1
BW) For a given system e,i"), find the class of elements permitting the

fast approximation by linear combinations kzl a,g")e,(f").

We have developed a common method to investigate both problems
based on the notion of g-bounded systems.
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1. ¢g-BOUNDED SYSTEMS

Definition 1.1 Let X be a Banach space, (e,(c")> cX,n=1,2,...
k<n

be a triangle matrix, and L, be the linear span of the finite system
{61(:)} . For ¢ > 0 the matrix (e,&")) is called
k=1 k<n

i. g-lower bounded in X, if for each sequence P, = Z ak ek () ¢ L,

k=1
limsup {/||P.||x > ¢limsup ¢ max
<k<n

n—oo n—~0o0

one has

()"

ii. g-upper bounded in X, if

], <o

limsup '/ max
< X

n—00 1<k<n

Definition 1.2 The matriz (e]g")>k is called 0-lower bounded (oo-
<n
upper bounded), if it is q-lower (upper) bounded for some q € (0,00).

Definition 1.3 The system {ex},., C X is called g-lower (upper)
bounded, if the matrix (e,(cn)> is q-lower (upper) bounded for e,(gn) =
k<n
6k,k7§;n.

Checking of g-upper boundedness is usually easy. As regards checking
of g-lower boundedness, it seems difficult. The following lemma shows
that checking of g-lower boundedness can be reduced to checking of ¢-
upper boundedness of biorthogonal system.

Lemma 1.1 (Checking lower boundedness, [F]) If the finite sys-
tems {cp,g )} and {elg")}k are biorthogonal for all n € N and the
=1

matrix ) 1s q-upper bounded in a normed space Y then the

matriz (ek )> 18 %—lower bounded in the dual space Y*.
k<n

2. BASIC LEMMA

There is a close relation between Kolmogorov n-widths and ¢g-bounded
systems.

Definition 2.1 Let K be a subset of a normed linear space X. The
quantity

do(K,X)= inf sup inf [y — |y,

XnCX reK yeXn
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where the leftmost infimum is taken over all subspaces X, C X of di-
mension n, is called the Kolmogorov n-width of K in X.

Lemma 2.1(g-bounded systems and Kolmogorov n-widths)

Let H, X be Banach spaces and H C X. If there exists a matrix
(<p,§")>k< C H which is qi-lower bounded in X and gs-upper bounded in

H, then

limsup /d,,(Bg, X

n—oo

for the unit ball By = {x € H : ||z||; < 1} ofH.
Lemma 2.1 could be established by Tikhomirov’s well known result.
Lemma (Tikhomirov, [T]) If B,y is a unit ball of some n + 1-
dimensional subspace of a Banach space X, then d,(B,i1,X) = 1.
Instead, we shall give here an elementary proof in the sense that it
does not depend on Borsuk’s theorem.
Proof. Assuming the converse, there is a positive number § and the
n-dimensional (n > ng) subspaces Y,, C X such that

Qo
sup inf ¢ —zlly < = n>ng).
swp it iyl <L -0 (2w

Let {el R, enn } be a basis of Y,,. Denoting

E:ak 6k

ro(T) = 1%f) X
g

X

we have

sup () < L (n > ng). (1)

r€Bp q2

For each € By take coefficients a,(cn) (x) such that

xr — Z a,(c") (:L’)e( )
=1

Since (go,i")>k is go-upper bounded in H, it follows that
<n

= limsup r,, (). (2)

n—oo

lim sup '
n—oo

X

(n) (p](fn)
"::7nEB,k—1,2,...,n, 3

for each positive € beginning from some N(g).
The linear dependence of the system

n+1
[, o), )



@-BOUNDED SYSTEMS 201

Enﬂ), i =1,...,n+ 1 such that

n+1
Z C§n+l)al(gn) (,l/)(n-l-l)) =0,k=1,2,...,nand
1=1

implies the existence of coefficients ¢
max ’CE"H)’ = 1. (4)

1<i<n+1

n+1
Denote Poyy = 3. "™y Combining (1) — (4), we obtain
i=1

q1 .
< limsup "*/|| B,
Gte p H n+1||X

n+1 n
— lim sup a1 chn—l—l) [¢§n+1) . a](gn)(wfn+1)>el(€n)]
n—oo \ i=1 k=1 X
n+1
< limsup ™"} Z ’CE"“)‘
oo \ i=1
. nt1 (n+1) _ (n) ¢, (nt1)y (1)
X h;n_)s;ip | Dnax Y, k 1% (e
= X
= limsup max rn+1(w§n+1)) < limsup sup 7,41(x) < n_s,
n—oo 1<i<n+1 n—oo z€By a2

This yields that Z—; -6 > Z—; and the contradiction proves the lemma.

The following basic lemma shows that checking of g-boundedness of
even one system leads to solution of both problems at once.

Lemma 2.2 (Basic lemma)
FM) Suppose H C X are Banach spaces and ||z|| < C|z|,, = €

H. If exists a matrix (gp,g")>k C H, which is qi-lower bounded in X
<n

and qo-upper bounded in H, then for every matrix (e,i")) C X there
k<n

18 an element x € H such that

x — Z a,ﬁ")e,(j)

k=1

L@

- Y

q2

limsup ;'

n—oo

X
for all numerical matrices (a,i"))k<n.
BW) Let {ex},—, be a O-lower and oo-upper bounded system in a
Banach space X. For x € X there are polynomials P, = ki a,i")ek
=1

satisfying {/||x — Pollxy — 0if and only if © =) xper, /|xk T 0.
n—oo k=1 — 00
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Proof. One can find BW) proof in [F] under even more general con-
ditions.
FM) Assuming the converse, it is possible to take (e,i")) C X such

k<n

r— 35 e
k=1

that limsupr,(z) < L (Vo € H) for ry(z) := inf (/
X

n—00 al(c")

1 . R - T; @ 1
Then let H = iyl H;, where H; := {x € H: hinqs;iprn(:c) < Zz -

Since H is a Banach space, one can take some H;, being a set of the
second category there.

Denote g = & — L

= and
q2 20

Erx={x € H :r,(x) <qo for n>k}.

As ||%||y is stronger than ||*||, the sets Ej are closed in H. Since

o
H;, C U Ej, then some Ej, contains a ball in H, that is the estimates
k=1

ro(zo + px) < qo  (n > ko)

hold for some positive number p, for some zy € X and for each x chosen
from the unit ball By = {z € H : ||z||; < 1}. As

B ral) = ra(ua)

n : (n) (n)
< _ _
< To + pr Zak ek +Clﬁlf> Zo Zak N
D' k k=1 X
< 2qy (Yz € By),
then
limsup sup 7,(x) < go.
n—oo xE€Bp

Therefore

limsup v/d,,(Bg, X) < qo

that contradicts lemma 2.1.
To each pair (X, gp,(fn)>, where (gp,(fn))k is some matrix of elements
<n

from a Banach space X, let’s put in correspondence the set Sy (go,i")),
consisting of elements x € X that

X
S el X

Jj=1 =1 j=1 i=1
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Corollary. Let (go,i")) be g-lower bounded matrix in the Banach
k<n

<C, k<n, n=12,.... Then for each matrix

space X and ng,@
X

(e,&")) C X there is an element x € Sy (w,g")) such that
k<n

n

x— Z a,(c")e,i")

k=1

limsup

n—oo

>q
X

Y

for all numerical matrices (a,&"))k .
<n
Proof. Let M, be the Banach space of all n x n triangular numerical

matrices a = (a;;), 1 < i < j < n, equipped with the norm |a|, =

n_
> > |aij|. For a = (a;;) € M,, denote

j=1i=1

ap = zn:zj:aij(pgj) € X.

j=1 i=1

Consider the set M of sequences A = {a(")}oo

— a™ € M, that con-
verges in X,

Ap = lim a™o,

n—oo

and sup ‘a(") ‘n < oo0. Then M is a Banach space, with the norm
1Al = sup [a™] .

Therefore the set Sx (go,i")) that coincide with {Ap : A € M} turns to
a Banach space, equipped with the norm

Izllay = yinf Al

Indeed, Sx (gp,&")) is isometrically isomorphic to the factor space M /My,

which is a Banach space as My = {A: Ap = 0} is a closed subspace of
M.

To complete the proof it is enough to note that

H@zﬁn)

=L el Cally, @ € Sx (97)
SX

and use basic lemma FM).
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3. APPLICATION 1

Let K be a compact subset of the open unit disk D with positive
logarithmic capacity y(K), C(K) be the set of continuous functions on
K and H*(D) be the set of bounded analytic functions on the unit disk
D.

Take H = H*(D), X = C(K) then H C X and |||y < ||*] 4

It is obvious that the system o™ (2) = ¢y (z) = zk

is 1-upper bounded
in H. On the other hand, one can easily establish 1K) 1 ) Jower boundedness

of {zk}o in X using the following

Proposition ([F]). For each polynomial P,(z) = > apz"* ag # 0
k=0
there is a polynomial Q,(z) = Y. brz""%, by = 1 satisfying
k=0

m k|

|Pa(2)| 2 = —@n(2)], z€D.

Now applying basic lemma we obtain Fisher-Micchelli’s and Bernstein-
Walsh’s results.
(FM) Let (e]g")>k be a matriz of continuous functions on K. Then
<n

there is a function f € H*(D) such that

f— Zak ek

limsup »

n—oo

for all numerical matrices (a,&")) .
k<n

(BW) The class of functions f : K — C, permitting the fast ap-
proximation by finite linear combinations of the system {zk}zo in C(K),
coincide with H (C).

As you could see we have obtained FM and BW results by checking
g-boundedness of just one system {zk};io.

4. APPLICATION 2

It was mentioned above that to make the fast approximation of H*> (D)
we have to miniaturize it up to the class of entire functions. Now let’s
consider another miniaturization.

Suppose 0 < nj < ng < ...<ng<...are integers with density 7, i.e.

lim £ = 7.
k—oo "k
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Denote

Hf,‘;k}(D) = {f € H®(D): f(z) = Zakzk, ap =0, k ¢ {nk}} ;

k=1
[/l e . =sup|[f(z)].
{nx} zeD

Let K be a compact subset of the unit disk D = {z € C: |z| < 1} with
positive logarithmic capacity vy (K).

Theorem 4.1
FM 1) If 7 =0 then lim {/d, (B,C(K)) =0, for the unit ball B of
Hg: (D).

FM 2) If T > 0 then for each matriz (e,i")) of continuous func-
k<n
tions on K there is a function f € Hf;k}(D) satisfying

n 1
n) (n V(E)\ 7
r-yadr) = (1)
‘ k=1 4
for all numerical matrices <a,(€")) .
k<n

BW) If 7 > 0 then the class of functions f : K — C, permitting
the fast approrimation by the finite linear combinations of the system
{z" 12, in O(K), coincide with HE; (D) N H(C).

Proof. To prove FM1) one can take the partial sums of correspond-
ing lacunary series as approximants. Proofs of FM2) and BW) can be
established by the basic lemma.

Indeed, take H = HP, (D), X = C(K) and ¢i(z) = 2" € Hf; (D).
It can be easily checked that {z"*}’7, is l-upper bounded in H and

1

(M) ;—lower bounded in X.

4

limsup

n—~0o0

C(K)

5. APPLICATION 3
Consider the system of exponents
{6_““"’}211 ’ (5)
where )\, are disjoint numbers, which satisfy
Redp >a >0, M| <M<oo, k=1,2,.... (6)

To every function f € L?(0,00) we put in correspondence its approx-
imation error by finite linear combinations of first n elements of (5),



206 M. S. MARTIROSYAN AND S.V. SAMARCHYAN

ie. Eu(f) = inf || f(2) = 3 a{M ek
ak" k=1

Bernstein theorem for exponents.

Theorem (Musoyan, [M1]) Let f € L*(0,00). Then the estimate
limsup {/E,(f) < 1 holds if and only if there exists an entire function of

n—oo

exponential type with indicator diagram located in the open left half-plane
coinciding with f on (0,00) almost everywhere.

. There is an analogue of

L2(0,00)

In [Z] it has been shown that in a sense such rate of approximation
can’t be improved.

Theorem ([Z]) Let D be a set of positive measure (D) and D C
{z 1 |z| £ My, Rez < 0}. If (6) takes place then

n—~o0

msup B, () 2 1= {‘j&D z)\41}’
where f\(z) = e for some A chosen from —D = {z: —%Z € D}.

For entire function f of exponential type introduce its Borel trans-
form (s(z) = i f(0)z7"~1. Let K be a compact subset of the open
right half—plar?e: 0With positive logarithmic capacity v(K) and —K =
{z:=z€ K}. For 1 < p < oo we denote by L. the class of functions

f € L?(0, 00) admitting the extension up to entire function of exponential
type with 3; holomorphic on the complement of —K.

For f € LP(0,00) and any matrix (e,g"))k C LP(0,00) consider
<n

n

F= 3

k=1

EW(f) = inf

Theorem 5.1 (FM) For each matriz (e,&n)> C LP(0,0), 1 <p<

00, there is a function f € L. satisfying

lim sup 1/ E,(Lp)(f) > %,

n—oo

where d(K) =inf {2M : K C {z:|2| < M }}.
Proof. There exists a matrix of numbers (A ),<,, C K such that the

matrix of exponents (e~*n*) _ s %—lower bounded in LP(0,00). To

prove this, we introduce Fekete’s n-th transfinite diameter and Chebyshev

n-th constant of K ([L], p. 606) that are 7, = max [] |zx — zj|1/"("_1)
Z1yeees €K j#k
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n
. 1 .
and ¢, = min max [[ |z — 2|"/" respectively. The theorem of Fekete
21 yeeny zn€C zeK k=1

— Szego states that both 7,, and ¢, tend to v(K) as n — oo.
We take (Arn)<, in such a way that

H|)\kn_)\jn|l/n(N—1) =T, N = 1’2"”‘ (7)
ik
Consider the finite system of exponents

{ertmr ety (8)

and Blashke product B, (\) = [] % for {A\gn},_,. The biorthogonal
k=1 i
system generated by (8) is the system of functions [M2]

n

(n) 1 e
o () = =——= —

—AmnT

k=1,...,n; x>0, (9)

m=1

that is, [ e %@, (x)dz = )y (8 is Kronecker’s delta) and the linear

spans of (8) and (9) coincide. According to lemma 1.1, we just need %—

upper boundedness of (go,i"))k in all spaces LP(0,00), 1 <p < oo.
<n

The function gp,(f")(x) can be written in the integral form

=L L e erdC 10
o) B;<Akn>2wi/ BaOC + hen), (10)

R

where I', r is the contour consisting of the segment [r + iR, r — iR] and
semicircle ( = r 4+ Re", —% < ¢ < T running in positive direction.
Besides, interior of I', p contains the compact set K. For any positive

¢=A _
%) >1—c¢

number ¢ one can fix r such small and R such large that
when (¢, ) € I'. g x K. Consequently, (10) implies

< C 1
1000 = 1By ven)| (L~ 2)

o

= k=1,2,....n; n=1,2,...,

where the constant C' does not depend on k£ and n. As ¢ was arbitrary,
the last estimate leads to

1

<
Lr(0,00) ~ liminf p/ min |B! (A
n— o0 1<m<n

)

lim sup ¢/ max
n_)oop 1<m<n v
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d(K)
lim inf (/ min [ [Aen — Ao )

<
n—00 I<msn g1 k£m

Indeed, according to (7) we get

n

n
_1
T e = Al = plmax [T P — 21 2 i
zeK

k=1k#m k=1,k£m

for all m =1,2,...,n, therefore

n

. . .1-
liminf »| min H [ Aen — Amn| > lim ¢,
n—oo

n—o00 1<m<n

=3 =

= 7(K).

Now let’s prove S (0,00) (67) C L.
For f € SLr(0,00) (€717 consider the exponential polynomials f,(z) =

> Z aw Je=%i% (z € C) such that
j=1li=1

Y

7j=1 i=1

a;; ‘ < 00 and fn — f||Lp(o,oo) njooo‘

The chosen sequence of polynomials is a normal family of entire functions
because of its uniformly boundedness inside of C. Similarly, the sequence
of Borel transforms

B (2 Zzz%—)\”

7j=1 i=1

is a normal family on the complement of —K. So f.(z) — f(z) uni-
formly on each compact subset of the complex plane and 3y, (2) — (%)

uniformly on each compact subset of the complement of —K.

As entire function f is of exponential type and f = f almost ev-
erywhere on (0,00), it remains to prove S7(z) = B(z), z € C\(-K).
Indeed, if Rez > 6 > 0 then

By, (2 / ] e ?tdt.
0

Br.(2) = Bp(z)| =

Therefore

OW) [1fn = Fll o000y (1 — 00).
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Thus B7(2) = B(z) (Rez > 0). Consequently, 37 and 3 coincide on the
complement of —K. Now theorem 5.1 follows from the corollary of basic
lemma.

Remark. It is known [J] that the sequence {\;}]°, Rel, > 0 of
disjoint numbers satisfies Carleson’s separability condition [C]

n

inf H
1<j<n

k=1,k#j

Mo — A

>8>0, n=12,... (11)
Ao+ A

if and only if the system {e_)‘kx}]il is basis in its closed linear span
in the space L?(0,00). If (6) holds then {e¢™**} isn’t minimal, so
(11) doesn’t hold. However, a bounded sequence of powers can be taken
geometrically separable, i.e.

n

liminf »| inf H
n— o0 1<j<n

k=1,k#j

e — A
Ak + A

> 6> 0. (12)

Moreover,

Lemma 5.1 Let the sequence {\y}|  satisfies the condition (6). Then
(12) takes place if and only if the system {e‘AW}ZOZI is d-lower bounded
in L?(0, 00).

Proof. Suppose

L W\
B,(\) = Zk
Pt A+ A
and
1 - e Am®

The inequality

1 p—

< =
Lr(0,00) — liminf »/ min |BI(A))|
n— o0 1<5<n

) (13)

holds for all 1 < p < co. Taking into account lemma 1.1, (13) completes
the proof of necessity.

lim sup ¢/ max
DALY

n—oo

J

n

= | iminf »| inf H
n—00 1<j<n

k=1,k#j

e — A
Ak A;
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To prove sufficiency we use Fourier transforms of functions go,i") €

L?(0,00)

where I' is a contour that lies in the open right half — plane and con-
tains all points A\,, &k = 1,2,... inside. Applying Fubini’s and residue
theorems, one can obtain

) 1 1
P (7') = ; 5 —
B! (Ag) Bn(—i1) (i1 — Ag)
Hence
(n) _ )
® = V2T ||p
H k L2(07OO) k Lz(—O0,00)

1/2

v 2T 7 dr ™2
k)| - |Z’T + )\k|2

AR ~BL(Ow)| VRex,

On the other hand, since <p,(€n) was generated by {e‘AW}ZZI, it is 1/0-
upper bounded in the space L?(0,00) [F]. Therefore

liminf p/ min |B!(\;)] > 0.
n—00 1<j<n

The lemma is proved.

Combining (13), lemma 1.1 and basic lemma, we get the following BW
type theorem.

Theorem 5.2 (BW) Let the sequence of disjoint numbers {A,}]°
satisfying (6) be geometrically separable. Then the class of functions
f € LP(0,00), 1 < p < oo, permitting the fast approzimation by finite
linear combinations of the system {e‘AW}ZOZI, coincide with the set of
series

o
>, Yl - 0.
) k—oo

where the convergence is in the sense of LP(0,00) topology.
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6. APPLICATION 4

Let HP(GT), 1 < p < o0, be the Hardy space of functions f analytic
on the upper half - plane Gt = {z : Imz > 0}, with the norm

1/p

1l vy = sup / |f(z + iy) [P dx < 0.
Y

For f € HP(G") and any matrix (e,(f"))k C HP(G™) consider the
<n
approximation error

n

Py

k=1

EP(GT)(f) = inf

o™

HP(G+)

The theorem of Paley and Wiener states: the class H*(G") coincides
with the set of functions representable in the form

f(z) = \/%/f(t)emdt, ze G,
0

where f € L2(0,00). If f(t) = e, ReX > 0 then the corresponding
function f € H*(G") is

11 —
— , p=1ixeGT.
flz) =5 —— ARk
Reasoning from this, let’s consider the system of rational functions
1
ex(2) = —, k=1,2,...,
z — )\k

where A\, are disjoint complex numbers chosen from some compact set
K C G*. Denote K = {z:7zZ¢€ K}. Using Musoyan’s theorem, one

can establish limsup {/ E?(GH)(f) < 1 for f € H*(G*) N Hol(C\K),

flo0) = 0.
Then, let v(K) > 0 and

HY.(GY) = {f : f € HP(G") N Hol(C\EK), f(c0) =0},

Theorem 6.1 (FM) For each matriz (e,&")>k C HP (GT) there is
<n
a function f € HY-(GT) satisfying

lim sup {/ EY (GT)(f) > %7

n—oo

2
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where d(K) =inf {2M : K C {z : |z| < M }}.
Proof. Asin theorem 5.1, there exists a matrix of numbers (A )<, C

K such that ( )k< is Zlé—[[g-lower bounded in H?(G™) (see [M3] for

integral representation of generated biorthogonal system and [F]). The
embedding Sgn(a+) (ﬁ) C HY.(GT) holds as well. To complete the
proof it remains to apply the corollary of basic lemma.

Now consider the Hardy space HP(D), 1 < p < oo, of analytic func-
tions on the unit disk D = {z : |z| < 1}, with the norm

zZ— )‘kn

1/p

I llnco = 500, / Fre sl < oo

For f € H?(D) and any matrix (e,i"))k C H?(D) denote
<n

n

FY

k=1

HP(D)

Let K be a compact subset of the unit disk with positive logarithmic
capacity v(K) and 1/K = {z:1/z € K}. If &\ (2) = ex(z) = 2* then

limsup v/ B (D) (f) < 1

for every function f, holomorphic on the complement of 1/K.

Theorem 6.2 (FM) For each matrix (e,(gn)> C H? (D) there is a
k<n
function f € HP (D), holomorphic on the complement of 1/K , satisfy-

ng
K
lim sup \/E(p Z 7

n—oo
Proof. First of all, using technique of the theorem 5.1 once more, we
find a matrix ()x;m) r<n C K such that the matrix of rational functions

<1 /\17 )k is 2 2 ) lower bounded in HP(D) (see [M] for representation
o) e

of generated biorthogonal system and [F]). Secondly, the checking of
embedding Spr(p) (ﬁ) C H(C\1/K) is trivial. Finally, we use the
corollary of basic lemma.

Corresponding BW results are presented below.

Theorem 6.3 (BW) Let the sequence of disjoint complex numbers
{Ak}ee, be chosen from a compact subset of Gt and be geometrically
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separable, i.e.

n

liminf »| inf H
n— o0 1<j<n
k=1,k#j

Lﬁ >8> 0.
NN

Then the class of functions f € HP (GT), permitting the fast approxi-

mation by finite linear combinations of the system { IAT} , coincides
2Tk ) k=1
with the set of series
> a
S ] — 0.
2T M foo

where the convergence is in the sense of HP (G™) topology.

Theorem 6.4 (BW) Let the sequence of disjoint complex numbers
{ M}, be chosen from a compact subset of the unit disk D and be geo-
metrically separable, i.e.

n

A — A
lim inf 7 ing H LE N> 5> 0.
n—00 1<j<n kel kit 1-— )\j)\k
Then the class of functions f € HP (D), permitting the fast approzima-
tion by finite linear combinations of the system {1 f\—k }k , coincides
vl S

with the set of series

a
> oy Vel =0

1 1-— )\kZ k

where the convergence is in the sense of HP (D) topology.

7. APPLICATION 5

Let ¢ be the Fourier transform of ¢ € L? (R). Further, assume that
@ (&) >m >0, € (a,a+20) and {\;},—, C R satisfies strong separa-
bility condition

n

: .o
érjl; H smg|)\k—)\j| >0 >0, n>ng. (14)
k=1,k#j

Then the following statement takes place

Theorem 7.1 (BW) f € L*(R) is fast approzimable by the system
of translates {¢ (x — M)} oy, 1€

— 0
n—00

L*(R)

n| inf
(n)
CLkL

f@) =D ae (@ —A)
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if and only if

o0

L*(R)
f(SL’) = ch(p S(Z—>\k \/‘Ck —>0

k=1
Proof. It is enough to show that under conditions of the theorem
the system {¢ (x — Ay)}r, is O-lower bounded and oo-upper bounded in
L? (R). As regards oo-upper boundedness it is obvious. To prove 0-lower

boundedness, at first we denote P, (z) = Z ak Jo (z — Ay). Then note
that

©)|

So it remains to prove that {ei’\kf};‘;l is O-lower bounded in L? (a, a + 20),
that is

1P @)l 2y = [P

L2(R
L2(R)

limsup ,(C")e“kg > qlimsup { max a](gn)‘ (15)
e L2(a,a+20) e =
for some positive number q.
As ‘ei’\k(‘”")‘ =1, k=1,2,... one can replace (15) by
limsup » (1) piree > ¢qlimsup {/ max a(")’.
n—00 k 2 o n—00 1<k<n F
L2(—o0,0)

o(A=2k)

and use lemma 1.1. Let gb,(f") (A = % I1 % Then
T =itk Sin

@,(g") (\) € PW,, where PW, is Paley-Wiener class of entire functions of
exponential type < o which belong to L? (R). By the theorem of Paley

and Wiener one has ¢\ (¢) € L?(—0,0). Now taking into account

N l,i=k

we obtain that the systems { \/_go,g )}k X and {e”’fg}zzl are biorthogonal

for all natural numbers n. On the other hand, (14) implies
Cn
— 6” Y

~(n)

H@(g")

for some positive constant C.
Finally, we apply lemma 1.1 and establish the theorem.
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8. APPLICATION 6

It is well known (see [B] and [V]) that there is a close relation be-
tween the order of entire function and the rate of its approximation by
polynomials.

Theorem (Batirov-Varga) Let K C C be a compact set of positive
logarithmic capacity. Then for each entire function f one has

. nlnn B
! TE, (f,K) "
where p is the order of function f, E, (f, K) is the error of approzimation
of function f by algebraic polynomials in the uniform norm on K.
One can easily obtain an analogy of basic lemma’s BW result in this
direction.

Theorem 8.1 (BW) Let {ex},—, be a O-lower and co-upper bounded
system in a Banach space X, E, (x) be the error of approzimation of

x € X by polynomials a,g")ek in X and, finally, p be some non-negative
k=1
number. Then

) nlnn
hrnsupm S p

if and only if

o
) nlnn
T = E rrep, limsup ———— <
1 n—oo —11'1|2Uk|

Taking X = C (K) and e, = 2* we immediately establish Batirov-Varga’s
result.
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