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#### Abstract

In the paper a parabolic equation with a small parameter is considered, the vanishing of the patameter implying the concentration of perturbations of the coefficients in a small neighbourhood. Full asymptotic expansions with respect to rational powers of the small parameter are constructed.
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## Introduction

In mathematics, equations with a small parameter have been being considered for a long time. The works of M. I. Vishik and L. A. Lyusternik [1]-[2] exerted great influence on the investigation of problems with a small parameter. In their works, the above-mentioned authors systematized different classes of problems with a small parameter and gave general principles and methods for their solution. Then followed many excellent works dealing with the theory of equations with a small parameter. We mention here only the works of E. Sanchez-Palencia [3], N. S. Bakhvalov and G. A. Panasenko [4], A. M. Il'in[5], O. A. Oleĭnik, G. A. Iosifyan and A. S. Shamaev [6], V. G. Maz'ya, S. A. Nazarov and B. A. Plamenevskĭ̆ [7], S. A. Nazarov [8], A. S. Demidov [9], etc. A range of problems studied in these and in many other works is too wide, but we will restrict ourselves to the consideration of those problems which are closely connected with the problems studied in the present paper.
E. Sanchez-Palencia and H. Tchatat ([10], [11]) were the first who focused their attention on the problems appearing in mechanics, physics and engineering. They treated the eigenvalue problem on for the Laplace operator in a medium with density perturbing in a small neighborhood of the origin.

Subsequently, O. A. Oleĭnik, S. A. Nazarov, Yu. D. Golovatyĭ, T. S. Soboleva, G. A. Iosifyan and A. S. Shamaev [6], [12]-[17] elaborated methods for the solution of such problems. In particular, the eigenvalue problem for the second order elliptic equation of in a medium with apparent additional density is studied in [12]. This problem corresponds to the physical problem dealing with proper oscillations of a fixed string with apparent additional mass.

In the present work we consider the problem on heat distribution in a medium with density perturbing in a small neighborhood of the origin.

## 1. Asymptotic Expansion of the Solution of Heat Equation with a Weak Concentrated Perturbation of Density

In the domain $\Omega=(-1,1) \times(0, T)$ let us consider the initial boundary value problem for the heat equation of the kind

$$
\begin{equation*}
\left(1+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right)\right) u_{t}=u_{x x} \tag{1.1}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(-1, t)=u(1, t)=0 \tag{1.2}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \tag{1.3}
\end{equation*}
$$

where $\varepsilon \in(0,1), m<1$ is some rational number, and $\chi$ is a function satisfying the following conditions: $\chi(\xi)=0$ for $|\xi|>1, \chi(\xi)>0,|\xi| \leq 1$ and $\int_{-1}^{1} \chi(\xi) d \xi=M=$ const $>0$.

It is assumed that the initial function $u_{0}$ is continuous on $[-1,1]$, satisfies the conditions $u_{0}( \pm 1)=0$ and in the neighborhood of $x=0$ can be expanded in Taylor series. We can easily see that in this case

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-m} \int_{-\varepsilon}^{\varepsilon} \chi\left(\frac{x}{\varepsilon}\right)
$$

and just because of it we call the perturbation of the coefficient a weak perturbation.

Under a solution of the problem (1.1)-(1.3) will be meant a function $u$ which under the conditions (1.2) and (1.3) satisfies the equation (1.1) in $\Omega$ for $x \neq \pm \varepsilon$, and at the points of discontinuity $x= \pm \varepsilon$ of the function $\chi$ (there are only two points of discontinuity) satisfies continuous "sewing" conditions

$$
\begin{array}{cl}
u(\varepsilon+0, t)=u(\varepsilon-0, t), & u_{x}(\varepsilon+0, t)=u_{x}(\varepsilon-0, t) \\
u(-\varepsilon+0, t)=u(-\varepsilon-0, t), & u_{x}(-\varepsilon+0, t)=u_{x}(-\varepsilon-0, t) \tag{1.4}
\end{array}
$$

According to O.A. Oleĭnik's work [18], the problem (1.1)-(1.3) is uniquely solvable in the domain $\Omega$.

Let $m=\frac{l}{p}$, where $p>0$ and $l<p$ (here $l$ and $p$ are integers). The use will be made of the following notation: $\xi=\frac{x}{\varepsilon}, \Omega_{+}^{\varepsilon}=(\varepsilon, 1) \times(0, T)$, $\Omega_{-}^{\varepsilon}=(-1,-\varepsilon) \times(0, T), \Omega_{+}=(0,1) \times(0, T), \Omega_{-}=(-1,0) \times(0, T)$.

Construct a complete asymptotic expansion of the solution $u_{\varepsilon}$ of the problem (1.1)-(1.3) into power series $\delta=\varepsilon^{\frac{1}{p}}$ as $\varepsilon \rightarrow 0$. A solution is sought in the form

$$
\begin{gather*}
u_{\varepsilon}(x, t) \sim \sum_{i=0}^{\infty} \delta^{i} v_{i}^{ \pm}(x, t), \quad(x, t) \in \Omega_{ \pm}^{\varepsilon}  \tag{1.5}\\
u_{\varepsilon}(x, t) \sim \sum_{i=0}^{\infty} \delta^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), \quad(x, t) \in(-\varepsilon, \varepsilon) \times(0, T) . \tag{1.6}
\end{gather*}
$$

We have treated this problem in [20], where the detailed construction of the complete asymptotic expansion of the form (1.5)-(1.6) is given.

Denote

$$
U_{N}(x, t)= \begin{cases}\sum_{i=0}^{N} \delta^{i} v_{i}^{ \pm}(x, t), & |x|>\varepsilon  \tag{1.7}\\ \sum_{i=0}^{N} \delta^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

In [20] the following theorem is proved:

Theorem 1.1. Let $u_{\varepsilon}$ be a solution of the problem (1.1)-(1.3), and let $U_{N}$ be a partial sum of the formal asymptotic series (1.5)-(1.6) which is defined by the formula (1.7). Then the following inequality is valid:

$$
\left\|u_{\varepsilon}-U_{N}\right\|_{L_{2}(\Omega)} \leq \widetilde{M} \delta^{N+1}
$$

where the constant $\widetilde{M}$ does not depend on $\delta$ and $N$.

## 2. Asymptotics of the Solution of Heat Equation with Delta-Shaped Perturbation of Density

In the domain $\Omega=(-1,1) \times(0, T)$ consider the initial boundary value problem for the heat equation of the kind

$$
\begin{equation*}
\left(1+\varepsilon^{-1} \chi\left(\frac{x}{\varepsilon}\right)\right) u_{t}=u_{x x} \tag{2.1}
\end{equation*}
$$

under the boundary conditions

$$
\begin{equation*}
u(-1, t)=u(1, t)=0 \tag{2.2}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \tag{2.3}
\end{equation*}
$$

where the functions $\chi$ and $u_{0}$ are the same as in [20].
Obviously, in this case we have the equality

$$
\varepsilon^{-1} \int_{-\varepsilon}^{\varepsilon} \chi\left(\frac{x}{\varepsilon}\right) d x=M
$$

and such a perturbation is called a delta-shaped perturbation.
As to the initial function, we assume that it is continuous on $[-1,1]$ and in the neighborhood of the point $x=0$ can be expanded in Taylor seties.

Just as in [20], under a solution of the problem (2.1)-(2.3) it will be understood a function $u$ which in the neighborhood of the point $\Omega$, with the possible exception of the points $x= \pm \varepsilon$, satisfies the equation (2.1), whereas at the points of discontinuity the "sewing" conditions

$$
\begin{array}{cl}
u(\varepsilon+0, t)=u(\varepsilon-0, t), & u_{x}(\varepsilon+0, t)=u_{x}(\varepsilon-0, t), \\
u(-\varepsilon+0, t)=u(-\varepsilon-0, t), & u_{x}(-\varepsilon+0, t)=u_{x}(-\varepsilon-0, t) \tag{2.4}
\end{array}
$$

are fulfilled.
It follows as in Section 1 of Oleĭnik's work [18] that the problem (2.1)(2.3) is uniquely solvable.

A formal asymptotic expansion will be sought in the form

$$
u_{\varepsilon}(x, t) \sim \begin{cases}\sum_{i=0}^{\infty} \varepsilon^{i} v_{i}^{ \pm}(x, t), & |x|>\varepsilon  \tag{2.5}\\ \sum_{i=0}^{\infty} \varepsilon^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

Similarly to [20] we get that the functions $v_{i}^{ \pm}$and $w_{i}$ satisfy the following initial and boundary conditions:

$$
\begin{gather*}
v_{0}^{ \pm}(x, 0)=u_{0}(x), \quad v_{i}^{ \pm}(x, 0)=0, \quad i \geq 1,  \tag{2.6}\\
w_{i}(\xi, 0)=\frac{\xi^{i}}{i!} \frac{d^{i}}{d x^{i}} u_{0}(0), \quad \xi=\frac{x}{\varepsilon}, \quad i \geq 0,  \tag{2.7}\\
v_{i}^{ \pm}( \pm 1, t)=0 \quad i \geq 0 . \tag{2.8}
\end{gather*}
$$

Substituting the formal expansion (2.5) into the equation (2.1), we find as in [20] that the functions $v_{i}^{ \pm}$and $w_{i}^{ \pm}$satisfy the equations

$$
\begin{gather*}
\frac{\partial}{\partial t} v_{i}^{ \pm}(x, t)-\frac{\partial^{2}}{\partial x^{2}} v_{i}^{ \pm}(x, t)=0, \quad i \geq 0  \tag{2.9}\\
\frac{\partial}{\partial t} w_{i-2}(\xi, t)+\chi(\xi) \frac{\partial}{\partial t} w_{i-1}(\xi, t)-\frac{\partial^{2}}{\partial t^{2}} w_{i}(\xi, t)=0, \quad i \geq 0 \tag{2.10}
\end{gather*}
$$

where the functions with negative indices are absent.
Assume now that the functions $v_{i}^{ \pm}$in the neighborhood of the points $(0, t)$ are represented by the Taylor series:

$$
v_{i}^{ \pm}(x, t) \sim \sum_{S=0}^{\infty} \frac{x^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{i}^{ \pm}(0, t), \quad|x|>\varepsilon .
$$

Then the formal expansion (2.5) results in

$$
\begin{gathered}
u_{\varepsilon}(x, t) \sim \sum_{i=0}^{\infty} \varepsilon^{i} \sum_{S=0}^{\infty} \frac{x^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{i}^{ \pm}(0, t), \quad|x|>\varepsilon \\
\frac{u_{\varepsilon}}{\partial x}(x, t) \sim \sum_{i=0}^{\infty} \varepsilon^{i} \sum_{S=1}^{\infty} \frac{x^{S-1}}{(S-1)!} \frac{\partial^{S}}{\partial x^{S}} v_{i}^{ \pm}(0, t), \quad|x|>\varepsilon \\
u_{\varepsilon}(x, t) \sim \sum_{i=0}^{\infty} \varepsilon^{i} w_{i}(\xi, t),|\xi|<1, \frac{u_{\varepsilon}}{\partial x}(x, t) \sim \sum_{i=0}^{\infty} \varepsilon^{i-1} \frac{\partial w_{i}}{\partial \xi}(\xi, t),|\xi|<1 .
\end{gathered}
$$

Substitute $x= \pm \varepsilon$ and $\xi= \pm 1$ in the latter expansion. Taking into account that the function $u_{\varepsilon}$ must satisfy the "sewing" condition, as in [20] we find that

$$
\begin{gather*}
\frac{\partial w_{0}}{\partial \xi}( \pm 1, t)=0, \quad w_{i}( \pm 1, t)=\sum_{S=0}^{i} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{i-S}^{ \pm}( \pm 0, t), \quad i \geq 0  \tag{2.11}\\
\frac{\partial w_{i+1}}{\partial \xi}( \pm 1, t)=\sum_{S=0}^{i} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{i-S}^{ \pm}( \pm 0, t), \quad i \geq 0
\end{gather*}
$$

Show how one can construct successively the functions $v_{i}$ and $w_{i}$ (in what follows, instead of $v_{i}^{ \pm}$we will write $v_{i}$ ).
I. First step. The equations (2.10) and the conditions (2.11) for the function $w_{0}$ result in $\frac{\partial^{2} w_{n}}{\partial \xi^{2}}(\xi, t)=0, \frac{\partial w_{n}}{\partial \xi}( \pm 1, t)=0$. This implies that
$w_{0}(\xi, t)=a_{1}(t)$. Since form (2.11) we have $w_{0}( \pm 1, t)=v_{0}( \pm 0, t)$, it is obvious that $w_{0}(\xi, t)=v_{0}(0, t)$ and $v_{0}(+0, t)-v_{0}(-0, t)=0$. For the function $w_{1}$, from (2.10) we obtain $\frac{\partial^{2} w_{1}}{\partial \xi^{2}}(\xi, t)=\chi(\xi) \frac{\partial}{\partial t} w_{0}(\xi, t)$, whence $\frac{\partial^{2} w_{1}}{\partial \xi^{2}}(\xi, t)=\chi(\xi) \frac{\partial}{\partial t} v_{0}(0, t)$. Consequently,

$$
\begin{equation*}
\frac{\partial w_{1}}{\partial \xi}(\xi, t)=\frac{\partial}{\partial t} v_{0}(0, t) \int_{\xi_{0}}^{\xi} \chi(S) d S+a_{2}(t) \tag{2.12}
\end{equation*}
$$

For the function $w_{1}$, from (2.11) we get

$$
\begin{equation*}
\frac{\partial w_{1}}{\partial \xi}( \pm 1, t)=\frac{\partial}{\partial x_{0}} v_{0}( \pm 0, t) \tag{2.13}
\end{equation*}
$$

Then we find

$$
\frac{\partial v_{0}}{\partial x}(+0, t)-\frac{\partial v_{0}}{\partial x}(-0, t)=\frac{\partial v_{0}}{\partial t}(0, t) \int_{-1}^{1} \chi(\xi) d \xi=M \frac{\partial v_{0}}{\partial t}(0, t)
$$

Thus for the function $v_{0}$ we obtain the problem

$$
\begin{gathered}
\frac{\partial v_{0}}{\partial t}(x, t)=\frac{\partial^{2} v_{0}}{\partial x^{2}}(x, t), \quad x \neq 0 \\
v_{0}( \pm, t)=v_{0}(-1, t)=0, \quad v_{0}(x, 0)=u_{0}(x), \quad v_{0}(+0, t)-v_{0}(-0, t)=0 \\
\frac{\partial v_{0}}{\partial x}(+0, t)-\frac{\partial v_{0}}{\partial x}(-0, t)=M \frac{\partial}{\partial t} v_{0}(0, t)
\end{gathered}
$$

with the discontinuity conditions at $x=0$. This problem is uniquely solvable according to [18]. Hence the function $v_{0}$ is defined uniquely. Then the function $w_{0}$ can be defined uniquely by the formula $w_{0}(\xi, t)=v_{0}(0, t)$.

Revert now to the function $w_{1}$. It is easily seen that

$$
w_{1}(\xi, t)=\frac{\partial v_{0}}{\partial t}(0, t) \int_{\xi_{0}}^{\xi} \int_{\eta_{0}}^{\eta} \chi(S) d S d \eta+a_{2}(t) \xi+a_{3}(t)
$$

So we have to determine the functions $a_{2}$ and $a_{3}$. From (2.12) and (2.13) we have

$$
\begin{aligned}
\frac{\partial v_{0}}{\partial t}(0, t) \int_{\xi_{0}}^{1} \chi(\xi) d \xi+a_{2}(t) & =\frac{\partial v_{0}}{\partial x}(+0, t) \\
\frac{\partial v_{0}}{\partial t}(0, t) \int_{\xi_{0}}^{-1} \chi(\xi) d \xi+a_{2}(t) & =\frac{\partial v_{0}}{\partial x}(-0, t)
\end{aligned}
$$

After addition we obtain
$a_{2}(t)=\frac{1}{2}\left[\frac{\partial v_{0}}{\partial x}(+0, t)+\frac{\partial v_{0}}{\partial x}(-0, t)+\frac{\partial v_{0}}{\partial t}(0, t)\left(\int_{\xi_{0}}^{1} \chi(\xi) d \xi+\int_{\xi_{0}}^{-1} \chi(\xi) d \xi\right)\right]$, and then the function $w_{1}$ is defined to within the summand $a_{3}(t)$. Thus at the first step we have defined $v_{0}$ and $w_{0}$ uniquely, whereas $w_{1}$ has been defined to within a summand $c_{1}$ depending only on $t$.
II. Second step. It follows from (2.9) and (2.6)-(2.8) that the function $v_{1}$ satisfies the equation

$$
\frac{\partial v_{1}}{\partial t}(x, t)=\frac{\partial^{2} v_{1}}{\partial x^{2}}(x, t), \quad x \neq 0
$$

and the conditions $v_{1}(x, 0)=0, v_{1}(-1, t)=v_{1}(1, t)=0$. We have to find the conditions of conjugation at the point $x+0$.

The conditions (2.11) for the function $w_{1}$ yield

$$
w_{1}( \pm 1, t)-v_{1}( \pm 0, t)= \pm \frac{\partial}{\partial x} v_{0}( \pm 0, t)
$$

whence

$$
\begin{gathered}
v_{1}(+0, t)-v_{1}(-0, t)=f_{1}(1, t)-f_{1}(-1, t)-\frac{\partial v_{0}}{\partial x}(+0, t)+\frac{\partial v_{0}}{\partial x}(-0, t) \\
C_{1}(t)=\frac{1}{2}\left[v_{1}(+0, t)+v_{1}(-0, t)-f_{1}(1, t)-f_{1}(-1, t)+\frac{\partial v_{0}}{\partial x}(+0, t)-\frac{\partial v_{0}}{\partial x}(-0, t)\right]
\end{gathered}
$$

where $f_{1}(\xi, t)=w_{1}(\xi, t)-C_{1}(t)$ is the given function. Thus we have defined the difference $v_{1}(+0, t)-v_{1}(-0, t)$.

The equations (2.10) and the conditions (2.11) for the function $w_{2}$ result in the following problem:

$$
\begin{align*}
\frac{\partial^{2} w_{2}}{\partial \xi^{2}}(\xi, t) & =\frac{\partial w_{0}}{\partial t}(\xi, t)+\chi(\xi) \frac{\partial w_{1}}{\partial t}(\xi, t)  \tag{2.14}\\
\frac{\partial w_{2}}{\partial \xi}( \pm 1, t) & =\frac{\partial v_{1}}{\partial x}( \pm 0, t) \pm \frac{\partial^{2}}{\partial x^{2}} v_{0}( \pm 0, t) \tag{2.15}
\end{align*}
$$

The condition for the solvability of the problem (2.14)-(2.15) consists in that the difference $\frac{\partial w_{2}}{\partial \xi}(1, t)-\frac{\partial w_{2}}{\partial \xi}(-1, t)$ be the same for (2.14) and (2.15). Since from (2.14) we have

$$
\frac{\partial w_{2}}{\partial \xi}(1, t)-\frac{\partial w_{2}}{\partial \xi}(-1, t)=\int_{-1}^{1} \frac{\partial w_{0}}{\partial t}(\xi, t) d \xi+\int_{-1}^{1} \chi(\xi) \frac{\partial f_{1}}{\partial t}(\xi, t) d \xi+M C_{1}^{\prime}(t)
$$

and the condition (2.15) gives

$$
\begin{aligned}
\frac{\partial w_{2}}{\partial \xi}(1, t)-\frac{\partial w_{2}}{\partial \xi}(-1, t) & =\frac{\partial v_{1}}{\partial x}(+0, t)+f r a c \partial v_{1} \partial x(-0, t)+ \\
& +\frac{\partial^{2}}{\partial x^{2}} v_{0}(+0, t)+\frac{\partial^{2}}{\partial x^{2}} v_{0}(-0, t)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \frac{\partial v_{1}}{\partial x}(+0, t)-\frac{\partial v_{1}}{\partial x}(-0, t)+\frac{\partial^{2}}{\partial x^{2}} v_{0}(+0, t)+\frac{\partial^{2}}{\partial x^{2}} v_{0}(-0, t)= \\
& \quad=\int_{-1}^{1} \frac{\partial w_{0}}{\partial t}(\xi, t) d \xi+\int_{-1}^{1} \chi(\xi) \frac{\partial f_{1}}{\partial t}(\xi, t) d \xi+M C_{1}^{\prime}(t)
\end{aligned}
$$

Taking into account the above-obtained expression for $C_{1}$, we find that

$$
\frac{\partial v_{1}}{\partial x}(+0, t)-\frac{\partial v_{1}}{\partial x}(-0, t)-\frac{M}{2}\left[\frac{\partial}{\partial t} v_{1}(+0, t)+\frac{\partial}{\partial t} v_{1}(-0, t)\right]=\Psi_{1}(t)
$$

where $\Psi_{1}$ is a known function.
Thus for the function $v_{1}$ we have the problem with the following conditions of conjugation:

$$
\begin{gathered}
\frac{\partial v_{1}}{\partial t}(x, t)=\frac{\partial^{2} v_{1}}{\partial x^{2}}(x, t), \quad x \neq 0 \\
v_{1}(x, 0)=0, \quad v_{1}(-1, t)=v_{1}(1, t)=0, \quad v_{1}(+0, t)-v_{1}(-0, t)=h_{1}(t) \\
\frac{\partial v_{1}}{\partial x}(+0, t)-\frac{\partial v_{1}}{\partial x}(-0, t)-\frac{M}{2}\left[\frac{\partial v_{1}}{\partial t}(+0, t)+\frac{\partial v_{1}}{\partial t}(-0, t)\right]=\Psi_{1}(t)
\end{gathered}
$$

where $h_{1}$ and $\Psi_{1}$ are known functions.
According to [18], this problem is uniquely solvable.
Having defined the function $v_{1}$, we can easily determine $C_{1}$ and hence the function $w_{1}$.

Now, to determine the function $w_{2}$, we first obtain the equation

$$
\frac{\partial^{2} w_{2}}{\partial \xi^{2}}(\xi, t)=a_{4}(\xi, t)
$$

where $a_{4}$ is a known function, and then find that

$$
\begin{gathered}
\frac{\partial w_{2}}{\partial \xi}(\xi, t)=\int_{\xi_{0}}^{\xi} a_{4}(S, t) d S+a_{5}(t) \\
w_{2}(\xi, t)=\int_{\xi_{0}}^{\xi} \int_{\eta_{0}}^{\eta} a_{4}(S, t) d S d \eta+a_{5}(t) \xi+a_{6}(t)
\end{gathered}
$$

But from (2.15) it follows

$$
\begin{aligned}
& \frac{\partial v_{1}}{\partial x}(+0, t)+\frac{\partial^{2}}{\partial x^{2}} v_{0}(+0, t)=\int_{\xi_{0}}^{1} a_{4}(S, t) d S+a_{5}(t) \\
& \frac{\partial v_{1}}{\partial x}(-0, t)-\frac{\partial^{2}}{\partial x^{2}} v_{0}(-0, t)=\int_{\xi_{0}}^{1} a_{4}(S, t) d S+a_{5}(t)
\end{aligned}
$$

Thus we have defined uniquely the function $a_{5}$. The function $w_{2}$ is defined to within the summand $C_{2}(t)=a_{6}(t)$ which depends only on $t$.

Consequently, the functions $v_{0}, w_{0}, v_{1}, w_{1}$ are defined exactly, whereas the function $w_{2}$ is defined to within the summand $C_{2}=C_{2}(t)$.
III. $n$-th step. Suppose that the functions $v_{i} w_{j}$ are defined uniquely for all $i \leq n$, and the function $w_{n+1}$ is defined in the form $w_{n+1}(\xi, t)=$ $f_{n+1}(\xi, t)+C_{n+1}(t)$, where $f_{n+1}$ is a known function.

It follows from (2.9) and (2.6)-(2.8) that the function $v_{n+1}$ satisfies the equation

$$
\frac{\partial v_{n+1}}{\partial t}(x, t)=\frac{\partial^{2} v_{n+1}}{\partial x^{2}}(x, t), \quad x \neq 0,
$$

and also the conditions $v_{n+1}(x, 0), v_{n+1}(-1, t)=v_{n+1}(1, t)=0$. We have to find the conditions of conjugation at the point $x=0$.

For the function $w_{n+1}$ we find from (2.11) that

$$
\begin{gathered}
w_{n+1}(1, t)-v_{n+1}(+0, t)=\sum_{S=1}^{n+1} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(+0, t), \\
w_{n+1}(-1, t)-v_{n+1}(-0, t)=\sum_{S=1}^{n+1} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(-0, t) .
\end{gathered}
$$

After addition and subtraction of these two expressions, we obtain respectively

$$
\begin{gather*}
2 C_{n+1}(t)=v_{n+1}(+0, t)+v_{n+1}(-0, t)-f_{n+1}(-1, t)-f_{n+1}(1, t)+ \\
\sum_{S=1}^{n+1} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(+0, t)+\sum_{S=1}^{n+1} \frac{(-1)}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(-0, t) ;  \tag{2.16}\\
v_{n+1}(+0, t)-v_{n+1}(-0, t)=f_{n+1}(1, t)-f_{n+1}(-1, t)+ \\
\sum_{S=1}^{n+1} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(+0, t)-\sum_{S=1}^{n+1} \frac{(-1)}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-S}(-0, t) \tag{2.17}
\end{gather*}
$$

The right-hand side of (2.17) contains known values, and therefore

$$
v_{n+1}(+0, t)-v_{n+1}(-0, t)=h_{n+1}(t),
$$

where $h_{n+1}$ is a known function.
The equations (2.10) and the conditions of conjugation (2.11) result for the function $w_{n+2}$ in the following problem:

$$
\begin{gather*}
\frac{\partial^{2} w_{n+2}}{\partial \xi^{2}}(\xi, t)=\frac{\partial w_{n}}{\partial t}(\xi, t)+\chi(\xi) \frac{\partial w_{n+1}}{\partial t}(\xi, t)  \tag{2.18}\\
\frac{\partial w_{n+2}}{\partial \xi}( \pm 1, t)=\frac{\partial v_{n+1}}{\partial x}( \pm 0, t)+\sum_{S=1}^{n+1} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{n+1-S}( \pm 0, t) \tag{2.19}
\end{gather*}
$$

For the problem (2.18)-(2.19) to be solvable, it is necessary that the difference $\frac{\partial w_{n+2}}{\partial \xi}(1, t)-\frac{\partial w_{n+2}}{\partial \xi}(-1, t)$ be the same for (2.18) and (2.19). Similarly to the second step, we arrive at the condition

$$
\frac{\partial v_{n+1}}{\partial x}(+0, t)-\frac{\partial v_{n+1}}{\partial x}(-0, t)-\frac{M}{2}\left[\frac{\partial v_{n+1}}{\partial t}(+0, t)+\frac{\partial v_{n+1}}{\partial t}(-0, t)\right]=\Psi_{1}(t)
$$

where $\Psi_{n+1}$ is a known function.

Thus for determination of the function $v_{n+1}$ we obtain the following problem:

$$
\begin{gathered}
\frac{\partial v_{n+1}}{\partial t}(x, t)=\frac{\partial^{2} v_{n+1}}{\partial x^{2}}(x, t), \quad x \neq 0, \quad v_{n+1}(x, 0)=0 \\
v_{n+1}(-1, t)=v_{n+1}(1, t)=0, \quad v_{n+1}(+0, t)-v_{n+1}(-0, t)=h_{n+1}(t) \\
\frac{\partial v_{n+1}}{\partial x}(+0, t)-\frac{\partial v_{n+1}}{\partial x}(-0, t)-\frac{M}{2}\left[\frac{\partial v_{n+1}}{\partial t}(+0, t)+\frac{\partial v_{n+1}}{\partial t}(-0, t)\right]=\Psi_{1}(t),
\end{gathered}
$$

where $h_{n+1}$ and $\Psi_{n+1}$ are known functions.
According to [18], this problem is uniquely solvable. The function $C_{n+1}$ is defined from (2.16), and thus the function $w_{n+1}$ is defined uniquely. It remains to notice that in the same way as we have defined the functions $w_{1}$ and $w_{2}$ at the first and the second steps, we can now define the function $w_{n+2}$ in the form $w_{n+2}(\xi, t)=f_{n+2}(\xi, t)+C_{n+2}(t)$, where $f_{n+2}$ is a known function.

Thus the functions $v_{i}$ and $w_{i}$ are now defined uniquely for all $i \leq n+1$, and the function $w_{n+2}$ is defined to within the summand $C_{n+2}$ which depends only on $t$.

Consequently, we have constructed by induction the formal asymptotic series (2.5).

Introduce the notation

$$
U_{N}(x, t)= \begin{cases}\sum_{i=0}^{N} \varepsilon^{i} v_{i}^{ \pm}(x, t), & |x|>\varepsilon \\ \sum_{i=0}^{N} \varepsilon^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

Theorem 2.1. Let $u_{\varepsilon}$ be a solution of the problem (2.1)-(2.3), and let $U_{N}$ be a finite portion of the asymptotic series (2.5). Then the following inequality holds:

$$
\left\|u_{\varepsilon}-U_{N}\right\|_{\mathcal{L}_{2}(\Omega)} \leq \widetilde{C} \varepsilon^{N+1}
$$

where the constant $\widetilde{C}$ does not depend on $\varepsilon$ and $N$.
The proof of this theorem repeats word for word that of Theorem 1.1 from [20].
3. Asymptotics of the Solution of Heat Equation for $m \in(1,2)$

In the domain $\Omega=(-1,1) \times(0, T)$, consider the initial boundary value problem for the heat equation of the kind

$$
\begin{gather*}
\left(1+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right)\right) u_{t}=u_{x x}  \tag{3.1}\\
u(-1,1)=u(1, t)=0  \tag{3.2}\\
u(x, 0)=u_{0}(x) \tag{3.3}
\end{gather*}
$$

where $\varepsilon \in(0,1)$, and the functions $\chi$ and $u_{0}$ are the same as in [20] and Section 2. Let the rational number $m \in(1,2)$. We can represent it in the form $m=1+\frac{l}{p}$, where $l, p$ are positive integers, and $l<p$.

As above, under a solution of the problem (3.1)-(3.3) will be understood a function $u_{\varepsilon}$ which satisfies the equation (3.1) for $x \neq \pm \varepsilon$ and the conditions (3.2) and (3.3), and at the points $x= \pm \varepsilon$ it satisfies the "sewing" conditions

$$
\begin{array}{cl}
u(\varepsilon+0, t)=u(\varepsilon-0, t), & \frac{\partial u}{\partial x}(\varepsilon+0, t)=\frac{\partial u}{\partial x}(\varepsilon-0, t), \\
u(-\varepsilon+0, t)=u(-\varepsilon-0, t), & \frac{\partial u}{\partial x}(-\varepsilon+0, t)=\frac{\partial u}{\partial x}(-\varepsilon-0, t) \tag{3.4}
\end{array}
$$

According to [18], the problem (3.1)-(3.3) is uniquely solvable as in [20] and Section 2. Introduce $\delta=\varepsilon^{\frac{1}{p}}$ and construct an asymptotic expansion of the function $u_{\varepsilon}$ in powers of $\delta$ as $\delta \rightarrow 0$.

The asymptotic expansion will be sought in the form

$$
u_{\varepsilon}(x, t) \sim \begin{cases}\sum_{i=0}^{\infty} \delta^{i} v_{i}^{ \pm}(x, t), & |x|>\varepsilon  \tag{3.5}\\ \sum_{i=0}^{\infty} \delta^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

where $v_{i}^{+}$and $v_{i}^{-}$are defined for $x>\varepsilon$ and $x<-\varepsilon$, respectively. In what follows, instead of $v_{i}^{ \pm}$we will write simply $v_{i}$.

Similarly as in [20], the functions $v_{i}$ and $w_{i}$ satisfy the following conditions:

$$
\begin{gather*}
v_{0}(x, 0)=u_{0}, \quad v_{i}(x, 0)=0, \quad i \geq 1,  \tag{3.6}\\
w_{i p}(\xi, 0)=\frac{\xi^{i}}{i!} \frac{d^{i}}{d x^{i}} u_{0}(0), \quad i=0,1,2, \ldots, \quad \xi=\frac{x}{\varepsilon},  \tag{3.7}\\
w_{j}(\xi, 0)=0, \quad j \neq p k, \quad k=0,1,2, \ldots,  \tag{3.8}\\
v_{i}(-1, t)=v_{i}(1, t)=0, \quad i \geq 0 . \tag{3.9}
\end{gather*}
$$

Substituting the formal expansion (3.5) into the equation (3.1), we obtain
A) $\frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} v_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} \sum_{i=0}^{\infty} \delta^{i} v_{i}(x, t) \sim 0 \Rightarrow$

$$
\Rightarrow \sum_{i=0}^{\infty} \delta^{i}\left(\frac{\partial}{\partial t} v_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} v_{i}(x, t)\right) \sim 0
$$

B) $\quad\left(1+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right)\right) \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} w_{i}(\xi, t)-\frac{\partial^{2}}{\partial x^{2}} \sum_{i=0}^{\infty} \delta^{i} w_{i}(\xi, t) \sim 0 \Rightarrow$

$$
\Rightarrow\left(1+\delta^{-p-l} \chi(\xi)\right) \sum_{i=0}^{\infty} \delta^{i} \frac{\partial}{\partial t} w_{i}(\xi, t)-\sum_{i=0}^{\infty} \delta^{i-2 p} \frac{\partial^{2}}{\xi^{2}} w_{i}(\xi, t) \sim 0 \Rightarrow
$$

$$
\Rightarrow \sum_{i=0}^{\infty} \delta^{i-2 p}\left(\frac{\partial}{\partial t} w_{i-2 p}+\chi(\xi) \frac{\partial}{\partial t} w_{i-p+l}-\frac{\partial^{2}}{\partial \xi^{2}} w_{i}\right) \sim 0
$$

This implies that

$$
\begin{gather*}
\frac{\partial}{\partial t} v_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} v_{i}(x, t)=0, \quad|x|>\varepsilon, \quad i \geq 0  \tag{3.10}\\
\frac{\partial^{2}}{\partial \xi^{2}} w_{i}(\xi, t)=\frac{\partial}{\partial t} w_{i-2 p}(\xi, t)+\chi(\xi) \frac{\partial}{\partial t} w_{i-p+l}(\xi, t), \quad|\xi|<1 \tag{3.11}
\end{gather*}
$$

where the terms with negative indices are absent.
The "sewing" conditions (3.4) and the formal expansion (3.5) similarly to [20] yield

$$
\begin{align*}
& w_{i}( \pm 1, t)=\sum_{S=0}^{\left[\frac{i}{p}\right]} \frac{( \pm)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{i-p S}( \pm 0, t)=0  \tag{3.12}\\
& \frac{\partial}{\partial \xi} w_{i}( \pm 1, t)=\sum_{S=0}^{\left[\frac{i}{p}\right]-1} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{i-p-p S}( \pm 0, t) \tag{3.13}
\end{align*}
$$

Let us now show how one can construct successively all the functions $v_{i}$ and $w_{i}$.
I. First step. Consider the equation (3.11) and the conditions (3.13) for $w_{0}$. We have

$$
\frac{\partial^{2}}{\partial \xi^{2}} w_{0}(\xi, t)=0, \quad \frac{\partial}{\partial \xi} w_{0}( \pm 1, t)=0
$$

whence $w_{0}(\xi, t)=C_{0}(t)$. It is easily seen that the equations $w_{1}(\xi, t)=$ $C_{1}(t), \ldots, w_{p-l-1}(\xi, t)=C_{p-l-1}(t)$ can be obtained analogously. For $i=$ $p-l$ we find that

$$
\frac{\partial^{2}}{\partial \xi^{2}} w_{p-l}(\xi, t)=\chi(\xi) \frac{\partial}{\partial t} w_{0}(\xi, t), \quad \frac{\partial}{\partial \xi} w_{p-l}( \pm 1, t)=0
$$

This implies

$$
\frac{\partial}{\partial \xi} w_{p-l}(\xi, t)=C_{0}^{\prime}(t) \int_{\xi_{0}}^{\xi} \chi(S) d S+a_{p-l}(t)
$$

Then we obtain

$$
C_{0}^{\prime}(t) \int_{\xi_{0}}^{1} \chi(S) d S+a_{p-l}(t)=0, \quad C_{0}^{\prime}(t) \int_{\xi_{0}}^{-1} \chi(S) d S+a_{p-l}(t)=0
$$

Hence $\frac{\partial}{\partial \xi} w_{p-l}(\xi, t)=0$, and so $w_{p-l}(\xi, t)=C_{p-l}(t)$ and $w_{0}(\xi, t)=$ $C_{0}^{(t)}=$ const. It follows from (3.7) that $w_{0}(\xi, t)=u_{0}(0)$. Analogously we obtain $C_{1}^{\prime}(t)=C_{2}^{\prime}(t)=\cdots=C_{l-1}^{\prime}(t)=0$. Thus $w_{1}(\xi, t)=0, w_{2}(\xi, t)=$ $0, \ldots, w_{l-1}(\xi, t)=0$ since $w_{j}(\xi, 0)=0$ for $j \neq p k$, and $w_{l}, w_{l+1}, \ldots, w_{p-1}$ are defined as functions of $t$.

For the function $v_{0}$ we have the problem

$$
\begin{gathered}
\frac{\partial}{\partial t} v_{0}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{0}(x, t), \quad x \neq 0 \\
v_{0}(-1, t)=0, \quad v_{0}(-0, t)=u_{0}(0), \quad v_{0}(1, t)=0, \quad v_{0}(x, 0)=u_{0}(x)
\end{gathered}
$$

Obviously, the problem is divided into two problems, one on the domain $(-1,0) \times(0, T)$ and the other in $(0,1) \times(0, T)$. Both problems are uniquely solvable.

For the functions $v_{1}, \ldots, v_{l-1}$ we find from (3.12) that $v_{i}( \pm 0, t)=0$. Then we can see that these functions are equal to zero.

Thus at the first step we have defined uniquely the functions $v_{0}, v_{1}, \ldots, v_{l-1}$, $w_{0}, w_{1}, \ldots, w_{l-1}$ while the functions $w_{l}, \ldots, w_{p-1}$ have been defined as depending on $t$.
II. Second step. To define the function $w_{p}$, consider the problem

$$
\frac{\partial^{2}}{\partial \xi^{2}} w_{p}(\xi, t)=\chi(\xi) \frac{\partial}{\partial t} w_{l}(\xi, t), \quad \frac{\partial}{\partial \xi} w_{p}( \pm 1, t)=\frac{\partial}{\partial x} v_{0}( \pm 0, t)
$$

Since $w_{l}(\xi, t)=C_{l}(t)$, we have

$$
\begin{gathered}
\frac{\partial}{\partial \xi} w_{p}(\xi, t)=C_{l}^{\prime}(t) \int_{\xi_{0}}^{\xi} \chi(S) d S+a_{p}(t) \\
\frac{\partial}{\partial \xi} w_{p}(1, t)=\frac{\partial}{\partial x} v_{0}(+0, t), \quad \frac{\partial}{\partial \xi} w_{p}(-1, t)=\frac{\partial}{\partial x} v_{0}(-0, t)
\end{gathered}
$$

This implies

$$
\begin{aligned}
C_{l}^{\prime}(t) \int_{\xi_{0}}^{1} \chi(\xi) d \xi+a_{p}(t) & =\frac{\partial}{\partial x} v_{0}(+0, t), \\
C_{l}^{\prime}(t) \int_{\xi_{0}}^{-1} \chi(\xi) d \xi+a_{p}(t) & =\frac{\partial}{\partial x} v_{0}(-0, t) .
\end{aligned}
$$

From this system, $C_{l}^{\prime}$ and $a_{p}$ are defined uniquely. Hence $\frac{\partial w_{p}}{\partial \xi}$ is defined exactly, and then the function $w_{p}$ is defined to within a summand $C_{p}$ which depends only on $t$. At the same step we find that the function $w_{l}$ is defined to within a constant $C_{p_{0}}$. Thus $C_{p_{0}}$ and hence the function $w_{l}$ are defined uniquely from (3.7)-(3.8). It follows from (3.12) that $v_{l}(+0, t)=w_{l}(1, t)$, $v_{l}(-0, t)=w_{l}(-1, t)$.

To define the function $v_{l}$, we have two problems:

$$
\begin{aligned}
& \text { A) } \frac{\partial}{\partial t} v_{l}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{l}(x, t), \quad x \in(-1,0) \\
& v_{l}(x, 0)=0, \quad v_{l}(-1,0)=0, \quad v_{p}(0, t)=w_{l}(-1, t) ; \\
& \text { B) } \frac{\partial}{\partial t} v_{l}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{l}(x, t), \quad x \in(0,1), \\
& v_{l}(x, 0)=0, \quad v_{l}(0, t)=w_{l}(1, t), \quad v_{l}(1, t)=0 .
\end{aligned}
$$

Obviously, these problems are uniquely solvable. Thus at the second step we have defined uniquely the functions $w_{l}$ and $v_{l}$, and the function $w_{p}$ have been defined to within a summand $C_{p}$ which depends only on $t$.
III. $n$-th step. Suppose the functions $w_{i}$ and $v_{i}$ are defined uniquely for all $i \leq n$, and the functions $w_{n+1}, \ldots, w_{n+p-l}$ are defined to within summands $C_{n+1}, \ldots, C_{n+p-l}$ depending only on $t$

Write out the problem for $w_{n+p-l+1}$ :

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \xi^{2}} w_{n+p+1-l}(\xi, t) & =\chi(\xi) \frac{\partial}{\partial t} w_{n+1}(\xi, t) \\
\frac{\partial}{\partial \xi} w_{n+p+1-l}( \pm 1, t) & =\sum_{S=0}^{\left[\frac{n+1-l}{p}\right]} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{n+1-l-p S}( \pm 0, t)
\end{aligned}
$$

It is easily seen that the right-hand side in the boundary conditions depends on the functions $v_{i}$ for $i \leq n$, and hence is defined uniquely.

Thus we have obtained the problem

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \xi^{2}} w_{n+p+1-l}(\xi, t) & =C_{n+1}^{\prime}(t) \chi(\xi)^{+} f_{n+1}(\xi, t) \\
\frac{\partial}{\partial \xi} w_{n+p+1-l}( \pm 1, t) & =h_{n+1}( \pm 0, t)
\end{aligned}
$$

where the functions $f_{n+1}$ and $h_{n+1}$ are defined uniquely.
Hence we have

$$
\frac{\partial}{\partial \xi} w_{n+p+1-l}(\xi, t)=C_{n+1}^{\prime}(t) \int_{\xi_{0}}^{\xi} \chi(S) d S+\int_{\xi_{0}}^{\xi} f_{n+1}(S, t) d S+a_{n+p+1-l}(t)
$$

To define the functions $C_{n+1}$ and $a_{n+p+1-l}$, we obtain the system

$$
\begin{gathered}
C_{n+1}^{\prime}(t) \int_{\xi_{0}}^{1} \chi(S) d S+a_{n+p+1-l}(t)=h_{n+1}(+0, t)-\int_{\xi_{0}}^{1} f_{n+1}(S, t) d S \\
C_{n+1}^{\prime}(t) \int_{\xi_{0}}^{-1} \chi(S) d S+a_{n+p+1-l}(t)=h_{n+1}(-0, t)-\int_{\xi_{0}}^{-1} f_{n+1}(S, t) d S
\end{gathered}
$$

from which the functions $C_{n+1}^{\prime}$ and $a_{n+p+1-l}$ are defined uniquely. But then for the function $w_{n+p+1-l}$ we obtain $\frac{\partial}{\partial \xi} w_{n+p+1-l}(\xi, t)=\hat{f}_{n+1}(\xi, t)$, where $\hat{f}_{n+1}$ is a known function. This implies that the function $w_{n+p+1-l}$ is defined to within a summand $C_{n+p+1-l}$ which depends on $t$. The function $C_{n+1}$ and hence $w_{n+1}$ are now defined to within constant summands. Therefore from (3.7)-(3.8) one can already define $w_{n+1}$ uniquely. By (3.12), in this case for the function $v_{n+1}$ we get

$$
w_{n+1}( \pm 1, t)-v_{n+1}( \pm 0, t)=\sum_{S=1}^{\left[\frac{n+1}{p}\right]} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n+1-p S}( \pm 0, t)
$$

and $v_{n+1}(+0, t)=H_{n+1}^{+}(t), \quad v_{n+1}(-0, t)=H_{n+1}^{-}(t)$, where $H_{n+1}^{+}$and $H_{n+1}^{-}$are known functions.

To define the function $v_{n+1}$, we obtain two problems:

$$
\begin{aligned}
& \text { A) } \frac{\partial}{\partial t} v_{n+1}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{n+1}(x, t), \quad x \in(-1,0) \\
& v_{n+1}(x, 0)=0, \quad v_{n+1}(-1,0)=0, \quad v_{n+1}(0, t)=H_{n+1}^{-}(t) ; \\
& \text { B) } \frac{\partial}{\partial t} v_{n+1}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{n+1}(x, t), \quad x \in(0,1) \text {, } \\
& v_{n+1}(x, 0)=0, \quad v_{n+1}(0, t)=H_{n+1}^{+}(t), \quad v_{n+1}(1, t)=0,
\end{aligned}
$$

which are uniquely solvable.
Thus we have defined uniquely the functions $v_{n+1}$ and $w_{n+1}$, while the function $w_{n+p-l+1}$ has been defined to within a summand which depends on $t$.

By induction we conclude that the steps I, II and III enable one to construct the functions $v_{i}$ and $w_{i}$ for all $i$. Thus we have constructed the formal asymptotic expansion.

Introduce the notation

$$
U_{N}(x, t)= \begin{cases}\sum_{i=0}^{N} \delta^{i} v_{i}^{ \pm}(x, t), & |x|>\varepsilon \\ \sum_{i=0}^{N} \delta^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

Theorem 3.1. Let $u_{\varepsilon}$ be a solution of the problem (3.1)-(3.3), and let $u_{N}$ be a finite part of the series (3.5). Then the following inequality is valid:

$$
\left\|u_{\varepsilon}-U_{N}\right\|_{\mathcal{L}_{2}(\Omega)} \leq \widetilde{C} \delta^{N+1}
$$

where the constant $\widehat{C}$ does not depend on $\varepsilon$ and $N$.
The proof of this theorem is the same as that of Theorem 1.1 from [20].

## 4. Asymptotics of the Solution of Heat Equation for $m=2$

In the domain $\Omega=(-1,1) \times(0, T)$ consider the initial boundary value problem for the heat equation of the kind

$$
\begin{align*}
& \left(1+\varepsilon^{-2} \chi\left(\frac{x}{\varepsilon}\right)\right) u_{t}=u_{x x}  \tag{4.1}\\
& u(-1, t)=u(1, t)=0  \tag{4.2}\\
& u(x, 0)=u_{0}(x) \tag{4.3}
\end{align*}
$$

where the functions $u_{0}$ and $\chi$ are the same as in [20].
As before, under a solution of the problem (4.1)-(4.3) is understood a function $u_{\varepsilon}$ which satisfies the equation (4.1) for $x \neq \pm \varepsilon$, the conditions
(4.2) and (4.3), and at the points of discontinuity the function $\chi$ satisfies the "sewing" conditions

$$
\begin{array}{cl}
u(\varepsilon+0, t)=u(\varepsilon-0, t), & \frac{\partial u}{\partial x}(\varepsilon+0, t)=\frac{\partial u}{\partial x}(\varepsilon-0, t), \\
u(-\varepsilon+0, t)=u(-\varepsilon-0, t), & \frac{\partial u}{\partial x}(-\varepsilon+0, t)=\frac{\partial u}{\partial x}(-\varepsilon-0, t) . \tag{4.4}
\end{array}
$$

As it has been shown previously, the problem (4.1)-(4.3) is uniquely solvable according to [18].

Formal asymptotic expansion will be written in the form of the series

$$
u_{\varepsilon}(x, t) \sim \begin{cases}\sum_{i=0}^{\infty} \varepsilon^{i} v_{i}(x, t), & |x|>\varepsilon  \tag{4.5}\\ \sum_{i=0}^{\infty} \varepsilon^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

As in the foregoing sections, we easily find that the functions $v_{i}$ and $w_{i}$ satisfy the following conditions:

$$
\begin{align*}
& v_{0}(x, 0)=u_{0}(x), \quad v_{i}(x, 0)=0, \quad i \geq 0  \tag{4.6}\\
& v_{i}( \pm 1, t)=0, \quad i \geq 0,  \tag{4.7}\\
& w_{i}(\xi, 0)=\frac{\xi^{i}}{i!} \frac{d^{i}}{d x^{i}} u_{0}(0), \quad i \geq 0, \quad \xi=\frac{x}{\varepsilon} . \tag{4.8}
\end{align*}
$$

Substituting the formal asymptotic series (4.5) into (4.1), we obtain

$$
\begin{aligned}
& \text { A) } \begin{array}{l}
\frac{\partial}{\partial t} \sum_{i=0}^{\infty} \varepsilon^{i} v_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} \sum_{i=0}^{\infty} \varepsilon^{i} v_{i}(x, t) \sim 0 \Rightarrow \\
\quad \Rightarrow \sum_{i=0}^{\infty} \varepsilon^{i}\left[\frac{\partial}{\partial t} v_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} v_{i}(x, t)\right] \sim 0 ; \\
\text { B) } \quad\left(1+\varepsilon^{-2} \chi\left(\frac{x}{\varepsilon}\right)\right) \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \varepsilon^{i} w_{i}(\xi, t)-\frac{\partial^{2}}{\partial x^{2}} \sum_{i=0}^{\infty} \varepsilon^{i} w_{i}(\xi, t) \sim 0 \Rightarrow \\
\quad \Rightarrow \sum_{i=0}^{\infty} \varepsilon^{i-2}\left(\frac{\partial}{\partial t} w_{i-2}(\xi, t)+\chi(\xi) \frac{\partial}{\partial t} w_{i}(\xi, t)-\frac{\partial^{2}}{\partial \xi^{2}} w_{i}(\xi, t)\right) \sim 0 .
\end{array} .=0 .
\end{aligned}
$$

We can see that the functions $v_{i}$ and $w_{i}$ satisfy the equations

$$
\begin{align*}
& \frac{\partial}{\partial t} v_{i}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{i}(x, t), \quad i \geq 0  \tag{4.9}\\
& \chi(\xi) \frac{\partial}{\partial t} w_{i}(\xi, t)-\frac{\partial^{2}}{\partial \xi^{2}} w_{i}(\xi, t)=-\frac{\partial}{\partial t} w_{i-2}(\xi, t), \quad i \geq 0 \tag{4.10}
\end{align*}
$$

where the functions with negative indices are absent.

Decomposition of the function $v_{i}$ and substitution of the formal asymptotic expansion (4.5) into the "sewing" conditions (4.4) result, as in Section 3 , in

$$
\begin{gather*}
w_{i}( \pm 1, t)=\sum_{S=0}^{i} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{i-S}( \pm 0, t), \quad i \geq 0  \tag{4.11}\\
\frac{\partial}{\partial \xi} w_{0}( \pm 1, t)=0, \frac{\partial}{\partial \xi} w_{i}( \pm 1, t)=\sum_{S=0}^{i-1} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{i-S-1}( \pm 0, t), \quad i \geq 1 \tag{4.12}
\end{gather*}
$$

Let us show how one can construct successively the functions $v_{i}$ and $w_{i}$.
I. First step. To define the function $w_{0}$, we obtain from the equation (4.1) and the conditions (4.8) and (4.11) the following Neumann problem

$$
\begin{gathered}
\chi(\xi) \frac{\partial}{\partial t} w_{0}(\xi, t)=\frac{\partial^{2}}{\partial x^{2}} w_{0}(\xi, t) \\
w_{0}(\xi, 0)=u_{0}(0), \quad \frac{\partial}{\partial \xi} w_{0}(-1, t)=0, \quad \frac{\partial}{\partial \xi} w_{0}(1, t)=0
\end{gathered}
$$

for the heat equation whose solution $w_{0}(\xi, t)=u_{0}(0)$ is defined uniquely.
From the conditions (4.11) we find that $w_{0}( \pm 1, t)=v_{0}( \pm 0, t)$, whence

$$
\begin{equation*}
v_{0}(-0, t)=v_{0}(+0, t)=u_{0}(0) \tag{4.13}
\end{equation*}
$$

To define the function $v_{0}$, we obtain from the (4.9) and the conditions (4.6)-(4.7) and (4.13) the following two problems:

$$
\begin{aligned}
& \text { A) } \frac{\partial}{\partial t} v_{0}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{0}(x, t), \quad x \in(-1,0) \\
& v_{0}(x, 0)=u_{0}(x), \quad v_{0}(-1,0)=0, \quad v_{0}(0, t)=u_{0}(0) ; \\
& \text { B) } \frac{\partial}{\partial t} v_{0}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{0}(x, t), \quad x \in(0,1), \\
& \\
& v_{0}(x, 0)=u_{0}(x), \quad v_{0}(0, t)=u_{0}(0), \quad v_{0}(1, t)=0
\end{aligned}
$$

which are uniquely solvable. Thus this step enables one to define uniquely the functions $v_{i}$ and $w_{i}$.
II. Second step. Assume that the functions $v_{i}$ and $w_{i}$ are defined uniquely for all $i \leq n$. Define the functions $v_{n+1}$ and $w_{n+1}$.

To define the function $w_{n+1}$, we obtain from the equations (4.10) and conditions (4.8) and (4.12) the following Neumann problem

$$
\begin{aligned}
& \chi(\xi) \frac{\partial}{\partial t} w_{n+1}(\xi, t)-\frac{\partial^{2}}{\partial \xi^{2}} w_{n+1}(\xi, t)=-\frac{\partial}{\partial t} w_{n-1}(\xi, t), \\
& w_{n+1}(\xi, 0)=\frac{\xi^{n+1}}{(n+1)!} \frac{\partial^{n+1}}{\partial x^{n+1}} u_{0}(0), \\
& \frac{\partial}{\partial \xi} w_{n+1}( \pm 1, t)=\sum_{S=0}^{n} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} v_{n-S}( \pm 0, t)
\end{aligned}
$$

for the inhomogeneous heat equation. This problem is uniquely solvable.
The conditions (4.12) yield

$$
\begin{equation*}
w_{n+1}( \pm 1, t)=v_{n+1}( \pm 0, t)+\sum_{S=1}^{n+1} \frac{( \pm 1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n-S}( \pm 0, t) \tag{4.14}
\end{equation*}
$$

To define the function $v_{n+1}$, we obtain from the equations (4.9) and the conditions (4.6)-(4.7) and (4.14) the following two problems:

$$
\begin{aligned}
& \text { A) } \frac{\partial}{\partial t} v_{n+1}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{n+1}(x, t), \quad x \in(-1,0) \\
& v_{n+1}(x, 0)=0, \quad v_{n+1}(-1,1)=0 \\
& v_{n+1}(0, t)=w_{n+1}(-1, t)-\sum_{S=1}^{n+1} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n-S}(-0, t) ; \\
& \text { B) } \frac{\partial}{\partial t} v_{n+1}(x, t)=\frac{\partial^{2}}{\partial x^{2}} v_{n+1}(x, t), \quad x \in(0,1), \quad v_{n+1}(x, 0)=0 \\
& \\
& v_{n+1}(0, t)=w_{n+1}(1, t)-\sum_{S=1}^{n+1} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} v_{n-S}(+0, t), \quad v_{n+1}(1, t)=0
\end{aligned}
$$

These problems are uniquely solvable. Consequently, we have defined the function $v_{n+1}$.

Thus assuming that the functions $v_{i}$ and $w_{i}$ are known for all $i \leq n$, we can define them for $i=n+1$. Then by induction one can construct the functions $v_{i}$ and $w_{i}$ for all $i$. Hence we have constructed the formal asymptotic series.

Introduce the notation

$$
U_{N}(x, t)= \begin{cases}\sum_{i=0}^{N} \varepsilon^{i} v_{i}(x, t), & |x|>\varepsilon \\ \sum_{i=0}^{N} \varepsilon^{i} w_{i}\left(\frac{x}{\varepsilon}, t\right), & |x|<\varepsilon\end{cases}
$$

Theorem 4.1. Let $u_{\varepsilon}$ be a solution of the problem (4.1)-(4.3), and let $U_{N}$ be a finite part of the formal asymptotic series (4.5). Then the following inequality holds:

$$
\left\|u_{\varepsilon}-U_{N}\right\|_{\mathcal{L}_{2}(\Omega)} \leq \widetilde{C} \varepsilon^{N+1}
$$

where the constant $\widetilde{C}$ does not depend on $\varepsilon$ and $N$.
The proof of this theorem is the same as that of Theorem 1.1 from [20].

## 5. Asymptotics of the Solution under Strong Perturbation of Density

In the domain $\Omega=(-1,1) \times(0, T)$ consider the initial boundary value problem for the heat equation of the kind

$$
\begin{align*}
& \left(1+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right)\right) u_{t}=u_{x x}  \tag{5.1}\\
& u(-1, t)=u(1, t)=0  \tag{5.2}\\
& u(x, 0)=\bar{u}_{0}(x) \tag{5.3}
\end{align*}
$$

where the functions $\chi$ and $\bar{u}_{0}$ are the same as in [20], $\varepsilon \in(0,1)$, and $m$ is a rational number greater than 2. Let $m=2+\frac{l}{p}$, where $l$ and $p$ are positive integers. As for the function $\chi$, we additionally assume that in some neighborhood of the point $x=\varepsilon$ and in the right neighborhood of the point $x=-\varepsilon$ it can be expanded into Taylor series.

As before, under a solution of the problem (5.1)-(5.3) will be understood a function $u$ which satisfies (5.1) for $x \neq \pm \varepsilon$ as well as the conditions (5.2) and (5.3) and the "sewing" conditions at the points $x= \pm \varepsilon$

$$
\begin{array}{cl}
u(\varepsilon+0, t)=u(\varepsilon-0, t), & \frac{\partial u}{\partial x}(\varepsilon+0, t)=\frac{\partial u}{\partial x}(\varepsilon-0, t), \\
u(-\varepsilon+0, t)=u(-\varepsilon-0, t), & \frac{\partial u}{\partial x}(-\varepsilon+0, t)=\frac{\partial u}{\partial x}(-\varepsilon-0, t) . \tag{5.4}
\end{array}
$$

The problem (5.1)-(5.3) is uniquely solvable by [18]. Construct an asymptotic expansion of the solution $u_{\varepsilon}$ of the problem (5.1)-(5.3) as $\varepsilon \rightarrow 0$.

We divide the segment $[-1,1]$ into several parts and introduce new variables.

Consider on $(-1,-\varepsilon)$ and $(\varepsilon, 1)$ the function $u_{\varepsilon}(x, t)=u(x, t)$. It satisfies the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u^{ \pm}(x, t)=\frac{\partial^{2}}{\partial x^{2}} u^{ \pm}(x, t) \tag{5.5}
\end{equation*}
$$

Introduce on $\left(-\varepsilon+\varepsilon^{1+\frac{l}{2 p}}, \varepsilon-\varepsilon^{1+\frac{l}{2 p}}\right.$ ) a new independent variable $\xi=\frac{x}{\varepsilon}$ and consider the function $u_{\varepsilon}(x, t)=v(\xi, t)$. It satisfies the equation

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial}{\partial t} v(\xi, t)+\varepsilon^{-\frac{l}{p}} \chi(\xi) \frac{\partial}{\partial t} v(\xi, t)=\frac{\partial^{2}}{\partial \xi^{2}} v(\xi, t) \tag{5.6}
\end{equation*}
$$

On $\left(-\varepsilon,-\varepsilon+\varepsilon^{1+\frac{l}{2 p}}\right)$ and $\left(\varepsilon-\varepsilon^{1+\frac{l}{2 p}}, \varepsilon\right)$ we introduce new independent variables $\eta=( \pm 1-\xi) \cdot \varepsilon^{-\frac{l}{2 p}}$, respectively, and consider the function $u_{\varepsilon}(x, t)=$ $w^{ \pm}(\eta, t)$. It satisfies the equation

$$
\begin{equation*}
\varepsilon^{2+\frac{1}{p}} \frac{\partial}{\partial t} w^{ \pm}(\eta, t)+\chi\left( \pm 1-\varepsilon^{\frac{l}{2 p}} \eta\right) \frac{\partial}{\partial t} w^{ \pm}(\eta, t)=\frac{\partial^{2}}{\partial \eta^{2}} w^{ \pm}(\eta, t) \tag{5.7}
\end{equation*}
$$

In what follows, we will omit the superscripts " $\pm$ " and construct the functions $u^{+}$and $w^{+}$. Obviously, the functions $u^{-}$and $w^{-}$can be constructed analogously.

Introduce $\delta=\varepsilon^{\frac{1}{2 p}}$ and construct the formal asymptotic expansion of the solution $u_{\varepsilon}$ in the form

$$
u_{\varepsilon}(x, t) \sim \begin{cases}\sum_{i=0}^{\infty} \delta^{i} u_{i}^{ \pm}(x, t), & |x|>\varepsilon ;  \tag{5.8}\\ \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, t), & \xi=\frac{x}{\varepsilon}, \quad|\xi| \leq 1-\varepsilon^{\frac{l}{2 p}} \\ \sum_{i=0}^{\infty} \delta^{i} w_{i}^{ \pm}(\eta, t), & \eta=\frac{ \pm 1-\xi}{\varepsilon^{\frac{1}{2 p}}}, \quad \eta \in(0,1)\end{cases}
$$

Substituting the formal series (5.8) into each equation (5.5)-(5.7), we have
A) $\frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} u_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} \sum_{i=0}^{\infty} \delta^{i} u_{i}(x, t) \sim 0 \Rightarrow$

$$
\Rightarrow \sum_{i=0}^{\infty} \delta^{i}\left(\frac{\partial}{\partial t} u_{i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} u_{i}(x, t)\right) \sim 0 ;
$$

B) $\varepsilon^{2} \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, t)+\varepsilon^{-\frac{1}{p}} \chi(\xi) \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, t)-\frac{\partial^{2}}{\partial \xi^{2}} \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, t) \sim 0 \Rightarrow$

$$
\begin{aligned}
& \Rightarrow \sum_{i=0}^{\infty}\left(\delta^{i+4 p} \frac{\partial}{\partial t} v_{i}(\xi, t)+\delta^{i-2 l} \chi(\xi) \frac{\partial}{\partial t} v_{i}(\xi, t)-\delta^{i} \frac{\partial^{2}}{\partial \xi^{2}} v_{i}(\xi, t)\right) \sim 0 \Rightarrow \\
& \Rightarrow \sum_{i=0}^{\infty} \delta^{i-2 l}\left(\chi(\xi) \frac{\partial}{\partial t} v_{i}(\xi, t)+\frac{\partial}{\partial t} v_{i-4 p-2 l}(\xi, t)-\frac{\partial^{2}}{\partial \xi^{2}} v_{i-4 p}(\xi, t)\right) \sim 0
\end{aligned}
$$

C) $\varepsilon^{2+\frac{l}{p}} \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, t)+\chi\left(1-\varepsilon_{\eta}^{\frac{l}{2 p}}\right) \frac{\partial}{\partial t} \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, t)-$

$$
-\frac{\partial^{2}}{\partial \eta^{2}} \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, t) \sim 0 \Rightarrow
$$

$$
\Rightarrow \sum_{i=0}^{\infty}\left(\delta^{i+4 p+2 l} \frac{\partial}{\partial t} w_{i}(\eta, t)+\sum_{S=0}^{\infty} \frac{(-1)^{S}}{S!} \varepsilon^{\frac{S l}{2 p}} \frac{\partial^{S}}{\partial \xi^{S}} \chi(1) \frac{\partial}{\partial t} w_{i}(\eta, t)-\right.
$$

$$
\left.-\frac{\partial^{2}}{\partial \eta^{2}} w_{i}(\eta, t)\right) \sim 0 \Rightarrow \sum_{i=0}^{\infty}\left(\delta^{i+4 p+2 l} \frac{\partial}{\partial t} w_{i}+\right.
$$

$$
\left.+\delta^{i} \sum_{S=0}^{\infty} \frac{(-1)^{S}}{S!} \delta^{S l} \eta^{S} \frac{\partial^{S}}{\partial \xi^{S}} \chi(1) \frac{\partial}{\partial t} w_{i}-\delta^{i} \frac{\partial^{2}}{\partial \eta^{2}} w_{i}\right) \sim 0 \Rightarrow
$$

$$
\Rightarrow \sum_{i=0}^{\infty} \delta^{i}\left(\frac{\partial}{\partial t} w_{i-4 p-2 l}+\sum_{S=0}^{\left[\frac{i}{l}\right]} \frac{(-\eta)^{S}}{S!} \frac{d^{S}}{d \xi^{S}} \chi(1) \frac{\partial}{\partial t} w_{i-l S}-\frac{\partial^{2}}{\partial \xi^{2}} w_{i}\right) \sim 0
$$

We equate the coefficients to zero and find that the functions $u_{i}, v_{i}$ and $w_{i}$ satisfy the following equations:

$$
\begin{gather*}
\frac{\partial}{\partial t} u_{i}(x, t)=\frac{\partial^{2}}{\partial x^{2}} u_{i}(x, t), \quad i \geq 0 ;  \tag{5.9}\\
\chi(\xi) \frac{\partial}{\partial t} v_{i}(\xi, t)=\frac{\partial^{2}}{\partial \xi^{2}} v_{i-4 p}(\xi, t)-\frac{\partial}{\partial t} v_{i-4 p-2 l}, \quad i \geq 0,  \tag{5.10}\\
\chi(1) \frac{\partial}{\partial t} w_{i}(\eta, t)-\frac{\partial^{2}}{\partial \eta^{2}} w_{i}(\eta, t)=-\frac{\partial}{\partial t} w_{i-4 p-2 l}(\eta, t)- \\
-\sum_{S=1}^{\left[\frac{i}{7}\right]} \frac{(-\eta)^{S}}{S!} \frac{d^{S}}{d \xi^{S}} \chi(1) \frac{\partial}{\partial t} w_{i-l S}, \quad i \geq 0 . \tag{5.11}
\end{gather*}
$$

Obviously, the terms in the equations (5.9)-(5.11) with negative indices are absent.

Determine now the initial and boundary conditions. The boundary conditions (5.2) and the formal expansion (5.8) result in

$$
\begin{equation*}
u_{i}(-1, t)=u_{i}(1, t)=0 \tag{5.12}
\end{equation*}
$$

The initial conditions (5.3) and the formal expansion (5.8) yield

$$
\begin{align*}
& \text { A) } \begin{array}{c}
\sum_{i=0}^{\infty} \delta^{i} u_{i}(x, 0)=\bar{u}_{0}(x) \Rightarrow u_{0}(x, 0)=\bar{u}_{0}(x), \quad u_{i}(x, 0)=0, \quad i \geq 1 ; \\
\text { B) } \quad \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, 0)=\bar{u}_{0}(\varepsilon \xi) \Rightarrow \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, 0)=\sum_{i=0}^{\infty} \frac{\varepsilon^{S} \xi^{S}}{S!} \frac{d^{S}}{d x^{S}} \bar{u}_{0}(0) \Rightarrow \\
\Rightarrow \sum_{i=0}^{\infty} \delta^{i} v_{i}(\xi, 0)=\sum_{S=0}^{\infty} \delta^{2 p S} \frac{\xi^{S}}{S!} \frac{d^{S}}{d x^{S}} \bar{u}_{0}(0) \Rightarrow \\
\Rightarrow\left\{\begin{array}{l}
v_{2 p S}(\xi, 0)=\frac{\xi^{S}}{S!} \frac{d^{S}}{d x^{S}} \bar{u}_{0}(0), \quad S=0,1,2, \ldots, \\
v_{j}(\xi, t)=0, \quad j \neq 2 \pi S ;
\end{array}\right. \\
\text { C) } \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, 0)=\bar{u}_{0}\left(\varepsilon-\varepsilon^{\left.1+\frac{1}{2 p} \eta\right)=\bar{u}_{0}\left(\delta^{2 p}-\delta^{2 p+l} \eta\right) \Rightarrow}\right. \\
\Rightarrow \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, 0)=\sum_{S=0}^{\infty} \frac{(-\eta)^{S}}{S!} \delta^{(2 p+l) S} \frac{d^{S}}{d x^{S}} \bar{u}_{0}\left(\delta^{2 p}\right) \Rightarrow \\
\Rightarrow \sum_{i=0}^{\infty} \delta^{i} w_{i}(\eta, 0)=\sum_{S=0}^{\infty} \frac{(-\eta)^{S}}{S!} \delta^{(2 p+l) S} \sum_{k=0}^{\infty} \frac{\delta^{2 p k}}{k!} \frac{d^{S+k}}{d x^{S+k}} \bar{u}_{0}(0) .
\end{array} \tag{5.13}
\end{align*}
$$

We easily see that $w_{i}(\eta, 0)$ from (5.15) can be defined for any $i$ after equating the coefficients at the same degrees of $\delta$. In particular,

$$
\begin{gathered}
w_{0}(\eta, 0)=\bar{u}_{0}(0), w_{1}(\eta, 0)=0, \ldots, w_{2 p-1}(\eta, 0)=0, \quad w_{2 p}(\eta, 0)=\frac{d}{d x} \bar{u}_{0}(0) \\
w_{2 p+1}(\eta, 0)=0, \ldots, w_{2 p+l-1}(\eta, 0)=0, \quad w_{2 p+l}(\eta, 0)=-\eta \frac{d}{d x} \bar{u}_{0}(0) \ldots
\end{gathered}
$$

It remains to find the conditions at the points $x=\varepsilon-\varepsilon^{1=\frac{l}{2 p}}$ and $x=\varepsilon$.
We will start from the conditions $v\left(1-\delta^{l}, t\right)=w(1, t), u(\varepsilon, t)=w(0, t)$, $\frac{\partial u}{\partial x}(\varepsilon, t)=\frac{\partial}{\partial x} w(0, t)$. It follows from the condition $w(1,1)=v\left(1-\delta^{l}, 1\right)$ that

$$
\begin{align*}
& \sum_{i=0}^{\infty} \delta^{i} w_{i}(1, t)=\sum_{i=0}^{\infty} \delta^{i} v_{i}(1, t) \Rightarrow \\
\Rightarrow & \sum_{i=0}^{\infty} \delta^{i} w_{i}(1, t)=\sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\infty} \frac{(-\delta)^{l S}}{S!} \frac{\partial^{S}}{\partial \xi^{S}} v_{i}(1, t) \Rightarrow \\
\Rightarrow & \sum_{i=0}^{\infty} \delta^{i} w_{i}(1, t)=\sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\left[\frac{i}{7}\right]} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial \xi^{S}} v_{i-l S}(1, t) \Rightarrow \\
\Rightarrow & w_{i}(1, t)=v_{i}(1, t)+\sum_{S=1}^{\left[\frac{i}{l}\right]} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial \xi^{S}} v_{i-l S}(1, t) . \tag{5.16}
\end{align*}
$$

From the condition $u(\varepsilon, t)=w(0, t)$ we obtain

$$
\begin{align*}
& \sum_{i=0}^{\infty} \delta^{i} w_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i} u_{i}(\varepsilon, t) \Rightarrow \\
\Rightarrow & \sum_{i=0}^{\infty} \delta^{i} w_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\infty} \frac{\varepsilon^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i}(0, t) \Rightarrow \\
\Rightarrow & \sum_{i=0}^{\infty} \delta^{i} w_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\infty} \frac{\delta^{2 p S}}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i}(0, t) \Rightarrow \\
\Rightarrow & \sum_{i=0}^{\infty} \delta^{i} w_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\left[\frac{i}{7}\right]} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i-2 p S}(0, t) \Rightarrow \\
\Rightarrow & w_{i}(0, t)-u_{i}(0, t)=\sum_{S=1}^{\left[\frac{i}{2 p}\right]} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i-2 p S}(0, t), \tag{5.17}
\end{align*}
$$

while from the condition $\frac{\partial u}{\partial x}(\varepsilon, t)=\frac{\partial}{\partial x} w(0, t)$ we arrive at

$$
\sum_{i=0}^{\infty} \frac{\partial}{\partial x} u_{i}(\varepsilon, t)=\sum_{i=0}^{\infty} \delta^{i} \frac{\partial}{\partial x} w_{i}(0, t) \Rightarrow
$$

$$
\begin{align*}
& \Rightarrow \sum_{i=0}^{\infty} \delta^{i} \sum_{S=1}^{\infty} \frac{\varepsilon^{S-1}}{(S-1)!} \frac{\partial^{S}}{\partial x^{S}} u_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i} \frac{\partial}{\partial \eta} w_{i}(0, t) \delta^{-(2 p+l)} \Rightarrow \\
& \Rightarrow \sum_{i=0}^{\infty} \delta^{i} \sum_{S=0}^{\infty} \frac{\delta^{2 p S}}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} u_{i}(0, t)=\sum_{i=0}^{\infty} \delta^{i-2 p-l} \frac{\partial}{\partial \eta} w_{i}(0, t) \Rightarrow \\
& \Rightarrow \sum_{i=0}^{\infty} \delta^{i} w \sum_{S=0}^{\left[\frac{i}{2 p}\right]} \frac{1}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} u_{i-2 p S}(0, t)=\sum_{i=0}^{\infty} \delta^{i-2 p-l} \frac{\partial}{\partial \eta} w_{i}(0, t) \Rightarrow \\
& \Rightarrow \frac{\partial}{\partial \eta} w_{i}(0, t)=\sum_{S=0}^{\left[\frac{i-l}{2 p}\right]} \frac{-1}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} u_{i-2 p-l-2 p S}(0, t) . \tag{5.18}
\end{align*}
$$

Obviously, the terms with negative indices in the formulas (5.16)-(5.18) are absent.

Let us now show how one can construct successively all the functions $u_{i}$, $v_{i}$ and $w_{i}$.
I. First step. From the above-obtained relations we write out everything which concerns the functions $v_{0}, w_{0}$ and $u_{0}$.

For $v_{0}$ we obtain respectively the equation and the initial condition: $\frac{\partial}{\partial t} v_{0}(\xi, t)=0, v_{0}(\xi, 0)=\bar{u}_{0}(0)$. Hence $v_{0}(\xi, t)=\bar{u}_{0}(0)$.

For the function $w_{0}$ we obtain the problem

$$
\begin{gathered}
\chi(1) \frac{\partial}{\partial t} w_{0}(\eta, t)=\frac{\partial^{2}}{\partial \eta^{2}} w_{0}(\eta, t) \\
w_{0}(\eta, 0)=u_{0}(0), \quad w_{0}(1, t)=v_{0}(1, t)=\bar{u}_{0}(0), \quad \frac{\partial}{\partial \eta} w_{0}(0, t)=0 .
\end{gathered}
$$

This simple problem for the heat equation has the unique solution $w_{0}(\eta)=$ $\bar{u}_{0}(0)$.

To define the function $u_{0}$, we get the problem

$$
\begin{gathered}
\frac{\partial}{\partial t} u_{0}(x, t)=\frac{\partial^{2}}{\partial x^{2}} u_{0}(x, t), \\
u_{0}(x, 0)=\bar{u}_{0}(x), \quad u_{0}(1, t)=0, \quad u_{0}(0, t)=w_{0}(0, t)=\bar{u}_{0}(0) .
\end{gathered}
$$

This problem is uniquely solvable.
Thus at the first step we have defined uniquely the functions $v_{0}, w_{0}$ and $u_{0}$.
II. Second step. Suppose the function $u_{i}, v_{i}$ and $w_{i}$ are given for all $i \leq n$. Define the functions $u_{n+1}, v_{n+1}$ and $w_{n+1}$.

To define the function $v_{n+1}$, we get the problem

$$
\begin{aligned}
& \chi(\xi) \frac{\partial}{\partial t} v_{n+1}(\xi, t)=\frac{\partial^{2}}{\partial \xi^{2}} v_{n-4 p+1}(\xi, t)-\frac{\partial}{\partial t} v_{n-4 p-2 l+1}(\xi, t), \\
& {\left[\begin{array}{ll}
w_{n+1}(\xi, 0)=\frac{\xi^{s}}{d x^{s}} \bar{u}_{0}(0), & \text { for } \quad n+1=2 p S, \quad S \in \mathbb{Z}, \\
u_{n+1}(\xi, 0)=0, & \text { for } \quad n+1=2 p S, \quad S \in \mathbb{Z} .
\end{array}\right.}
\end{aligned}
$$

Obviously, this problem is uniquely solvable. To define the function $w_{n+1}$, we get the problem

$$
\begin{gathered}
\chi(1) \frac{\partial}{\partial t} w_{n+1}(\eta, t)-\frac{\partial^{2}}{\partial \eta^{2}} w_{n+1}(\eta, t)=-\frac{\partial}{\partial t} w_{n+1-4 p-2 l}(\eta, t)- \\
-\sum_{S=1}^{\left[\frac{n+1}{p}\right]} \frac{(-\eta)^{S}}{S!} \frac{\partial^{S}}{\partial \xi^{S}} \chi(1) \frac{\partial}{\partial t} w_{n+1-l S}(\eta, t), \\
w_{n+1}(\eta, 0)=f_{n+1}(\eta), \quad w_{n+1}(1, t)=\sum_{S=0}^{\left[\frac{n+1}{l}\right]} \frac{(-1)^{S}}{S!} \frac{\partial^{S}}{\partial \xi^{S}} v_{n-l S+1}(1, t), \\
\frac{\partial}{\partial \eta} w_{n+1}(0, t)=\sum_{S=0}^{\left[\frac{n+1-1}{2 p}\right]-1} \frac{1}{S!} \frac{\partial^{S+1}}{\partial x^{S+1}} u_{n+1-2 p-l-2 p S}(0, t),
\end{gathered}
$$

where the function $f_{n+1}$ is defined from (5.15).
The problem under consideration is an inhomogeneous initial boundary value problem for the inhomogeneous heat equation. This problem is uniquely solvable.

Thus, having supposed that the functions $u_{i}, v_{i}$ and $w_{i}$ are known for all $i \leq n$, we have defined them for $i=n+1$. Then by induction one can construct the functions $u_{i}, v_{i}$ and $w_{i}$ for all $i$. Consequently, the formal asymptotic series (5.8) is constructed.

Introduce the notation

$$
U_{N}(x, t)= \begin{cases}\sum_{i=0}^{N} \delta^{i} u_{i}^{ \pm}(x, t), & |x|>\varepsilon \\ \sum_{i=0}^{N} \delta^{i} v_{i}(\xi, t), & \xi=\frac{x}{\varepsilon}, \quad|\xi|<1-\varepsilon^{\frac{l}{2 p}} \\ \sum_{i=0}^{N} \delta^{i} w_{i}^{ \pm}(\eta, t), & \eta=\frac{ \pm 1-\xi}{\varepsilon^{\frac{1}{2 p}}}, \quad 0<\eta<1 .\end{cases}
$$

We have to show that the above-constructed series (5.8) is in fact the asymptotic series for the function $u_{\varepsilon}$.

Estimate now the difference $U_{N}(\varepsilon+0, t)-U_{N}(\varepsilon-0, t)$. As is easily seen,

$$
\begin{gathered}
U_{N}(\varepsilon+0, t)=\sum_{i=0}^{N} \delta^{i} u_{i}(\varepsilon, t)=\sum_{i=0}^{N} \delta^{i} \sum_{S=0}^{\infty} \frac{\varepsilon^{S}}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i}(0, t)= \\
=\sum_{i=0}^{N} \delta^{i} \sum_{S=0}^{\infty} \frac{\delta^{2 p S}}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i}(0, t)=\sum_{i=0}^{N} \delta^{i} \sum_{S=0}^{\left[\frac{i}{2 p}\right]} \frac{1}{S!} \frac{\partial^{S}}{\partial x^{S}} u_{i-2 p S}(0, t)+O\left(\delta^{N+1}\right),
\end{gathered}
$$

$$
U_{N}(\varepsilon-0, t)=\sum_{i=0}^{N} \delta^{i} w_{i}(0, t)
$$

The conditions (5.17) imply $U_{N}(\varepsilon+0, t)-U_{N}\left(\varepsilon-0, t=O\left(\delta^{N+1}\right)\right.$.
Analogously it follows from (5.16)-(5.18) that the function $U_{N}$ (as well as its derivative) may have at the points $x=-\varepsilon, x=\varepsilon-\varepsilon^{1+\frac{l}{2 p}}, x=-\varepsilon+\varepsilon^{1+\frac{l}{2 p}}$ discontinuities which are of order $O\left(\delta^{N+1}\right)$ for the function and of order $O\left(\delta^{N}\right)$ for the derivative. Evidently, one can construct a function $\varphi_{N}$ with discontinuities at the same points, but with opposte sign, where $\varphi_{N}$ and $\varphi_{N}^{\prime}$ will be of order $O\left(\delta^{N+1}\right)$ and $O\left(\delta^{N}\right)$, respectively, and $\varphi_{N}(-1)=\varphi_{N}(1)=0$.

Consider the function $V_{N}$ defined by $V_{N}(x, t)=U_{N}(x, t)-\varphi_{N}(x)$. The function $V_{N}$ is continuously differentiable, and $\left\|V_{N}(x, t)-U_{N}(x, t)\right\|=$ $O\left(\delta^{N}\right)$. From the construction of the function $V_{N}$ we can see that

$$
\begin{gathered}
\left(\frac{\partial}{\partial t} V_{N}+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right) \frac{\partial}{\partial t} V_{N}-\frac{\partial^{2}}{\partial x^{2}} V_{N}\right)=O\left(\delta^{N-2 p m}\right) \\
V_{N}(x, 0)=u_{0}(x)+O(\delta N+1)
\end{gathered}
$$

Then for the function $U_{*}=u_{\varepsilon}-V_{N}$ we obtain the initial boundary value problem of the kind

$$
\begin{aligned}
& \frac{\partial}{\partial t} U_{*}+\varepsilon^{-m} \chi\left(\frac{x}{\varepsilon}\right) \frac{\partial}{\partial t} U_{*}-\frac{\partial^{2}}{\partial x^{2}} U_{*}=F_{\delta} \\
& U_{*}(-1, t)=U_{*}(1, t)=0, \quad U_{*}(x, 0)=\varphi_{\delta}
\end{aligned}
$$

where $F_{\delta}=O\left(\delta^{N-2 p m}\right)$ and $\varphi_{\delta}=O\left(\delta^{N+1}\right)$.
Then we multiply the equation (5.19) by $U_{*}$ and integrate the obtained equality with respect to the domain $[-1,1] \times\left[0, \tau_{0}\right]$. Similarly to the proof of Theorem 1.1 we arrive at
$\int_{-1}^{1} U_{*}^{2}\left(x, \tau_{0}\right) d x \leq \int_{-1}^{1} \varphi_{\delta}^{2}(x) d x+\varepsilon^{-m} \int_{-\varepsilon}^{\varepsilon} \chi\left(\frac{x}{\varepsilon}\right) \varphi_{\delta}^{2}(x) d x+\left|\int_{-1}^{1} \int_{0}^{\tau_{0}} F_{\delta}(x, t) U_{*} d x d t\right|$.
Hence we find

$$
\int_{-1}^{1} \int_{0}^{T} U_{*}^{2}(x, t) d x d t \leq C \delta^{2(N-2 p m)} .
$$

Thus for any $N_{1}$ we obtain $\left\|U_{\varepsilon}-V_{N_{1}}\right\|_{\mathcal{L}_{2}(\Omega)} \leq \widehat{C} \delta^{N_{1}-2 p m}$.
Let $N_{1}=N+2 p m+1$. Then $\left\|u_{\varepsilon}-V_{N_{1}}\right\| \mathcal{L}_{2}(\Omega) \leq \widehat{C} \delta^{N_{1}}$. But $\left\|V_{N_{1}}-U_{N_{1}}\right\| \leq$ $\bar{C} \delta^{N_{1}}$, and we find $\left\|u_{\varepsilon}-U_{N+1+2 p m}\right\| \leq \widetilde{C} \delta^{N+1}$. It immediately follows that $\left\|u_{\varepsilon}-U_{N}\right\| \leq \widetilde{M} \delta^{N+1}$. Thus we have proved the following

Theorem 5.1. Let $u_{\varepsilon}$ be a solution of the problem (5.1)-(5.3), and let $U_{N}$ be a partial sum of the series (5.8). Then the inequality

$$
\left\|u_{\varepsilon}-U_{N}\right\| \leq \widetilde{M} \delta^{N+1}
$$

is valid, where the constant $\widetilde{M}$ does not depend on $\delta$ and $N$.
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