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THE EULER EQUATION FOR A CLASS OF
NONCONVEX PROBLEMS

GIUSEPPE BuTTAZZO and LORIS FAINA

Abstract. We study the Euler equation for Neumann and Dirichlet problems asso-
ciated to nonconvex functionals defined on the space of functions with bounded variation
and satisfying a safe load condition.

1 — Introduction

Recently, much attention has been devoted to nonconvex variational function-
als defined on spaces of discontinuous functions (see References). The reason is
that in several models in mathematical physics and engineering (e.g. fracture me-
chanics, computer vision, liquid crystals) the admissible function variables may
have “jumps”; therefore, the function space which seems suitable for this kind of
problems is the space of functions with bounded variation.

As a consequence, functionals defined on the space of vector-valued measures
with finite total variation have been studied (see for instance Bouchitté & But-
tazzo [7], [8], [9] and [1], [2], [3], [6]), together with their lower semicontinuity
properties, in order to apply the direct method of the calculus of variations.
A complete characterization is now available, and we know that for functionals
of the form

m  F= [ (e j;) dut [ SRACIE [ g a

whose precise meaning will be recalled below, the lower semicontinuity with re-
spect to the weak* convergence in M(Q;IR™) occurs whenever conditions (5.a),
(5.d), (5.e), (5.f) are fulfilled. It is important to remark that the above mentioned
conditions do not imply the convexity of F, as it is immediate to see by taking
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f(z,s) = |s|* and g(z,s) = \s|1/2; therefore tools of convex analysis cannot be
used in the study of problems where functionals like (1) are involved.

The limit analysis problem of determining the real numbers v for which the
minimum

(2) min{F()\) - fy/QHd)\: A€ M(Q;IR”)}

is achieved (H € Cp(2;IR") is a given function ) has been studied in Buttazzo &
Faina [12], where the existence for (2) is proved for every v € |y.,v*[ (“safe load
condition”) being

v*z—inf{Foo(A); /QHd)\:—l},

v = inf{ Fao(V): /QHd)\ =1},

and where F, is the topological recession functional introduced in Baiocchi et
al. [5].

In this paper we study the Euler-Lagrange equation for problem (2) under
the safe load condition v, < 7 < v* and we use it to find necessary conditions
of optimality for variational problems defined on the space BV. The Neumann
and the Dirichlet cases are separately considered, and an example in which these
conditions are not sufficient is shown.

2 — Notation and position of the Problem

Consider an Hausdorff topological vector space (X,o) and a functional
G: X —] —o00,+00]. As usual, set

dom G = {J:EX: G(x) <+oo} ;

if dom G # (), the functional G is said to be proper.
If G is proper, its behaviour at infinity can be described in terms of the
topological recession function defined by (see Baiocchi & al. [5])

(3) Goolw) = Timinf CE0EHW)

b E X )
(t,y)—(+o0,T) t g

where xg is any element of X.

The function G is 0 — L.s.c. and positively homogeneous of degree 1. More-
over, it is not difficult to see that the definition of G, does not depend on the
choice of xg € X.
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We use the following notation:
ker Goo = {m €X: Gylx) = 0} .

The topological recession function can be compared with the classical recession
function for convex functionals. In this case, they actually coincide (see Baiocchi
& al. [5], Proposition 2.5).

In Buttazzo & Faina [12] we have studied the following limit analysis problem:

Given a functional F': X — ] — 0o, +00] and a linear o- continuous functional
L: X — IR, consider the problem

(4) Inf (F(z) —vL(x)) ,

where 7 is a scalar parameter. We looked for the values of  for which the infimum
in (4) is attained.

Mainly, we studied nonconvex functionals defined on measures.

Before stating the main result of Buttazzo & Faina [12], we introduce the
notation we shall use in the following, and we refer to Bouchitté & Buttazzo [7],
[8], [9] for further details on functionals defined on measures.

From now on, (€2, B, ) will denote a measure space, where §) is a separable
locally compact metric space, B is the o-algebra of Borel subsets of €2, and u:
B — [0, +o0[ is a positive, finite, nonatomic measure.

The following spaces will be considered.

Co(; IR™) The space of all continuous functions u: € — IR" vanish-
ing at the boundary, that is for every ¢ > 0 there exists a
compact set K¢ C € such that |u(z)| < e for all x € Q\ Kg;

M(Q;IR™) The space of all vector-valued measures A: B — IR" with
finite variation on €.

It is well-known that M(2;IR"™) can be identified with the dual space of
Co(€;IR™) by the duality

(u, A) :/Qud)\.

The space M(Q;IR") is endowed with the weak* topology deriving from the
duality between M(Q;R") and Cp(2;IR"); in particular, a sequence () in
M(Q;IR") is said to w*-converge to A € M(;IR") (and this is indicated by
Ap — A) if and only if

(u, \p) — (u, ) for every u € Co(;R™) .

The nonconvex functionals defined on M(€2;IR"™) we consider are of the form

5 Fo= [ #(= %) dut [ TRACE /ot ) dta)
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where f: Q@ x IR" — [0,400], g: Q@ x IR" — [0,400[ are Borel functions such

that,

(5.a) f(z,-) is a proper, convex, l.s.c. function on R", and f(z,0) = 0 for p
—a.e. x €

(5.b) there is ay > 0 and 1 € IR such that f(x,s) > a;|s| — (1 for every
(r,5) e A xR™;

(5.c) f*(z,-) is the recession function of f(z,-);

(5.d) f>®(x,s) = sup{u(z) -s: u € Co(;R"), [ f*(z,u)du < +oo} on
Q x R", where f*(z,s) =sup{s-w— f(z,s): we R"};

(5.e) gisls.c. on Q x R", g(z,-) is subadditive on R", and g(z,0) = 0 for
every x € §);

t
(5.6) ¢O(x,s) = 11%1+g(°""t’3) = f(z,5) on Q x R
t—

(5.g) there exists as > 0 with ¢°(z,s) > s |s| for every (z,s) € 2 x R™;
dX
(5.h) A= Tu 1+ A° is the Lebesgue-Nikodym decomposition of A into abso-
1

lutely continuous and singular parts with respect to y;
(5.1)) A) is the set of all atoms of \;

(5.j) the meaning of the second term in (5) is in the sense of convex functions
over measures, that is

d\®
(o, ¢] , )\8 — / OO( , ) d )\S ’
/Q\AA f (x ) Q\A)\ f T d’)\5| ‘ |

(5.k) A(x) is the value A({z});

(5.1) # is the counting measure.

Functionals of this form have been first consider by Bouchitté & Buttazzo [7],
where the sequential weak™ lower semicontinuity on M(£2;IR™) has been proved.

The limit analysis result for functionals of type (5), proved in Buttazzo &
Faina [12] is the following:

Theorem 1. Let F': M(2;IR") — [0,400] be the functional defined in (5),
and let H € Cy(2;R™). Then, setting

v = inf{ Fao(N): (H,N) =1},

Yo = —inf{Fa(N): (H,\) = —1},
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the functional F' — ~(H,-) admits at least one minimum point on M(;IR") for
every ~ such that

The aim of this paper is to give necessary and, whenever possible, sufficient
conditions for a measure \g € M(;IR") to be a minimum for G = F —y(H, ).

3 — The Euler equation

The main result concerning optimality conditions for solutions of the limit
analysis problems associated to the functional (5) is the following.

Theorem 2. Let F': M(;IR") — [0,+00] be the functional defined in
(5), and let H € Co(Q2;IR"). If \g € M(Q2;IR") is a minimum for the functional
G = F — ~v(H,-), and if the safe load condition (6) is verified, then Ao has no
singular part with respect to u, that is

dXo

(7) @ p=2Ao ,
and
dXo
(8) vH(x) € 8Sf(:z:, E(az)) for p-a.e.x €,

where Os f(z, -) is the subdifferential of the convex function f(x,-). Furthermore,
conditions (7) and (8) are also sufficient for \y to be a minimum for F' — ~v(H, ).

Proof: Set A\g = % A+ AG, let A§ = A§ + /\#, where )\Z)# is a purely atomic
measure on M(Q;IR") and Aj is the diffuse part of A§ (called Cantor part of Ag).
Let € M(2;IR"™) be absolutely continuous with respect to p, that is

<.
Since A is a minimum for the functional G, we have
G(Xo) S G(B+ X))

that is
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This ensures that

dA
d—’uo(:n) € agggin{f(m,s) —vH(x) - s} :

Indeed, in virtue of the safe load condition (6), there is a measurable selection
u(-) of argmin{f(-,s) —vy H(-) - s} (see Appendix, Theorem 7).
selR"

Therefore, by Proposition 6 of Appendix for suitable constants ¢ > 0 and
D >0,

dA dA
£(2. 52@) =1 H@)- T2 2 fau() = 7H(z) -ala) = efa(w)] =D
Hence, w is a p-integrable function. Clearly, this implies that

do .
9) —(z) € argmm{f(w, s)—~yH(x) - s} for p-a.e.z€Q .

d:UJ sclR"™
Now, since f(z,-) —vH(z) - () is convex, we get

dA
0€0s [f(ac, d—luo(ac)) - ’)/H(l‘):| for p-a.e.z €.

Now, let f € M(;IR") with § < Aj. Again, since \g is a minimum for G, we
get

A\
G(N\o) < G(d—:u+ﬂ+xg¢) ,

that is,

L@y [ Hapg< [ @[ Has
Q\A4,, O\Ax, Q\A

0 Q\AAO

Reasoning as before, from Proposition 6 (see Appendix), we get for |A§|-a.e.
x € \ A 2o

da]zig\ (x) € a;eglrfniin[foo(x,s) — v H(z) - s} = {0} .

Hence,
c __
0 _— .

Finally, let 8 € M(Q;IR™) be purely atomic, with Ag C Ay,. A straightforward
calculation gives for every x € Ay,

N (2) € agggin[g(x,S) —vH(z) - 8} = {0},
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that is
N =

The relation (8) follows from (9). Now, the sufficiency of (7) and (8) is an easy
calculus. u

As we observed in Buttazzo & Faina [12], the result already obtained for
functionals defined on measures allows us to derive au Euler equation for a class
of nonconvex functionals defined on BV. More precisely, let I =]a, b[ be an open
interval of IR, and assume that f and g are as in hypotheses (5.a-1).

Denote by BV (I;R™) the space of all functions u € L'(I;R™) with dis-
tributional derivative Du € M(I;IR"™) and consider the nonconvex functional
F: BV(I;IR") — [0,400] defined by

(10) /fl'vudl‘—l- f*(z,D%u +/g:vD8 ) d#(x)

1\Su
where Vu and D*u respectively denote the absolutely continuous and the singular
parts of Du with respect to the Lebesgue measure, and S, is the set of ‘jumps ’of
u, that is the set of all points & € I such that the upper and lower approximate
limits u*(z) and v~ (x) do not coincide.

Setting A = Du, the functionals of type (10) can be interpreted in terms of
functionals of type (5) on M(I;IR").

The Neumann Problem. We deal with functionals G defined on BV (I;IR")
by
G(u) = F(u) = y(L, u)

where

(L,u}z/]huda?—i-/l(j)Du,

with h € L*(I;R"™) and ¢ € Co(I;R™).

As a consequence of Theorem 2 (see also the Appendix and Buttazzo & Faina
[12]), we get that, setting H(z) = [ h(s) ds, under the safe load condition

(R (LRI R W (LR CIR iy

T, 9%°(s) 2.5 9%(s)

a function ug € BV ([;IR") is a minimum for G if and only if

Dfuy =0,
v(p(x) — H(x)) € Osf(x, Vug(x)) for p-ae xzel.
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Clearly, if ¢ — H = 0, the safe load condition reads —oco < v < o0.

The Dirichlet Problem. In order to deal with the Dirichlet problem
associated with functionals of the form (10), it is convenient to consider an open
interval Iy, containing I, and the space

BV = {u e BV(I;R"); u=0 on I\ I} .

Therefore, given he L' (I;R™) and ® € C(I;IR"), and denoting by heL'(Ip;R™)
and ¢ € Cy(Ip;IR™) some extensions of h and ¢ to Iy, we may set for every
u € BV)

(L,u) = | hudx+ gZ;Du:/huder/_qSDu
Io I I I
and consider the problem
(11) min{ f(z, Vu)dx + [ (z, Du) +
I() IO\Su

+ [ gl DPula)) di@) = 1{Lou): uero},

where S, denotes now the set of jumps of u on Iy. Following Buttazzo & Faina
[12], if H € Cp(lo; IR™) is such that H' = h a.e. in I, then the Dirichlet problem
can be written as

(12) min{ /Q f@%) AT /A gl Mw) d () -
—v(p—H,\): e M(Q;R"), /Q)\ZO},

where = I, ;1 is the Lebesgue measure on IR, and A represents the measure
Du e M(2;IR") .

For problem (12) we can not derive a necessary condition as an application of
Theorem 2, but we must proceed alternatively. For simplicity, we shall assume
that

(13)  f(=,-) is differentiable on R™ for p-a.e. x €
(14)  f*°(x,-) and g(z, ) are differentiable on R" \ {0} for every z € ;

(15)  there are by € R, a3 € L'(Q;IR™) such that
|0sf(x,8)| < ai(x)+b1]s| for p-ae xe).

Theorem 3. Let \g € M(Q2;IR") be a minimum for problem (12), and
suppose (13), (14), (15) hold.
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Then, there is a constant vector c such that

(16) ~(¢(x) — H(z))+c= 8Sf<a:, %(m)) for p-a.e.x €,

AN
"]
(18) ~(¢(z) — H(z)) + c = gs(x,A\5(x)) for every x € Ay, .

(A7) ~(P(x) — H(x)) +c = 0sf™ (a: (a:)) for |A\§|-a.e. z € Q\ Ay, ,

Proof: Set \j = \§ + )\#, where )\# is a purely atomic measure. Let § €
L2 (92 IR") be such that [ Bdu = 0. Since Ao is a minimizer for the functional
G defined as in (12), for every € > 0 we have

G(Mo) < G(Ao+€bu) ,

1/9f<x,%+eﬁ)—f(x,%)du > 'Y/Q(¢—H)ﬁdu-

€

that is

This ensures, by the standard first variation procedure, that there is a constant
vector ¢ with
dXo

Y6(w) ~ () + e = 0.1 (= D

Now let 3 € erg‘(Q;R") with fQ\A)\O Bd|A§| = 0. Again, since Ag is a minimum
for G, we get

1 1
Lo NN = [ ey [ - M) BN
QA Q\Ay, 2AVZ BV

€ €

(:Jc)) for p-a.e.z € Q.

Reasoning as before we get the existence of a constant vector cy with

B . dX§
0le) = H(z) + 02 = 0, (. 0

Now we handle more sophisticated variations for finding out that actually ¢; = cs.

t
Let 8 = svp — tdz,, with v € LI (Q;R"), [quvdp = > and xo € Ay,. Since

G(Mo) < G(Ao+05),

@:)) for XG-ae. € Q\ Ay, .

we get

i/{)f(a:,(ﬁi]—ksv) —f<x,(f;;)>du—7/g(¢—H)vdu+

20, Aj(0) — s | vdp) — g(xo, Aj(x
+ o0 Xz0) 2 [ van) — ol %) e~ Hao) o = 0,
Q s/QUd;L
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thus, by usual first variation procedure,

9s(0, Xy (0)) — 7(6(z0) — H(x0)) + (6 — H)(x) = asf(x, %’(zfs))
for p-a.e. x € ), and therefore

(19) 1 = gs(zo, A§(20)) — v(¢(x0) — H(w0)) for every zg € Ay, .
Analogously, by taking 8= sv |\j| —t d,, with v€L|°§8|(Q; R"), fQ\AAOvdP\S\ =1
and zg € Ay, we get

(20) e = galwo, (o)) — 1(dle0) — H(zp) for every oo € Ay, |

Hence, taking (19) and (20) into account, we get ¢; = cz and the proof is
achieved. m

Remark 4. In the scalar case n = 1, if ¢ has a special form, we can derive
easily quantitative properties about the atoms of the solutions of problem (12),
which correspond to jumps in (11).

In fact, if g is independent of x, then in many cases any solution has at most
two atoms. Indeed, let Ay be a solution of problem (12) and denote by A;\FO =
{z € Q: Ao(z) >0} and Ay = {z € Q: Ao(z) <0}. Let z,y0 €  be such that

¢(z0) —H(z0) = sup,eq [¢(z) — H(x)] and ¢(yo) — H(yo) = infaeq [¢(x) — H(x)].
Setting

A= [Socar (@) 6ay + [0, Mo(@)] 8y + 20 = AT
it results 0 O
G0 = [ 1w Ge it [ IR +(Saeng M) +
#9( ey M0(a)) =160 ~H @) 2 Nale)=1(6(0) ) Y Aola).

acEAj\'O TEAY
In force of the subadditivity of g and the definition of zg and gy, we have
G(N) < G(ho)
whenever either g is strictly subadditive, i.e.

g(s1+s2) <g(s1) +g(s2) Vsi,s20€R, s1,82 >0,

or ¢ — H has unique minimum and maximum points on 2. This contradiction
proves that A\g can not have more than two atoms.
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Further, if g(x, s) = ¢|s|+ M for every (z,s) € Q2 xR\ 0, g(z,0) = 0 for every
x € €, the function ¢ — H has unique minimum and maximum points on 2, and
the following safe load condition holds

(1) {mf{%gm/A_O}]1<7<{sup{fggHA [ a=o}] 3

then any solution of problem (12) has at most one atom. To this end, we assume
that A is a solution of problem (12) with exactly two atoms, at z; and z2, where
Ao(x1) > 0 and Ag(x2) < 0. From the safe load condition (21), we derive easily
that

C
(22) ¢ — H|CO(Q;IR”) < R

while, from the Euler equation (18), we have

Ao(z1) Ao(z2)
O [ ]

Putting together (22) and (23), we get

=|(¢ = H)(@1) = (¢ — H)(2)] .

2= [(6 = D)) = (6= H)(a)] < ol =

= 2c,

which leads to a contradiction.

Example. We would like to underline that conditions (16), (17), and (18)
are not sufficient for a A\g € M(Q;IR") to be a minumum for G.
Indeed, let F': BV ([0,1];IR) — [0, +o0] be the functional defined by

1
= [ 1vuPdet [ (14 Du(@)) d#o) |
0 Su

and consider the problem
(24) min{ F(u): u € BV(| / Du = k)

with k£ € IN.
From a straightforward application of Theorem 3, we get the following Euler
equations for problem (24),

(25) 2Vu(zr) =c¢ for ae. x € (0,1)

d D%u
2 = f U
(26) (d\DSu\( )) ¢ forevery z €S
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for a suitable constant ¢, whereas the Cantor part Du is zero due to the super-
linear growth of f.

The function ug(t) = kt, t € [0, 1], satisfies the Euler equations (25) and (26),
but it is not a solution for problem (24). In fact, let

t

— if 0< 1
wn(t) = 5 if 0<t<

k if t=1;

it results F(ug) = k? > F(u1) = 2 + k, for k sufficiently large (k > 2).
From Remark 1 it is easy to verify that u; is actually a solution for problem
(24).

4 — Appendix

This Appendix is devoted to the study of some implications of the safe load
condition (6). The notations are those of Sections 2 and 3.

We start with a measurable selection theorem that will be useful to determine
the Euler equations for functionals of type (5).

Following the proof of Lemma 1.1 and Theorem 1.2 in Ekeland & Temam [17],
chapter VIII, we can prove the following selection result.

Theorem 5. Let f: Q x R" —| — 00, +00] be a Borel function such that
f(z,-) is Ls.c. for p-a.e. x € 0 and assume that

f(z,s) > c|s| = D with ¢ > 0, D € R, for every (z,s) € Q2 x R™.

Then there is a measurable function @: Q2 — IR" such that for p-a.e. x € €,
u(z) € argmin f(x, s), that is
sclR™

fz,u(z)) = aglﬁln{f(%a)} :

Now we get some coercivity properties as a consequence of the safe load con-
dition (6).

Proposition 6. If the safe load condition (6) holds, then there is a ¢ > 0
such that

(27) 97 (x,8) —vH(x) s >c|s| forevery (z,s) € QxR",

t
where ¢*°(x, s) = lim;_, 4 o0 g(ﬂs; S).
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Further, from (27), it follows the existence of two positive constants c1, ca and
a D € IR such that

(28)  f>®(x,s) —yH(z)-s>cy|s| forevery (z,s) € QxR",
(29) f(z,s) —vH(x) -s>ca|s| =D forevery (z,s)€QxR".

Proof: Following the proof of Theorem 4.4 of Buttazzo & Faina [12], it is
easy to verify that

Fo(N) < / 97 (x,\) = G>(N\) for every A € M(Q;IR") .
Q
Therefore,

—inf{/ggoo(x,)\): (H,\) = —1} << inf{/

g (,): (H,\) =1}
Q
or equivalently,
1 1

: <y < .

1nf{<H7 /\> : fQ goo(xv )‘) = 1} Sup{<H7 )‘> : fQ goo(x’ )‘) = 1}
By using the definition of polar function, it is easy to see that

1
sup{(H,\): Jog>(z,A) =1}

Therefore, being

= sup{t: (G*)"(tH) =0} .

0 i[9, )] (w) =0

400 otherwise ,

(G>)"(w) = {

we obtain

1 { H(x)- s] -1
= [sup .
sup {(H,A): [qg%(z,A) =1} Las g°(s)
Now relation (27) follows easily. Relation (28) follows directly from (27) since
9@ (z,5) < ¢%x,s) = f*(x,s) for every (z,s) €  x R" (see Proposition 4.2 in
Buttazzo & Faina [12], and Bouchitté & Buttazzo [7]). It is left to prove (29).
One can prove that a sufficient condition for obtaining (29) is the following:
flz,s) —yH(z) 5

lim inf > — forevery z €.
|s|—+o00 1+ |S| 2 Y

Assume that there is a T € Q with

|s| =400 1+ |S’

C
<.
2
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c 1
Then, for every € > 0 (e < 51) there is a sc € R™ with |s.| > —, such that
€

We may assume that

f(&,50) =y H(Z) - se <c—1+6.
1+ |s| 2

Se

5 converges to w € R™ with |w| = 1. Therefore,
Se

C1

(.
0<er < f°Fw) — yH(F) -w < liminf f(#@,5) —7H({@) -5 _ &1 ,
|se|—+o0 ’86’ 2

that leads to a contradiction. m

We collect together the results we have obtained and we get,

Theorem 7. If the safe load condition (6) holds, then there exists a mea-
surable selection of

H(z) = aiglrlgiln{f(m, s)—~H(z) - s} , TeQ.
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