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1. Introduction

We consider a family of time fractional diffusion equations of the form

\[ D_t^{(\alpha)} u(x, t) = a(x, t) \frac{\partial^2 u(x, t)}{\partial x^2} + f(x, t), \quad 0 < x < 1, \quad 0 < t < 1, \]

(1)

together with the corresponding boundary and initial conditions

\[ u(0, t) = u_0(t), \quad 0 \leq t \leq 1, \]
\[ u(1, t) = u_1(t), \quad 0 \leq t \leq 1, \]
\[ u(x, 0) = u^0(x), \quad 0 \leq x \leq 1, \]

where the symbol \( D_t^{(\alpha)} \) denotes Caputo’s partial fractional derivative of order \( \alpha \) with respect to time, \( 0 < \alpha \leq 1 \).

Ordinarily, \( f(x, t) \) and \( a(x, t) \) are known functions and we are asked to determine the solution function \( u(x, t) \) so as to satisfy equation (1) and the boundary and initial conditions. So posed, this is a direct problem.

There are, however, several interesting inverse problems that can be formulated. Our main objective in this work is to determine part of the structure of the system, in our case the forcing term \( f \), from experimental information given by the approximate knowledge of the function \( u \) at a discrete set of points in its domain. This question belongs to a general class of inverse problems, known as system identification problems, and, in particular, it is an ill-posed problem because small errors in the function \( u \) might cause large errors in the computation of the derivatives \( D_t^{(\alpha)} u \) and \( \frac{\partial^2 u}{\partial x^2} \) which are needed in order to estimate the forcing term function \( f \).

To better illustrate the poor stability properties of the mapping from the data function \( u \) to the solution function \( f \), let us consider a semi-infinite vertical slab in the \((x, t)\) plane, where the temperature function \( u \) satisfies a classical heat equation, corresponding in our terminology to the case \( \alpha = 1 \),

\[ D_t^{(1)} u = \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + f(x, t), \quad 0 < x < \pi, \quad 0 < t < \infty, \]

with homogeneous (zero) boundary and initial conditions. We wish to reconstruct \( f(x, t) \) from the exact transient temperature history \( T(t) = u(x_0, t) \) given at some point \( x_0 \), \( 0 < x_0 < \pi \). Separation of variables leads to the integral representation

\[ T(t) = \int_0^1 \int_0^\pi k(x, t - s) f(x, s) \, dx \, ds, \]

where the kernel function is given by

\[ k(x, \tau) = \frac{2}{\pi} \sum_{n=1}^{\infty} e^{-n^2 \tau} \sin(nx_0) \sin(nx). \]

Introducing the sequence of data functions

\[ T_n(t) = n^{-3/2} \left( 2 - e^{-n^2 t} \right) \sin(nx_0), \quad n = 0, 1, 2, \ldots, \]
the source terms $f_n$ are independent of $t$ and we obtain
\[
f_n(x) = 2\sqrt{n} \sin(nx).
\]
From here, it is clear that when $T_n \to 0$, $\max_{0 < x < \pi} |f_n(x)| = 2\sqrt{n} \to \infty$ as $n \to \infty$, showing that the problem is greatly ill-posed with respect to perturbations in the data.

The identification of parameters in classical parabolic equations ($\alpha = 1$) is an ill-posed problem that has received considerable attention from many researchers in a variety of fields, using different methods. Some detailed treatments of problems in these areas can be found in [5] and [30]. The use of space marching schemes along with the methods of discrete mollification-implemented as an automatic iterative filtering- and generalized cross validation (GCV), has proven to be an effective way for solving these problems [8], [10], [12], [18]. For an up to date detailed description of these techniques see the chapter on mollification in the Inverse Engineering Handbook [20].

In particular, the determination of source terms in the one-dimensional ($\alpha = 1$) inverse heat conduction problem (IHCP) is a parameter identification type of problem that has been extensively explored. The available results are based on the assumptions that the source term depends only on one variable [3] or that it can be separated into spatial and temporal components [8], [11], [25].

If the temperature distribution is known approximately on the entire domain of interest, the successful reconstruction of general source terms for the case $\alpha = 1$ is described in [31]. In this paper we extend the results presented in [31] to transport processes with long memory where the rate of diffusion is inconsistent with the classical Brownian motion model ($0 < \alpha < 1$).

The manuscript is organized as follows: in section 2, for completeness, we state basic properties and estimates associated with mollification and fractional derivatives and introduce the fractional diffusion equations. Section 3 is devoted to the description of the stabilized identification problem and the corresponding error analysis of the approximate solution. In section 4 we briefly describe a fully implicit unconditionally stable numerical method needed to generate the data for the inverse problem when modeling. To illustrate the efficiency of the proposed identification approach, several numerical examples of interest are also presented and analyzed in this section.

2. Preliminaries

2.1. Mollification. Let $C^0(I_t)$ denote the set of continuous real functions over the unit interval $I_t = [0, 1]$ with norm
\[
\|g\|_{\infty, I_t} = \max_{t \in I_t} |g(t)|,
\]
and introduce the kernel function
\[
\rho_{\delta, p}(t) = \begin{cases} 
A_p \delta^{-1} \exp \left(-\frac{t^2}{\delta^2}\right), & |t| \leq p \delta, \\
0, & |t| > p \delta,
\end{cases}
\]
where \( \delta > 0, p > 0 \), and \( A_p = \left( \int_{-p}^{p} \exp \left(-s^2\right) ds \right)^{-1} \). The \( \delta \)-mollifier \( \rho_{\delta, p} \) is a non-negative \( C^\infty \) \((-p \delta, p \delta)\) function satisfying \( \int_{-p \delta}^{p \delta} \rho_{\delta, p}(x) dx = 1 \).

For \( g \in L^1(I) \) and for \( t \in I_t^\delta = [p \delta, 1 - p \delta] \) the \( \delta \)-mollification of \( g \) is defined by the convolution
\[
J_\delta g(t) = (\rho \ast g)(t) = \int_{I_t} \rho_\delta(t-s)g(s)ds
\]
where the \( p \)-dependency on the kernel has been dropped for simplicity of notation. We observe that
\[
p \delta = \text{dist}(I_t, \partial I_t^\delta).
\]

The following three lemmas are needed for the stability analysis of the source terms reconstruction in section 3. The proofs can be found in [20], [19], [24].

We assume that instead of the function \( g \), we know some noisy data function \( g^\epsilon \in C^0(I_t) \) such that \( \|g - g^\epsilon\|_{\infty, I_t} \leq \epsilon \).

In all cases, the discrete (sampled) functions \( G = \{g(t_j) : j \in Z\} \) and \( G^\epsilon = \{g^\epsilon(t_j) : j \in Z\} \) are defined on a uniform partition \( K_t \) of \( I_t \), with step size \( \Delta t \), and satisfy \( \|G - G^\epsilon\|_{\infty, t_t \cap K_t} \leq \epsilon \). The symbol \( C \) represents a generic positive real constant.

**Lemma 1.** If \( g \in C^0(I_t) \) then there exists a constant \( C \), independent of \( \delta \), such that \( \|J_\delta G^\epsilon - J_\delta g\|_{\infty, I_t^\delta \cap K_t} \leq C(\epsilon + \Delta t) \) and \( \|J_\delta G^\epsilon - g\|_{\infty, I_t^\delta \cap K_t} \leq C(\epsilon + \delta + \Delta t) \).

**Lemma 2.** If \( \frac{dg}{dt} \in C^0(I_t) \), then there exists a constant \( C \), independent of \( \delta \), such that
\[
\left\| \frac{d}{dt}J_\delta G^\epsilon - \frac{d}{dt}g \right\|_{\infty, t_t^\delta \cap K_t} \leq C \left( \frac{\delta + \epsilon + \Delta t}{\delta} \right).
\]
Moreover, if \( \frac{d^2g}{dt^2} \in C^0(I_t) \), then
\[
\left\| \frac{d^2}{dt^2}J_\delta G^\epsilon - \frac{d^2}{dt^2}g \right\|_{\infty, t_t^\delta \cap K_t} \leq C \left( \frac{\delta + \epsilon + \Delta t}{\delta^2} \right).
\]

**Lemma 3.** If \( g \in C^0(I_t) \), then there exists a constant \( C \), independent of \( \delta \), and a constant \( C_\delta \), independent of \( \Delta t \), such that
\[
\left\| D_0 (J_\delta G^\epsilon) - \frac{d}{dt}g \right\|_{\infty, t_t^\delta \cap K_t} \leq C \left( \frac{\epsilon + \Delta t}{\delta} \right) + C_\delta (\Delta t)^2
\]
and

$$\left\| D_+ D_- (J G^\alpha) - \frac{d^2}{dt^2} g \right\|_{\infty, I_t^1 \cap K_t} \leq C \left( \delta + \frac{\epsilon + \Delta t}{\delta^2} \right) + C_\delta (\Delta t)^2,$$

where $D_0$ and $D_+ D_-$ denote the centered and backward-forward finite difference approximations to the first and second derivatives, respectively.

These lemmas demonstrate that attempting to reconstruct mollified derivatives from noisy data functions, in a suitable subset of their domains, is a stable problem with respect to perturbations in the data, in the maximum norm. When discrete mollification is taken as a finite dimensional linear operator, the estimates are different but similar and can be found, for instance, in [1].

To get formal convergence, the ill-posedness of the problem requires to relate all the parameters involved. The choice $\delta = (\epsilon + \Delta t)^{1/3}$ shows that, for example,

$$\left\| \frac{d^2}{dt^2} J G^\alpha - \frac{d^2}{dt^2} g \right\|_{\infty, I_t^1 \cap K_t} = O(\epsilon + \Delta t)^{1/3},$$

which implies formal convergence as $\epsilon$ and $\Delta t \to 0$.

2.2. Fractional derivatives. The usual formulation of the fractional derivative, given in standard references such as [26], [27] and [28], is the Riemann-Liouville definition.

The Riemann-Liouville fractional derivative of order $\alpha$, $0 < \alpha \leq 1$, of an integrable function $g$ defined on $I_t$, is defined by the integro-differential operator

$$\left( 0 D^{(\alpha)} g \right)(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t \frac{g(s)}{(t-s)^\alpha} ds, \quad 0 \leq t \leq 1, \quad 0 < \alpha < 1,$$

$$\left( 0 D^{(\alpha)} g \right)(t) = \frac{d g(t)}{dt}, \quad 0 \leq t \leq 1, \quad \alpha = 1,$$

where $\Gamma(.)$ is the Gamma function.

This definition leads to fractional differential equations which require the initial conditions to be expressed not in terms of the solution itself but rather in terms of its fractional derivatives, which are difficult to derive from a physical system. In applications it is often more convenient to use the formulation of the fractional derivative suggested by Caputo [4] which requires the same starting condition as an ordinary differential equation of order 1.

The Caputo fractional derivative of order $\alpha > 0$, of a differentiable function $g$ defined on $I_t$, is given by the integro-differential operator

$$\left( D^{(\alpha)} g \right)(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{g(s)}{(t-s)^\alpha} ds, \quad 0 \leq t \leq 1, \quad 0 < \alpha < 1,$$

$$\left( D^{(\alpha)} g \right)(t) = \frac{d g(t)}{dt}, \quad 0 \leq t \leq 1, \quad \alpha = 1.$$
The integral part of this fractional differential operator is a convolution integral with weakly singular kernel and the above formulation is of little use in practice unless the data is known exactly.

In the presence of noisy data $g'$, instead of recovering $D^{(\alpha)}g$, we look for a mollified solution $J_\delta(D^{(\alpha)}g')$ obtained from the previous equation by convolution with the normalized Gaussian kernel $\rho_\delta$.

Consequently, instead of equation (3) we have

$$J_\delta(D^{(\alpha)}g')(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{(J_\delta g')'(s)}{(t-s)^\alpha} ds. \quad (4)$$

It is shown in [21] that the mollified formula (4) satisfies the following error estimate.

**Theorem 4.** If the functions $g'$ and $g''$ are uniformly Lipschitz on $I_t$ and $\|g - g''\|_{\infty, I_t} \leq \epsilon$, then there exists a constant $C$, independent of $\delta$, such that

$$\|J_\delta(D^{(\alpha)}g') - D^{(\alpha)}g\|_{\infty, I_t} \leq \frac{C}{(1-\alpha)\Gamma(1-\alpha)} \left( \delta + \frac{\epsilon}{\delta} \right).$$

Stability is valid for each fixed $\delta > 0$ and the optimal rate of convergence is obtained by choosing $\delta = O(\sqrt{\tau})$.

The mollified Caputo fractional derivative, reconstructed from noisy data, tends uniformly to the exact solution as $\epsilon \to 0$, $\delta = \delta(\epsilon) \to 0$. This establishes the consistency, stability and formal convergence properties of the procedure.

**Remark 5.** The mollified formula (4) necessitates the extension of the data function to the interval $(p\delta, 1 + p\delta)$ to evaluate $J_\delta(D^{(\alpha)}g')$ for every $t$ in $I_t$ (see [21], [33] and the references therein) since the evaluation of $J_\delta(D^{(\alpha)}g')(t)$ requires the knowledge of the fractional derivative at all the previous grid points in time.

2.3. Numerical Implementation. To numerically approximate $J_\delta(D^{(\alpha)}g)$, the following quadrature formula for the convolution equation (4), on a uniform partition $K_t$ of the unit interval $I_t$, was implemented in [21].

The discrete computed solution, denoted $(D^{(\alpha)}G_\delta)'$, when restricted to the grid points, gives

$$\left(D^{(\alpha)}G_\delta\right)'(t_1) = D_+(J_\delta G')(t_1)W_1,$$
$$\left(D^{(\alpha)}G_\delta\right)'(t_2) = D_+(J_\delta G')(t_1)W_1 + D_+(J_\delta G')(t_2)W_2,$$
$$\left(D^{(\alpha)}G_\delta\right)'(t_j) = D_+(J_\delta G')(t_1)W_1 + \sum_{i=2}^{j-1} D_0(J_\delta G')(t_i)W_{j-i+1} + D_+(J_\delta G')(t_j)W_j, \quad j = 3, \ldots, n. \quad (5)$$
Here the quadrature weights $W_j = W_j(\alpha, \Delta t)$ are integrated exactly with values

$$W_1 = \frac{1}{\Gamma(1-\alpha)} \frac{1}{1-\alpha} \left(\frac{\Delta t}{2}\right)^{1-\alpha},$$

$$W_i = \frac{1}{\Gamma(1-\alpha)} \frac{1}{1-\alpha} \left[\left((2i+1)\frac{\Delta t}{2}\right)^{1-\alpha} - \left((2i-1)\frac{\Delta t}{2}\right)^{1-\alpha}\right],$$

$i = 2, \ldots, j - 1$

and

$$W_j = \frac{1}{\Gamma(1-\alpha)} \frac{1}{1-\alpha} \left[j\Delta t - \left(j - \frac{1}{2}\right)\Delta t\right]^{1-\alpha}.$$

The quadrature formula satisfies the following error estimate.

**Theorem 6.** If the functions $g'$ and $g''$ are uniformly Lipschitz on $I_t$ and $G$ and $G'$, the discrete versions of $g$ and $g''$ respectively, satisfy $\|G - G'\|_{\infty, I_t \cap K_1} \leq \epsilon$, then:

$$\|\left(D^{(\alpha)}G\right)_{\delta} - D^{(\alpha)}g\|_{\infty, I_t^{\delta} \cap K_1} \leq \frac{C}{\Gamma(1-\alpha)(1-\alpha)} \left(\delta + \frac{\epsilon}{\delta} + \Delta t\right).$$

The error estimate for the discrete case is obtained by adding the global truncation error to the error estimate of the non-discrete case.

**Remark 7.** The time fractional derivative $(D^{(\alpha)}G)_{\delta}$ is computed initially on the entire discrete set $I_t \cap K_1$ (Remark 5), and then restricted to $I_t^{\delta} \cap K_1$.

2.4. **Fractional diffusion equations (FDE).** We start with some definitions: the diffusion process is called subdiffusion if $0 < \alpha < 1$ and superdiffusion if $1 < \alpha \leq 2$. If the partial fractional derivative is applied to the time variable, the FDE is called time fractional diffusion equation (TFDE). The study of fractional diffusion equations is receiving a lot of attention recently as can be seen, for instance, in [2], [6], [14], [15], [17].

2.4.1. **Linear time fractional diffusion equation.** We are interested solely on time fractional diffusion equations (TFDE) and in this case there are two common formulations depending on the type of time fractional derivative employed and its location in the partial differential equation.

Using Caputo fractional derivatives, a natural extension of the standard formulation of the diffusion equation corresponding to $\alpha = 1$, the TFDE is
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described by
\[ D_1^{(\alpha)} u(x, t) = \frac{\partial^2 u(x, t)}{\partial x^2} + f(x, t), \quad 0 < x < 1, \quad t > 0, \]
\[ u(0, t) = u_0(t), \quad t \geq 0, \]
\[ u(1, t) = u_1(t), \quad t \geq 0, \]
\[ u(x, 0) = u_0(x), \quad 0 \leq x \leq 1. \]  

(6)

Another fractional diffusion equations, using Grunwald-Letnikov fractional derivatives [23], [32] or Riemann-Liouville fractional derivatives [13], are obtained by writing the governing equation as
\[ \frac{\partial u(x, t)}{\partial t} = w D_1^{(1-\alpha)} \left( \frac{\partial^2 u(x, t)}{\partial x^2} \right) + f(x, t), \quad 0 < x < 1, \quad t > 0 \]  
where \( w \) is 1 for Grunwald-Letnikov and 0 for Riemann-Liouville fractional derivatives respectively.

In this paper we work only with forcing terms identification in the TFDE version described by the system (6). For other approaches to FDE and a review of numerical methods we recommend [7], [9] and [16]. On implicit schemes for the approximation of fractional derivatives there are several recent papers, for instance [22], [34] and [35]. An explicit conservative scheme can be found in [29].

3. Stabilized source problem

We consider the temperature function \( u(x, t) \) measured in the unit square \( I = I_x \times I_t = [0, 1] \times [0, 1] \) of the \( (x, t) \) plane. On the basis of this information we discuss the problem of estimating the forcing term function \( f \) in some suitable compact set \( Q \subseteq I \). We assume the functions \( u, a, u_{xx} \) and \( f \) are in \( C^0(I) \) and that instead of the function \( u \), we know some data function \( u^\epsilon \in C^0(I) \) so that \( \| u - u^\epsilon \|_{\infty, I} \leq \epsilon \).

If \( K_x \) and \( K_t \) denote uniform partitions of \( I_x \) and \( I_t \), with step sizes \( \Delta x \) and \( \Delta t \) respectively, the discrete data temperature is measured at the grid points \( K_x \times K_t \subseteq I \) and the source terms are reconstructed on the discrete set of points \( K = (K_x \times K_t) \cap Q \).

The regained stability properties established in the previous section are naturally inherited by the mollified reconstructed source term which is obtained as a linear combination of mollified partial derivatives of the measured temperature function. More precisely, if \( (x_i, t_n) \in K \), we have
\[ J_{\delta} f^\epsilon(x_i, t_n) = \left( D_1^{(\alpha)} u^\epsilon(x_i, t_n) \right)_\delta - a(x_i, t_n) D_+ D_- (J_{\delta} u^\epsilon(x_i, t_n)). \]  

(8)

We can now state our main theoretical result.
Theorem 8. Under the conditions of lemma 3 and theorem 6, for fixed $\delta > 0$, the reconstructed mollified source term $J_\delta f^\epsilon$ given by formula (8), satisfies

$$\| J_\delta f^\epsilon - f \|_{\infty,K} \leq C \left\{ \delta + \frac{\epsilon + \Delta t + \Delta x}{\delta^2} \right\} + C_\delta \left\{ (\Delta x)^2 + (\Delta t)^2 \right\}. $$

Proof. Restricting equations (1) and (8) to the grid points, rearranging terms, subtracting, and using maximum norms, we have

$$\| J_\delta f^\epsilon - f \|_{\infty,K} \leq \| a \|_{\infty,K} \left\| \delta + \frac{\epsilon + \Delta x}{\delta^2} \right\|_{\infty,K} + \left\| \left( D_\epsilon^{(\alpha)} u^\epsilon \right)_\delta - \left( D_\epsilon^{(\alpha)} u \right)_\delta \right\|_{\infty,K}. $$

Applying lemma 3 and theorem 6 to the last expression,

$$\| J_\delta f^\epsilon - f \|_{\infty,K} \leq \| a \|_{\infty,K} \left\{ C \left( \delta + \frac{\epsilon + x}{\delta^2} \right) + C_\delta (\Delta x)^2 \right\} + \frac{C}{\Gamma(1-\alpha)(1-\alpha)} \left( \delta + \frac{\epsilon}{\delta} + \Delta t \right). $$

Setting $M = \max \| a \|_{\infty,I}$, we obtain the final estimate

$$\| J_\delta f^\epsilon - f \|_{\infty,K} \leq CM \left\{ \delta + \frac{\epsilon + \Delta x}{\delta^2} + \Delta t \right\} + MC_\delta (\Delta x)^2. $$


Corollary 9. To get convergence, the choice $\delta = (\epsilon + \Delta x)^{1/3}$ shows that $\| J_\delta f^\epsilon - f \|_{\infty,K} = O (\epsilon + \Delta t + \Delta x)^{1/3}$, which implies formal convergence as $\epsilon, \Delta t, \text{ and } \Delta x \to 0$.

Remark 10. The choice of $\delta$ automatically defines the compact subset $Q \subseteq I$ where we seek to reconstruct the unknown forcing term $f$.

4. Numerical trials

Let $h = \Delta x = 1/M$ and $k = \Delta t = 1/N$ be the parameters of the finite difference discretization of $I$ with grid points $(x_i, t_n) = (ih, nk)$, $i = 0, 1, 2, \ldots, M$, $n = 0, 1, 2, \ldots, N$ and set $p = 3$ in the definition of the mollification kernel (2).

4.1. Data generation. In order to generate the necessary data to identify the source terms, we need first to solve the corresponding TFDE. To that end, we implement the unconditionally stable implicit finite difference method introduced in [22] utilizing Caputo’s time partial fractional derivatives. We use the notation $U(ih, nk)$ to indicate the computed approximation to the exact temperature distribution function $u$ restricted to the grid point $(ih, nk)$.
The time marching scheme, for internal nodes, is given for $n = 1$ by

$$
\sigma_{\alpha,k} U(ih,0) + f(ih,k) = -\gamma a(ih,k) U((i-1)h,k) \\
+ (\sigma_{\alpha,k} + 2\gamma a(ih,k)) U(ih,k) \\
- \gamma a(ih,k)) U(i+1)h,k), \quad i = 1,2,\cdots,M-1,
$$

and for $n \geq 2$,

$$
\sigma_{\alpha,k} U(ih,(n-1)k) - \sigma_{\alpha,k} \sum_{j=2}^{n} \omega_j^{(\alpha)} (U(ih,(n-j+1)k) - U(ih,(n-j)k)) \\
+ f(ih,k) = -\gamma a(ih,k) U((i-1)h,nk) + (\sigma_{\alpha,k} + 2\gamma a(ih,k)) U(ih,nk) \\
- \gamma a(ih,k) U((i+1)h,nk) \\
\quad i = 1,2,\cdots,M-1, \quad n = 2,3,\cdots,N,
$$

with boundary conditions

$$
U(0,nk) = u_0(0,nk), \quad U(1,nk) = u_1(1,nk), \quad n = 1,2,\cdots,N,
$$

and initial temperature distribution

$$
U(ih,0) = u^0(ih,0), \quad i = 0,1,2,\cdots,M.
$$

The parameters $\gamma, \sigma_{\alpha,k}$ and $\omega_j^{(\alpha)}$ represent, respectively,

$$
\gamma = \frac{1}{h^2}, \quad \sigma_{\alpha,k} = \frac{1}{\Gamma(1-\alpha)} \frac{1}{1-\alpha} \frac{1}{k^\alpha}
$$

and

$$
\omega_j^{(\alpha)} = j^{1-\alpha} - (j-1)^{1-\alpha}, \quad j = 1,2,3,\cdots,N.
$$

The numerical algorithm is consistent and the local truncation error is first order in time and second order in space.

Next, the discretized measured approximations of the temperature data functions are modeled by adding random errors to the computed data functions. That is,

$$
u(ih,nk) = u^n(ih,nk) + \epsilon^n, \quad i = 0,1,\cdots,M, \quad n = 0,1,\cdots,N,
$$

where the $(\epsilon^n)$'s are Gaussian random variables with variance $\sigma^2 = \epsilon^2$.

4.2. Numerical algorithm. For computational efficiency, the original two-dimensional problem is reduced to a sequence of one-dimensional problems by first “marching”, for example, in the $t$ direction and then in the $x$ direction.

The numerical algorithm is as follows:

1. At each fixed time level $t_n$, evaluate $D_x D_x (J_x \nu^e \times t_n) \nu^e (x_i,t_n)$ from the noisy data $\nu^e (x_i,t_n), i = 0,1,2,\cdots,M$, after automatically selecting the radius of mollification $\delta_n = \delta_n(\epsilon)$ (see [24] for details).

2. Set $\delta_x = \max\{\delta_0,\ldots,\delta_N\}$.
(3) For each fixed space level \( x_i \), evaluate \( (D_t^{(a)} u'(x_i, t_n)) \) from the noisy data \( u'(x_i, t_n), n = 0, 1, 2, \ldots, N \), and automatically select the radius of mollification \( \delta_i = \delta_i(\epsilon) \).

(4) Set \( \delta_i = \max\{\delta_0, \ldots, \delta_M\} \).

(5) Evaluate the source term \( J_0 f' (x_i, t_n) \) using equation (8) for \( (x_i, t_n) \in K \cap [3\delta_x, 1 - 3\delta_x] \times [3\delta_t, 1 - 3\delta_t] \).

**Remark 11.** The algorithm uniquely defines the compact set \( Q = [3\delta_x, 1 - 3\delta_x] \times [3\delta_t, 1 - 3\delta_t] \) where the forcing term function \( f \) is approximately identified.

4.3. **Numerical examples.** In order to test the stability and accuracy of the method, we consider a selection of average noise perturbations \( \epsilon \), and space and time discretization parameters, \( h \) and \( k \). The errors at the “interior” discrete set \( K' = Q \cap K \) are measured by the weighted relative \( l_2 \)-norm defined by

\[
\left( \frac{1}{\#K'} \sum_{(ih, nk) \in K'} |J_0 f'(ih, nk) - f(ih, nk)|^2 \right)^{1/2},
\]

where \( \#K' \) indicates the number of grid points in \( K' \).

The numerical examples presented next offer an interesting variety of possible behaviors for the source term \( f \).

**Example 1.**

Identify \( f(x, t) = 10 e^{-100(x - 0.5)^2} e^{-100(t - 0.5)^2} \) if the temperature distribution satisfies the TFDE, \( 0 < \alpha \leq 1 \),

\[
D_t^{(\alpha)} u(x, t) = \frac{\partial^2 u(x, t)}{\partial x^2} + f(x, t), \quad 0 < x < 1, \quad 0 < t < 1,
\]

with boundary and initial conditions

\[
\begin{align*}
  u(0, t) & = 0, \quad 0 \leq t \leq 1, \\
  u(1, t) & = 0, \quad 0 \leq t \leq 1, \\
  u(x, 0) & = x(1 - x), \quad 0 \leq x \leq 1.
\end{align*}
\]

This prototype example emphasizes the estimation of a smooth impulse temperature at \( (x, t) = (0.5, 0.5) \), from transient temperature data measured at the grid points of the unit square.

The TFDE is solved numerically for the time fractional orders \( \alpha = 0.10, 0.25, 0.50, 0.75 \) and 0.90 using the implicit algorithm described previously with \( h = 1/100 \) and \( k = 1/256 \) to obtain the data temperature distribution for the source term identification problem.

After adding noise to the data at every point in \( K \), for maximum noise levels \( \epsilon = 0.001, 0.01 \) and 0.05, the source term is reconstructed using formula (8) with
Table 1. Relative $l_2$ errors as functions of $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$D_2^{(\alpha)}u \frac{\partial^2 u}{\partial x^2}$</th>
<th>$f$</th>
<th>$f$ on $K'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.066</td>
<td>0.076</td>
<td>0.063</td>
</tr>
<tr>
<td>0.25</td>
<td>0.046</td>
<td>0.079</td>
<td>0.070</td>
</tr>
<tr>
<td>0.50</td>
<td>0.017</td>
<td>0.079</td>
<td>0.079</td>
</tr>
<tr>
<td>0.75</td>
<td>0.020</td>
<td>0.081</td>
<td>0.079</td>
</tr>
<tr>
<td>0.90</td>
<td>0.024</td>
<td>0.083</td>
<td>0.079</td>
</tr>
</tbody>
</table>

Table 2. Relative $l_2$ errors as functions of $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$D_2^{(\alpha)}u \frac{\partial^2 u}{\partial x^2}$</th>
<th>$f$</th>
<th>$f$ on $K'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.067</td>
<td>0.076</td>
<td>0.063</td>
</tr>
<tr>
<td>0.25</td>
<td>0.051</td>
<td>0.079</td>
<td>0.070</td>
</tr>
<tr>
<td>0.50</td>
<td>0.020</td>
<td>0.079</td>
<td>0.080</td>
</tr>
<tr>
<td>0.75</td>
<td>0.055</td>
<td>0.081</td>
<td>0.083</td>
</tr>
<tr>
<td>0.90</td>
<td>0.079</td>
<td>0.083</td>
<td>0.082</td>
</tr>
</tbody>
</table>

Table 3. Relative $l_2$ errors as functions of $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$D_2^{(\alpha)}u \frac{\partial^2 u}{\partial x^2}$</th>
<th>$f$</th>
<th>$f$ on $K'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.074</td>
<td>0.076</td>
<td>0.062</td>
</tr>
<tr>
<td>0.25</td>
<td>0.077</td>
<td>0.079</td>
<td>0.065</td>
</tr>
<tr>
<td>0.50</td>
<td>0.042</td>
<td>0.079</td>
<td>0.073</td>
</tr>
<tr>
<td>0.75</td>
<td>0.071</td>
<td>0.081</td>
<td>0.080</td>
</tr>
<tr>
<td>0.90</td>
<td>0.072</td>
<td>0.083</td>
<td>0.086</td>
</tr>
</tbody>
</table>

Parameters $h = 1/50, 1/100, 1/200$ and $k = 1/128, 1/256$. Tables 1-3 show the relative errors for $D_2^{(\alpha)}u \frac{\partial^2 u}{\partial x^2}$ and $f$ on the segment $x = 0.5$ of $K'$ and the relative error of the approximate values of $f$ on the entire $K'$ corresponding to the grid parameters $h = 1/100$ and $k = 1/256$. These errors are typical since no significant changes occur if we consider values of the space and time discretization parameters in the tested intervals $[1/50, 1/200] \times [1/128, 1/256]$.

All the figures were prepared with $h = 1/100$, $k = 1/256$, $\alpha = 0.75$ and $\epsilon = 0.05$. The exact data for the identification problem (solution of the direct...
TFDE) as well as the noisy (perturbed) data are illustrated in Figures 1, 2 and 3. Figures 4 and 5 show the profile solutions of the TFDE at $x = 0.5$ and $t = 1.0$ for different values of the fractional order $\alpha$. It is possible to observe the rapid transients for small times and the larger asymptotic values of the temperatures for smaller values of $\alpha$ justifying the “slow diffusion” characterization of the TFDE systems. It is also clearly visible the influence of the fractional order $\alpha$ on the delay location of the maximum temperature peak.

**Figure 1.** Exact Temperature, $\alpha = 0.75$.

**Figure 2.** Noisy Temperature, $\epsilon = 0.05$.

Figure 6 depicts a profile of the reconstructed source term at the segment $x = 0.5$ of $K'$ together with the exact solution and, in Figures 7 and 8, we show the exact and reconstructed source terms on the entire domain $K'$. 
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Figure 3. \( \alpha = 0.75, \epsilon = 0.05 \).

Figure 4. Exact Temperatures.

Figure 5. Exact Temperatures.
\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{\(\alpha = 0.75, \epsilon = 0.05\).}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure7.png}
\caption{Exact Source Term.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure8.png}
\caption{Computed Source Term.}
\end{figure}
Example 2.

Identify \( f(x, t) = (20\cos(10x) + \sin(10x))e^{x-t} \) if the temperature distribution satisfies the TFDE, \( 0 < \alpha \leq 1 \),

\[
D_t^{(\alpha)} u(x, t) = 1 + 0.005 x t \frac{\partial^2 u(x, t)}{\partial x^2} + f(x, t), \quad 0 < x < 1, \quad 0 < t < 1,
\]

with boundary and initial conditions

\[
\begin{align*}
    u(0, t) &= 0, & 0 \leq t \leq 1, \\
    u(1, t) &= 0, & 0 \leq t \leq 1, \\
    u(x, 0) &= \sin(\pi x), & 0 \leq x \leq 1.
\end{align*}
\]

This example exhibits a forcing term which is highly oscillatory in space. The TFDE is solved, and the source terms identified, with the same algorithms and parameters as in the first example.

Tables 4-6 show the relative errors for \( D_t^{(\alpha)} u, \frac{\partial^2 u}{\partial x^2} \) and \( f \) on the segment \( x = 0.5 \) of \( K' \) and the relative error of the approximate values of \( f \) on the entire \( K' \) corresponding to the grid parameters \( h = 1/100 \) and \( k = 1/256 \). These errors are typical since no significant changes occur if we consider values of the space and time discretization parameters in the tested intervals \([1/50,1/200] \times [1/128,1/256] \).

**Table 4. Relative \( l_2 \) errors as functions of \( \alpha \).**

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( D_t^{(\alpha)} u )</th>
<th>( \frac{\partial^2 u}{\partial x^2} )</th>
<th>( f )</th>
<th>( f ) on ( K' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.103</td>
<td>0.037</td>
<td>0.043</td>
<td>0.032</td>
</tr>
<tr>
<td>0.25</td>
<td>0.094</td>
<td>0.037</td>
<td>0.046</td>
<td>0.031</td>
</tr>
<tr>
<td>0.50</td>
<td>0.092</td>
<td>0.037</td>
<td>0.057</td>
<td>0.026</td>
</tr>
<tr>
<td>0.75</td>
<td>0.075</td>
<td>0.050</td>
<td>0.081</td>
<td>0.035</td>
</tr>
<tr>
<td>0.90</td>
<td>0.091</td>
<td>0.052</td>
<td>0.081</td>
<td>0.032</td>
</tr>
</tbody>
</table>
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Table 5. Relative $l_2$ errors as functions of $\alpha$.

| $\alpha$ | $D_2^{(\alpha)}u$ | $|\nabla^2 u|_{x=0}$ | $f$ | $f$ on $K'$ |
|---------|------------------|----------------|----|-------------|
| 0.10    | 0.102            | 0.038          | 0.043 | 0.031       |
| 0.25    | 0.093            | 0.037          | 0.046 | 0.030       |
| 0.50    | 0.093            | 0.037          | 0.056 | 0.036       |
| 0.75    | 0.076            | 0.049          | 0.081 | 0.035       |
| 0.90    | 0.092            | 0.052          | 0.081 | 0.037       |

Table 6. Relative $l_2$ errors as functions of $\alpha$.

| $\alpha$ | $D_2^{(\alpha)}u$ | $|\nabla^2 u|_{x=0}$ | $f$ | $f$ on $K'$ |
|---------|------------------|----------------|----|-------------|
| 0.10    | 0.103            | 0.037          | 0.043 | 0.032       |
| 0.25    | 0.094            | 0.037          | 0.046 | 0.030       |
| 0.50    | 0.093            | 0.037          | 0.056 | 0.026       |
| 0.75    | 0.081            | 0.050          | 0.080 | 0.035       |
| 0.90    | 0.095            | 0.051          | 0.082 | 0.037       |

All the figures were prepared with $h = 1/100$, $k = 1/256$, $\alpha = 0.50$ and $\epsilon = 0.05$. The exact data for the identification problem (solution of the direct TFDE) as well as the noisy (perturbed) data are illustrated in Figures 9, 10 and 11.

Figure 9. Exact Temperature, $\alpha = 0.5$.

Figures 12 and 13 show the profile solutions of the TFDE at $x = 0.5$ and $t = 1.0$ for different values of the fractional order $\alpha$. It is again possible to
observe the rapid transients for small times and the larger asymptotic values of the temperatures for smaller values of $\alpha$, typical of TFDE systems. Figure 14 depicts a profile of the reconstructed source term at the segment $x = 0.5$ of $K'$ together with the exact solution and, in Figures 15 and 16, we show the exact and reconstructed source terms on the entire domain $K'$. 

Figure 10. Noisy Temperature, $\epsilon = 0.05$. 

Figure 11. $\alpha = 0.5$, $\epsilon = 0.05$. 
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Figure 12. Exact Temperatures.

Figure 13. Exact Temperatures.

Figure 14. $\alpha = 0.5, \epsilon = 0.05$. 
Figures 1-16 give a clear qualitative indication of the approximate solutions obtained with the method. Further verifications of stability and accuracy are provided by the combination of parameters that yields the $l_2$-error norms data in Tables 1-6 for the source terms identification.

Inspection of Tables 1-6 indicates that in general, in both examples, errors increase slightly for increasing $\alpha$ (more ill-posed problem) as more regularization is necessary to restore continuity with respect to perturbations in the data.
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