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#### Abstract

The spectral distance for noncommutative Moyal planes is considered in the framework of a non compact spectral triple recently proposed as a possible noncommutative analog of non compact Riemannian spin manifold. An explicit formula for the distance between any two elements of a particular class of pure states can be determined. The corresponding result is discussed. The existence of some pure states at infinite distance signals that the topology of the spectral distance on the space of states is not the weak * topology. The case of the noncommutative torus is also considered and a formula for the spectral distance between some states is also obtained.
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## 1 Introduction

In noncommutative geometry (for reviews, see e.g. $[1,2,3,4]$ ), the notion of spectral triple gives rise naturally to the notion of spectral distance $[1,5,6]$. This spectral distance is defined between two states $\varphi_{1}$ and $\varphi_{2}$ of the algebra $\mathcal{A}$ involved in the spectral triple ${ }^{1}$. Namely, one has

$$
d\left(\varphi_{1}, \varphi_{2}\right) \equiv \sup _{a \in \mathcal{A}}\left\{\left|\left(\varphi_{1}-\varphi_{2}\right)(a)\right| / \|\left[D, \pi(a) \|_{\mathrm{op}} \leq 1\right\}\right.
$$

where $D$ and $\pi(a)$ are respectively the Dirac operator and the representation of $a \in \mathcal{A}$ on the Hilbert space $\mathcal{H}$ that are other constituents of the spectral triple. When this latter encodes the usual commutative geometry of a finite dimensional compact connected Riemann spin manifold, the spectral distance between two pure states (i.e. points) coincides with the geodesic distance.

The spectral distance between pure states can therefore be viewed as a natural noncommutative analog of the geodesic distance between points, while the actual interpretation of the spectral distance between two non pure states is not so clear at the present time. For a recent discussion on this point, see [7]. The properties of the spectral distance between two non-pure states have been examined closely by Rieffel in [8] where it is indicated that the determination of the spectral distance between pure states is not sufficient to exhaust the full metric information involved in the expression for $d\left(\varphi_{1}, \varphi_{2}\right)$ given above. The first works devoted to the explicit study of the spectral distance and its related properties, including some explicit determination of a distance formula focused on lattice geometries [9, 10, 11]. This motivated

[^0]further works inspired by theoretical physics and dealing with other simple noncommutative geometries $[12,13,14,15]$. These studies have definitely provided more insight on properties of spectral distances. However, they are related to a rather limited number of situations, namely almost commutative geometries, lattice geometries and finite-dimensional noncommutative algebras, for which the technical aspects ruling the actual construction of the distance formula can be suitably mastered. Unfortunately, even for slightly more sophisticated noncommutative spaces, technical difficulties become rapidly overwhelming. This feature a priori prevents any explicit determination of distance formula to be obtained unless some simplifying reformulation is found. This basically explains why other examples of spectral distance formulas obtained within noncommutative spaces different from those mentioned above are lacking so far.

In Section 2 of this paper, the spectral distance for two-dimensional noncommutative Moyal plane is considered. The general mathematical properties of the Moyal spaces are well explained and detailed in e.g. [16, 17, 4]. In [18], a non compact spectral triple has been proposed as a reasonable noncommutative generalization of non compact Riemannian spin manifold (see also [19, 20]). The corresponding relevant material is collected in Subsection 2.1 to make the paper self-contained. Within the framework of the above triple, an explicit formula for the spectral distance between any two elements of a particular class of pure states can actually be computed, thanks to the use of simple algebraic properties of the set of elements $a \in \mathcal{A}$ verifying $\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1$. The corresponding analysis is given in Subsection 2.2. The analysis uses heavily the so called matrix base [16, 17] which simplifies the expressions involving the associative (non local) Moyal product, thanks to the existence of a Fréchet algebra isomorphism between the algebra of Schwartz functions of $\mathbb{R}^{2}$ and the algebra of rapidly decreasing sequences (see Proposition 2 below). In Section 3, we discuss the results. The case of another non compact spectral triple proposed in [18] is briefly commented and expected to yields similar results. The spectral distance formula between any two elements of the particular class of pure states verifies a triangular equality. There exists a family of pure states that are at infinite distance from each other as well as at infinite distance from some classes of pure states, including those for which the spectral distance formula constructed in Subsection 2.2 is valid. Some related consequences are discussed. The existence of some pure states that are at infinite distance implies that the topology induced by the spectral distance on the space of states of the algebra involved in the triple is not the weak $*$ topology, as discussed in [22]. It reflects the fact that the spectral triple proposed in [18] is not a compact quantum metric space in the sense of [21]. Recall that having weak $*$ topology as topology for the spectral distance on the space of states is a condition to have compact quantum metric spaces as defined in [21]. Notice that a modified version of the considered non compact spectral triple that corresponds to a Rieffel compact quantum metric space has been proposed in [22]. Finally, we note that the technical lemma given in Subsection 2.2 can be actually adapted to the algebra of the noncommutative torus. This gives rise immediately to the explicit construction of a spectral distance formula for the noncommutative torus between the tracial state and some vector states. The conclusions are given in Section 4.

## 2 Spectral distance and Moyal non compact spin geometries

### 2.1 General properties

In this subsection, we collect the essential material that will be used in the sequel. The main properties of the Moyal machinery can be found in e.g. [16, 17, 4] to which we refer for more details. An extension of the Connes spectral triple to the non compact case to which we will refer heavily thorough this paper has been proposed in [18]. The corresponding action functionals and spectral actions have been considered in [19, 20]. Constructions of various derivation
based differential calculi on Moyal algebras have been carried out in [23, 24, 25], together with applications to the construction of gauge-Higgs models on Moyal spaces. In this work, we will only consider the two-dimensional case.

Let $\mathcal{S}\left(\mathbb{R}^{2}\right) \equiv \mathcal{S}$ be the Fréchet space of complex-valued Schwartz functions on $\mathbb{R}^{2}$ and $\mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right) \equiv$ $\mathcal{S}^{\prime}$ its topological dual space. $L^{2}\left(\mathbb{R}^{2}\right)$ denotes as usual the Hilbert space of square integrable functions on $\mathbb{R}^{2} .\|\cdot\|_{2}$ is the $L^{2}\left(\mathbb{R}^{2}\right)$ norm.

Proposition 1 (see e.g. [16, 17]). The associative bilinear Moyal $\star$-product is defined for any $a, b \in \mathcal{S}$ by:

$$
\begin{align*}
& \star: \mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S}, \\
& (a \star b)(x)=\frac{1}{(\pi \theta)^{2}} \int d^{2} y d^{2} z a(x+y) b(x+z) e^{-i 2 y \Theta^{-1} z}, \\
& y \Theta^{-1} z \equiv y^{\mu} \Theta_{\mu \nu}^{-1} z^{\nu}, \quad \Theta_{\mu \nu}=\theta\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \tag{1}
\end{align*}
$$

with $\theta \in \mathbb{R}, \theta \neq 0$. The complex conjugation is an involution for the $\star$-product and one has the faithful trace given by $\int d^{2} x(a \star b)(x)=\int d^{2} x(b \star a)(x)=\int d^{2} x a(x) b(x)$ and the Leibniz rule $\partial_{\mu}(a \star b)=\partial_{\mu} a \star b+a \star \partial_{\mu} b, \forall a, b \in \mathcal{S} . \mathcal{A} \equiv(\mathcal{S}, \star)$ is a non unital involutive Fréchet algebra.

A part of our analysis will use the matrix base whose relevant properties are summarized by the following proposition.

Proposition 2 (see e.g. [16, 17]). We set $X^{\star n} \equiv X \star X \star \cdots \star X$ where $n$ factors are involved and define $[f, g]_{\star} \equiv f \star g-g \star f$. The matrix base is the family of functions $\left\{f_{m n}\right\}_{m, n \in \mathbb{N}} \subset \mathcal{S} \subset$ $L^{2}\left(\mathbb{R}^{2}\right)$ defined by the Wigner eigenfunctions of the two-dimensional harmonic oscillator. Set $\bar{z}=\frac{1}{\sqrt{2}}\left(x_{1}-i x_{2}\right), z=\frac{1}{\sqrt{2}}\left(x_{1}+i x_{2}\right)$ and denote by $\langle\cdot, \cdot\rangle$ the inner product on $L^{2}\left(\mathbb{R}^{2}\right)$.
i) One has the relations:

$$
\begin{align*}
& f_{m n}=\frac{1}{\left(\theta^{m+n} m!n!\right)^{1 / 2}} \bar{z}^{\star m} \star f_{00} \star z^{\star n}, \quad f_{00}=2 e^{-2 H / \theta}, \quad H=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right), \\
& f_{m n} \star f_{p q}=\delta_{n p} f_{m q}, \quad f_{m n}^{*}=f_{n m}, \quad\left\langle f_{m n}, f_{k l}\right\rangle=(2 \pi \theta) \delta_{m k} \delta_{n l} . \tag{2}
\end{align*}
$$

ii) There is a Fréchet algebra isomorphism between $\mathcal{A} \equiv(\mathcal{S}, \star)$ and the matrix algebra of decreasing sequences $\left(a_{m n}\right), \forall m, n \in \mathbb{N}$ defined by $a=\sum_{m, n} a_{m n} f_{m n}, \forall a \in \mathcal{S}$, such that the semi-norms $\rho_{k}^{2}(a) \equiv \sum_{m, n} \theta^{2 k}\left(m+\frac{1}{2}\right)^{k}\left(n+\frac{1}{2}\right)^{k}\left|a_{m n}\right|^{2}, \forall k \in \mathbb{N}$, for the topology of the latter algebra are finite.

The $\star$ product (1) can be extended to spaces larger than $\mathcal{S}$, using duality and continuity of the $\star$-product on $\mathcal{S}$. A convenient starting point that we recall for the sake of completeness is to introduce the family of spaces $\mathcal{G}_{s, t}, s, t \in \mathbb{R}, \mathcal{S} \subset \mathcal{G}_{s, t} \subset \mathcal{S}^{\prime}$ densely and continuously, defined as

$$
\mathcal{G}_{s, t}=\left\{a=\sum_{m, n \in \mathbb{N}} a_{m n} f_{m n} \in \mathcal{S}^{\prime} /\|a\|_{s, t}^{2}=\sum_{m, n} \theta^{s+t}\left(m+\frac{1}{2}\right)^{s}\left(n+\frac{1}{2}\right)^{t}\left|a_{m n}\right|^{2}<\infty\right\},
$$

with $a_{m n}=\frac{1}{2 \pi \theta} \int d^{2} x a(x) f_{n m}(x)=\frac{1}{2 \pi \theta} \int d^{2} x\left(a \star f_{n m}\right)(x)$ where the $\star$-product has been extended to $\mathcal{S}^{\prime} \times \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ by duality. Then, for any $a \in \mathcal{G}_{s, t}$ and any $b \in \mathcal{G}_{q, r}, b=\sum_{m, n} b_{m n} f_{m n}$, with $t+q \geq 0$, the sequences $c_{m n}=\sum_{p} a_{m p} b_{p n}, \forall m, n \in \mathbb{N}$ define the functions $c=\sum_{m, n} c_{m n} f_{m n}$, $c \in \mathcal{G}_{s, r}$, as $\|a \star b\|_{s, r} \leq\|a\|_{s, t}\|b\|_{q, r}, t+q \geq 0$ and $\|a\|_{u, v} \leq\|a\|_{s, t}$ if $u \leq s$ and $v \leq t$. For more details, see e.g. [16, 17].

Remark 1. Recall by the way that any radial function $a$ is diagonal in the matrix base, which means that it can be expanded as $a=\sum_{m \in \mathbb{N}} a_{m} f_{m m}$ where the diagonal Schwartz functions of the matrix base can be explicitly written as $f_{m m}=(-1)^{m} 2 L_{m}\left(\frac{2 r^{2}}{\theta}\right) \exp \left(-\frac{r^{2}}{\theta}\right), \forall m \in \mathbb{N}$, with $r^{2}=x_{1}^{2}+x_{2}^{2},\left(L_{m}(x)\right.$ is the Laguerre polynomial of order $\left.m\right)[16,17]$.

Let $\mathcal{D}_{L^{2}}$ be the space of square integrable smooth functions $a \in L^{2}\left(\mathbb{R}^{2}\right) \cap C^{\infty}\left(\mathbb{R}^{2}\right)$ having all their derivatives in $L^{2}\left(\mathbb{R}^{2}\right) .\left(\mathcal{D}_{L^{2}}, \star\right)$ is a Fréchet $*$-algebra for the norms $q_{m}(a)=\max _{|\alpha|<m}\left\|\partial^{\alpha} a\right\|_{2}$, $m \in \mathbb{N}$, for any $a \in \mathcal{D}_{L^{2}}$ [26]. Let $\mathcal{B}$ be the space of functions $a \in C^{\infty}\left(\mathbb{R}^{2}\right)$ that are bounded together with all their derivatives [26]. Let $\mathbf{A}_{\theta}=\left\{a \in \mathcal{S}^{\prime} / a \star b \in L^{2}\left(\mathbb{R}^{2}\right), \forall b \in L^{2}\left(\mathbb{R}^{2}\right)\right\}$. We set from now on $\mathcal{A} \equiv(\mathcal{S}, \star)$ and $\mathcal{A}_{1} \equiv(\mathcal{B}, \star)$.
Proposition 3 ([17, 18, 26]). The following properties hold:
i) $\left(\mathbf{A}_{\theta}, \star\right)$ is a unital $C^{*}$-algebra with the operator norm $\|\cdot\|\left\|_{\mathrm{op}},\right\| a \|_{\mathrm{op}}=\sup _{0 \neq b \in L^{2}\left(\mathbb{R}^{2}\right)}\left\{\frac{\|a \star b\|_{2}}{\|b\|_{2}}\right\}$ for any $a \in \mathbf{A}_{\theta}$, isomorphic to $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{2}\right)\right)$ [18].
ii) $\mathcal{A}_{1}$ is a Fréchet algebra for the semi-norms $p_{m}(a)=\max _{|\alpha|<m}\left\|\partial^{\alpha} a\right\|_{\infty}, m \in \mathbb{N}$. $\mathcal{A}_{1}$ is a pre $C^{*}$-algebra and one has the inclusion $\mathcal{A} \subset\left(\mathcal{D}_{L^{2}}, \star\right) \subset \mathcal{A}_{1} \subset \mathbf{A}_{\theta}$ (Calderón-Vaillancourt theorems).

We consider a non compact spectral triple of the type proposed in [18] as a reasonable noncommutative generalization of non compact Riemannian spin manifold. The corresponding axioms are discussed in [18] to which we refer for more details. The building data of this non compact spectral triple are

$$
\begin{equation*}
\left(\mathcal{A}, \mathcal{A}_{1}, \mathcal{H}, D ; J, \chi\right) \tag{3}
\end{equation*}
$$

in which the antiunitary operator $J$ and involution $\chi$ will not be relevant here. $\mathcal{A}_{1} \supset \mathcal{A}$ is a preferred unitization of $\mathcal{A}$ in the sense of [18]. The main properties of (3) that will be relevant for the computation of the spectral distance formula are collected below.

The Hilbert space $\mathcal{H}$ is $\mathcal{H}=L^{2}\left(\mathbb{R}^{2}\right) \otimes \mathbb{C}^{2}$. It is the Hilbert space of integrable square sections of the trivial spinor bundle $\mathbb{S}=\mathbb{R}^{2} \otimes \mathbb{C}^{2}$ with Hilbert product $\langle\psi, \phi\rangle=\int d^{2} x\left(\psi_{1}^{*} \phi_{1}+\psi_{2}^{*} \phi_{2}\right)$ $\forall \psi, \phi \in \mathcal{H}$ with $\psi=\left(\psi_{1}, \psi_{2}\right), \phi=\left(\phi_{1}, \phi_{2}\right)$.

We define now $\partial=\frac{1}{\sqrt{2}}\left(\partial_{1}-i \partial_{2}\right), \bar{\partial}=\frac{1}{\sqrt{2}}\left(\partial_{1}+i \partial_{2}\right)$. In $(3), D$ is the unbounded Euclidean self-adjoint Dirac operator $D=-i \sigma^{\mu} \partial_{\mu}$, densely defined on $\operatorname{Dom}(D)=\left(\mathcal{D}_{L^{2}} \otimes \mathbb{C}^{2}\right) \subset \mathcal{H}$, where the $\sigma^{\mu}$ 's verify $\sigma^{\mu} \sigma^{\nu}+\sigma^{\nu} \sigma^{\mu}=2 \delta^{\mu \nu}, \forall \mu, \nu=1,2$ and span an irreducible representation of $\mathbb{C l}\left(\mathbb{R}^{2}, \delta\right)$ ( $\delta$ is the Euclidean metric). One can write

$$
\sigma^{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right), \quad D=-i \sqrt{2}\left(\begin{array}{cc}
0 & \bar{\partial} \\
\partial & 0
\end{array}\right)
$$

The algebra $\mathcal{A}$ can be represented faithfully on $\mathcal{B}(\mathcal{H})$, the space of bounded operators on $\mathcal{H}$. The representation $\pi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is defined by

$$
\pi(a)=L(a) \otimes \mathbb{I}_{2}, \quad \pi(a) \psi=\left(a \star \psi_{1}, a \star \psi_{2}\right), \quad \forall \psi=\left(\psi_{1}, \psi_{2}\right) \in \mathcal{H}, \quad \forall a \in \mathcal{A}
$$

Here, $L(a)$ is the left multiplication operator by any $a \in \mathcal{A}$ and $\pi(a)$ and $[D, \pi(a)]$ are bounded operators on $\mathcal{H}$ for any $a \in \mathcal{A} . \pi(a) \in \mathcal{B}(\mathcal{H})$ stems from $\|a \star b\|_{2} \leq\|a\|_{2}\|b\|_{2}$ for any $a, b \in L^{2}\left(\mathbb{R}^{2}\right)$.
$[D, \pi(a)] \subset \mathcal{B}(\mathcal{H})$ follows from $\|[D, \pi(a)]\|_{\text {op }}=\sqrt{2} \max \left(\|L(\partial a)\|_{\mathrm{op}},\|L(\bar{\partial} a)\|_{\mathrm{op}}\right)$ (see equation (9) below) and $\mathcal{A} \subset L^{2}\left(\mathbb{R}^{2}\right)$. Note that in the present version of non compact spectral triple, $\pi(a)(D-\lambda)^{-1}$ is compact for any $\lambda \notin \operatorname{Sp}(D)$ [18] while for a canonical compact spectral triple, $D$ has compact resolvent.

Remark 2. Notice that, in view of the inclusion property given in $i i$ ) of Proposition 3 , one has $\pi(a) \in \mathcal{B}(\mathcal{H})$ and $[D, \pi(a)] \in \mathcal{B}(\mathcal{H})$ for any $a \in \mathcal{A}_{1}$.

### 2.2 Spectral distance on the Moyal plane

It is known that the notion of spectral distance is related naturally to the notion of spectral triple. For general reviews on noncommutative spectral geometry and related notion of spectral distance, see e.g. [1, 3]. So far, relatively few works devoted to the explicit study of the spectral distance and including explicit determination of spectral distance formula have appeared in the literature. Among these works, the first one focused on lattice geometries [9, 10, 11], followed by studies inspired by theoretical physics and dealing with other simple noncommutative geometries [12, 13, 14, 15].

Definition 1. The spectral distance between any two states $\omega_{1}$ and $\omega_{2}$ of $\overline{\mathcal{A}}$ is defined by

$$
\begin{equation*}
d\left(\omega_{1}, \omega_{2}\right):=\sup _{a \in \mathcal{A}}\left\{\left|\omega_{1}(a)-\omega_{2}(a)\right| ; \|[D, \pi(a)]| |_{\mathrm{op}} \leq 1\right\} \tag{4}
\end{equation*}
$$

where $\|\cdot\|_{\text {op }}$ is the operator norm for the representation of $\mathcal{A}$ in $\mathcal{B}(\mathcal{H})$.
For convenience, we set the following notation:
Definition 2. We define $\mathcal{B}_{1}:=\left\{a \in \mathcal{A} /\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1\right\}$.
Remark 3. One can check that (4) obeys the defining mathematical properties for a distance although infinite values are now allowed for $d\left(\omega_{1}, \omega_{2}\right)$. The spectral distance between pure states can be viewed as a natural noncommutative analog of the geodesic distance between two points. Indeed, recall that the spectral distance for the (commutative) canonical spectral triple reproducing the geometry of finite dimensional compact connected Riemann spin manifold coincides with the related geodesic distance [1, 3]. Note that (4) extends the notion of distance to non-pure states, i.e. objects that are not analog to points. The actual "interpretation" of the spectral distance between two non pure states is not quite clear at the present time. Mathematical investigation reported in [8] has indicated that the determination of the spectral distance between pure states is not enough to exhaust the full metric information involved in (4). Notice that a relationship with the Wasserstein distance of order 1 between probability distributions on a metric space and the spectral distance has been exhibited recently in [7].

So far, the only few available explicit computations of spectral distance formula have been performed within "relatively simple" noncommutative geometries, namely almost commutative geometries, lattice geometries and finite-dimensional noncommutative algebras, in which the main technical aspects involved in the construction of the distance formula can be dealt with. However, the extension to even slightly more sophisticated noncommutative spaces was soon realized to be out of reach in the absence of suitable simplifying reformulation that would allow the increasing technical difficulties to be still mastered. It turns out that such a simplification can be performed within the Moyal plane by using the matrix base, $i$ ) of Proposition 2, thanks to the Fréchet algebra isomorphism it defines between $\mathcal{A}$ and the matrix algebra of rapidly decreasing sequences as given in $i i$ ) of Proposition 2. This permits one to actually compute a spectral distance formula between any two elements of a particular class of pure states.

The $C^{*}$-completion of $\mathcal{A}$ relative to the operator norm is denoted by $\overline{\mathcal{A}}$. The determination of the pure states of $\overline{\mathcal{A}}$ can be done conveniently by exploiting some properties of the matrix base. The starting point is the observation is that any of the vector states defined by any element $f_{m n}$ of the matrix base of Proposition 2 depends only on the first index $m \in \mathbb{N}$, thanks to the relations (2) and that $\mathcal{A}$ can be actually interpreted as an algebra of compact operators acting on some Hilbert space. Then, the following property follows:

Proposition 4. The pure states of $\overline{\mathcal{A}}$ are the vector states $\omega_{\psi}: \overline{\mathcal{A}} \rightarrow \mathbb{C}$ defined by any unit vector $\psi \in L^{2}\left(\mathbb{R}^{2}\right)$ of the form $\psi=\sum_{m \in \mathbb{N}} \psi_{m} f_{m 0}, \sum_{m \in \mathbb{N}}\left|\psi_{m}\right|^{2}=\frac{1}{2 \pi \theta}$ and one has

$$
\omega_{\psi}(a) \equiv\langle(\psi, 0), \pi(a)(\psi, 0)\rangle=2 \pi \theta \sum_{m, n \in \mathbb{N}} \psi_{m}^{*} \psi_{n} a_{m n}
$$

Proof. Let $\mathcal{H}_{0}$ be the Hilbert space spanned by the family $\left(f_{m 0}\right)_{m \in \mathbb{N}}$. For any $a=\sum_{m, n} a_{m n} f_{m n}$ $\in \mathcal{A}$, one has $\sum_{p}\left\|L(a) f_{p 0}\right\|_{2}^{2}=\sum_{p, m}\left|a_{p m}\right|^{2}=\|a\|_{2}^{2}<\infty$. Then, $L(a)$ is a Hilbert-Schmidt operator on $\mathcal{H}_{0}$ and therefore is compact on $\mathcal{H}_{0}$. Let $\pi_{0}$ be this representation of $\mathcal{A}$ on $\mathcal{H}_{0}$ and $\overline{\pi_{0}(\mathcal{A})}$ be the completion of $\pi_{0}(\mathcal{A})$. One has $\overline{\pi_{0}(\mathcal{A})} \subseteq \mathcal{K}\left(\mathcal{H}_{0}\right) . \pi_{0}(\mathcal{A})$ involves all finite rank operators. Then $\overline{\pi_{0}(\mathcal{A})} \supseteq \mathcal{K}\left(\mathcal{H}_{0}\right)$ and so $\overline{\pi_{0}(\mathcal{A})}=\mathcal{K}\left(\mathcal{H}_{0}\right)$. This latter has a unique irreducible representation (up to unitary equivalence) and the corresponding pure states are exactly given by vectors states defined by any unit vector $\psi=\sum_{m \in \mathbb{N}} \psi_{m} f_{m 0} \in \mathcal{H}_{0}$.

To study the spectral distance as given in Definition 1, we need to characterize conveniently the set $\mathcal{B}_{1}$, Definition 2. This can be achieved by exploiting algebraic relations among the coefficients of the expansion in the matrix base of any $a$ and $\partial a$ and $\bar{\partial} a$. The relevant features are summarized in the following proposition.

## Proposition 5.

i) The $f_{m n}$ 's and their derivatives satisfy:

$$
\begin{align*}
& \partial f_{m n}=\sqrt{\frac{n}{\theta}} f_{m, n-1}-\sqrt{\frac{m+1}{\theta}} f_{m+1, n} \\
& \bar{\partial} f_{m n}=\sqrt{\frac{m}{\theta}} f_{m-1, n}-\sqrt{\frac{n+1}{\theta}} f_{m, n+1}, \quad \forall m, n \in \mathbb{N} \tag{5}
\end{align*}
$$

ii) For any $a \in \mathcal{A}, a=\sum_{m, n} a_{m n} f_{m n}$, we define $\partial a \equiv \sum_{m, n} \alpha_{m n} f_{m n}$ and $\bar{\partial} a \equiv \sum_{m, n} \beta_{m n} f_{m n}$. a) The following relations hold:

$$
\begin{align*}
& \alpha_{m+1, n}=\sqrt{\frac{n+1}{\theta}} a_{m+1, n+1}-\sqrt{\frac{m+1}{\theta}} a_{m, n} \\
& \alpha_{0, n}=\sqrt{\frac{n+1}{\theta}} a_{0, n+1}, \quad \forall m, n \in \mathbb{N}  \tag{6}\\
& \beta_{m, n+1}=\sqrt{\frac{m+1}{\theta}} a_{m+1, n+1}-\sqrt{\frac{n+1}{\theta}} a_{m, n} \\
& \beta_{m, 0}=\sqrt{\frac{m+1}{\theta}} a_{m+1,0}, \quad \forall m, n \in \mathbb{N} \tag{7}
\end{align*}
$$

b) One has the inversion formula:

$$
\begin{equation*}
a_{p, q}=\delta_{p, q} a_{0,0}+\sqrt{\theta} \sum_{k=0}^{\min (p, q)} \frac{\alpha_{p-k, q-k-1}+\beta_{p-k-1, q-k}}{\sqrt{p-k}+\sqrt{q-k}}, \quad \forall p, q \in \mathbb{N}, \quad p+q>0 \tag{8}
\end{equation*}
$$

Proof. The proof of the property $i$ ) is a standard calculation. The property $i i a$ ) follows from (5) of $i$ ) and a simple calculation. To prove $i i b$ ), one combines (6) and (7) to obtain

$$
a_{p+1, q+1}=a_{p, q}+\sqrt{\theta} \frac{\alpha_{p+1, q}+\beta_{p, q+1}}{\sqrt{p+1}+\sqrt{q+1}}
$$

This yields by induction

$$
a_{p, q}=\left\{\begin{array}{cl}
a_{0, q-p}+\sqrt{\theta} \sum_{k=0}^{p-1} \frac{\alpha_{p-k, q-k-1}+\beta_{p-k-1, q-k}}{\sqrt{p-k}+\sqrt{q-k}} & \text { if } 0 \leq p<q, \\
a_{0,0}+\sqrt{\theta} \sum_{k=0}^{p-1} \frac{\alpha_{p-k, p-k-1}+\beta_{p-k-1, p-k}}{2 \sqrt{p-k}} & \text { if } 0 \leq p=q \\
a_{p-q, 0}+\sqrt{\theta} \sum_{k=0}^{q-1} \frac{\alpha_{p-k, q-k-1}+\beta_{p-k-1, q-k}}{\sqrt{p-k}+\sqrt{q-k}} & \text { if } 0 \leq q<p
\end{array}\right.
$$

Then, a further use of the second relations for $\alpha_{0, n}$ and $\beta_{0, n}$ in (6) and (7) gives rise to $i i b$ ).
The condition defining $\mathcal{B}_{1}$, Definition 2 can be translated into constraints on the coefficients the expansion of $\partial a$ and $\bar{\partial} a$ in the matrix base. Indeed, observe that for any $\psi \in \mathcal{H}=L^{2}\left(\mathbb{R}^{2}\right) \oplus$ $L^{2}\left(\mathbb{R}^{2}\right), \psi=\left(\varphi_{1}, \varphi_{2}\right)$, one has

$$
[D, \pi(a)] \psi=-i\left(L\left(\partial_{\mu} a\right) \otimes \sigma^{\mu}\right) \psi=-i \sqrt{2}\binom{\bar{\partial} a \star \varphi_{2}}{\partial a \star \varphi_{1}}=-i \sqrt{2}\left(\begin{array}{cc}
L(\partial a) & 0 \\
0 & L(\bar{\partial} a)
\end{array}\right)\binom{\varphi_{2}}{\varphi_{1}} .
$$

This implies

$$
\begin{equation*}
\|[D, \pi(a)]\|_{\mathrm{op}}=\sqrt{2} \max \left(\|L(\partial a)\|_{\mathrm{op}},\|L(\bar{\partial} a)\|_{\mathrm{op}}\right)=\sqrt{2} \max \left(\|\partial a\|_{\mathrm{op}},\|\bar{\partial} a\|_{\mathrm{op}}\right) \tag{9}
\end{equation*}
$$

and therefore

$$
\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1 \quad \Longleftrightarrow\|\partial a\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}} \quad \text { and } \quad\|\bar{\partial} a\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}}
$$

The following definition fixes the notation that will be used in this section.
Definition 3. We denote by $\omega_{m}$ the pure state generated by the unit vector $\frac{1}{\sqrt{2 \pi \theta}} f_{m 0}, \forall m \in \mathbb{N}$. For any $a=\sum_{m, n} a_{m n} f_{m n} \in \mathcal{A}$, one has $\omega_{m}(a)=a_{m m}$.

We now prove a lemma that will permit us to actually determine the distance between any pure states $\omega_{m}$ introduced in Definition 3.

Lemma 1. We set $\partial a=\sum_{m, n} \alpha_{m n} f_{m n}$ and $\bar{\partial} a=\sum_{m, n} \beta_{m n} f_{m n}$, for any $a \in \mathcal{A}$ and any unit vector $\varphi=\sum_{m, n} \varphi_{m n} f_{m n} \in L^{2}\left(\mathbb{R}^{2}\right)$.
i) Assume that $\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1$. Then, the following property $(\mathfrak{P})$ holds:

$$
\begin{aligned}
& (\mathfrak{P}) \sum_{p}\left|\alpha_{m p}\right|\left|\varphi_{p n}\right| \leq \frac{1}{2 \sqrt{\pi \theta}} \quad \text { and } \\
& \sum_{p}\left|\beta_{m p}\left\|\varphi_{p n} \left\lvert\, \leq \frac{1}{2 \sqrt{\pi \theta}}\right., \quad \forall \varphi \in \mathcal{H}_{0}, \quad\right\| \varphi \|_{2}=1, \quad \forall m, n \in \mathbb{N} .\right.
\end{aligned}
$$

ii) If ( $\mathfrak{P}$ ) holds, then $\left|\alpha_{m n}\right| \leq \frac{1}{\sqrt{2}}$ and $\left|\beta_{m n}\right| \leq \frac{1}{\sqrt{2}}, \forall m, n \in \mathbb{N}$.
iii) For any radial function $a \in \mathcal{A}$ (i.e. $a_{m n}=0$ if $m \neq n$ ), $\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1$ is equivalent to $\left|\alpha_{m n}\right| \leq \frac{1}{\sqrt{2}}$ and $\left|\beta_{m n}\right| \leq \frac{1}{\sqrt{2}}, \forall m, n \in \mathbb{N}$.
iv) Let $\hat{a}\left(m_{0}\right):=\sum_{p, q \in \mathbb{N}} \hat{a}_{p q}\left(m_{0}\right) f_{p q}$, where $\hat{a}_{p q}\left(m_{0}\right)=\delta_{p q} \sqrt{\frac{\theta}{2}} \sum_{k=p}^{m_{0}} \frac{1}{\sqrt{k+1}}$ with fixed $m_{0} \in \mathbb{N}$. Let $\mathcal{A}_{+}$denotes the set of positive elements of $\mathcal{A}$. Then, $\hat{a}\left(m_{0}\right) \in \mathcal{A}_{+}$and $\left\|\left[D, \pi\left(\hat{a}\left(m_{0}\right)\right)\right]\right\|_{\mathrm{op}}=1$ for any $m_{0} \in \mathbb{N}$.

Proof. If $\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1$, then $\|\partial a\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}}$ and $\|\bar{\partial} a\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}}$. Using the matrix base, a standard calculation yields, for any $\varphi \in \mathcal{H}_{0},\|\partial a \star \varphi\|_{2}^{2}=2 \pi \theta \sum_{m, n}\left|\sum_{p} \alpha_{m p} \varphi_{p n}\right|^{2}$. Owing to the definition of $\|\partial a\|_{\text {op }}$, one obtains immediately $\sum_{m, n}\left|\sum_{p} \alpha_{m p} \varphi_{p n}\right|^{2} \leq \frac{1}{4 \pi \theta}$ for any $\varphi \in \mathcal{H}_{0}$ with $\sum_{m, n}\left|\varphi_{m n}\right|^{2}=\frac{1}{2 \pi \theta}$. This implies

$$
\begin{equation*}
\left|\sum_{p} \alpha_{m p} \varphi_{p n}\right| \leq \frac{1}{2 \sqrt{\pi \theta}}, \quad \forall \varphi \in \mathcal{H}_{0}, \quad\|\varphi\|_{2}=1, \quad \forall m, n \in \mathbb{N} \tag{10}
\end{equation*}
$$

together with a similar relation stemming from $\|\bar{\partial} a\|_{\text {op }}$ with the $\alpha_{m n}$ 's replaced by $\beta_{m n}$.
Now, $\left|\sum_{p} \alpha_{m p} \varphi_{p n}\right| \leq \frac{1}{2 \sqrt{\pi \theta}}$ holds true for any $\varphi \in \mathcal{H}_{0}$ with $\|\varphi\|_{2}=1$ and one can construct $\tilde{\varphi}$ with $\|\tilde{\varphi}\|_{2}=\|\varphi\|_{2}$ via $\alpha_{m p} \tilde{\varphi}_{p n}=\left|\alpha_{m p} \| \varphi_{p n}\right|$. Then, this implies

$$
\begin{equation*}
\sum_{p}\left|\alpha_{m p}\left\|\varphi_{p n} \left\lvert\, \leq \frac{1}{2 \sqrt{\pi \theta}}\right., \quad \forall \varphi \in \mathcal{H}_{0}, \quad\right\| \varphi \|_{2}=1, \quad \forall m, n \in \mathbb{N}\right. \tag{11}
\end{equation*}
$$

Notice that (11) implies (10). Similar considerations apply for the $\beta_{m n}$ 's. This terminates the proof for property $i$ ). The property $i i$ ) is then a direct consequence of the property $\mathfrak{P}$.

To prove $i i i$ ), one has just to prove that any radial function $a$ such that $\left|\alpha_{m n}\right| \leq \frac{1}{\sqrt{2}}$ and $\left|\beta_{m n}\right| \leq \frac{1}{\sqrt{2}}, \forall m, n \in \mathbb{N}$ is in $\mathcal{B}_{1}$. One first observe that if $a$ is radial, one has $\alpha_{m n}=0$ if $m \neq n+1$ thanks to (6). Then, for any unit vector $\psi \in \mathcal{H}_{0}$, one has

$$
\begin{equation*}
\|\partial a \star \psi\|_{2}^{2}=2 \pi \theta \sum_{p, q}\left|\sum_{r} \alpha_{p r} \psi_{r q}\right|^{2}=2 \pi \theta \sum_{p, q}\left|\alpha_{p, p-1} \psi_{p-1, q}\right|^{2} \leq \pi \theta \sum_{p, q \in \mathbb{N}}\left|\psi_{p q}\right|^{2} \tag{12}
\end{equation*}
$$

so that $\|\partial a\|_{\text {op }}^{2} \leq \frac{1}{2}$ showing that $a$ is in $\mathcal{B}_{1}$. Similar considerations apply for $\beta_{m n}$. The property $i i i)$ is shown.

To prove that $\hat{a}\left(m_{0}\right) \in \mathcal{A}$ defines a positive operator of $\mathcal{B}(\mathcal{H})$ for any fixed $m_{0} \in \mathbb{N}$, one has to show the following inequality $\left\langle\psi, \pi\left(\hat{a}\left(m_{0}\right)\right) \psi\right\rangle \geq 0, \forall \psi \in \mathcal{H}$, for any fixed $m_{0} \in \mathbb{N}$. Set $\psi=\left(\varphi_{1}, \varphi_{2}\right), \varphi_{i} \in L^{2}\left(\mathbb{R}^{2}\right), i=1,2$ and $\varphi_{i}=\sum_{m, n \in \mathbb{N}} \varphi_{m n}^{i} f_{m n}$. A simple calculation yields

$$
\left\langle\varphi_{i}, \hat{a}\left(m_{0}\right) \star \varphi_{i}\right\rangle=2 \pi \theta \sqrt{\frac{\theta}{2}} \sum_{m \leq m_{0}, n}\left|\varphi_{m n}^{i}\right|^{2}\left(\sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}}\right)
$$

and therefore, $\left\langle\varphi_{i}, \hat{a}\left(m_{0}\right) \star \varphi_{i}\right\rangle \geq 0$, implying $\left\langle\psi, \pi\left(\hat{a}\left(m_{0}\right)\right) \psi\right\rangle=\sum_{i=1}^{2}\left\langle\varphi_{i}, \hat{a}\left(m_{0}\right) \star \varphi_{i}\right\rangle \geq 0$, so that $\hat{a}\left(m_{0}\right) \in \mathcal{A}_{+}$for any fixed $m_{0} \in \mathbb{N}$.

Finally, notice that any positive element $a \in \mathcal{A}_{+}$verifies $a^{\dagger}=a$ so that $(\partial a)^{\dagger}=\bar{\partial} a$. Then, one obtains from (9): $\|[D, \pi(a)]\|_{\text {op }}=\sqrt{2}\|\partial a\|_{\text {op }}$. Now, by using iia) of Proposition 5 , a standard calculation shows that the only non-vanishing coefficients $\hat{\alpha}_{p q}$ in the matrix base expansion of $\partial \hat{a}\left(m_{0}\right)$ satisfy $\hat{\alpha}_{p+1, p}=-\frac{1}{\sqrt{2}}, 0 \leq p \leq m_{0}$, for any fixed $m_{0} \in \mathbb{N}$. From the very definition of $\|\cdot\|_{\text {op }}$, one infers that $\left\|\partial \hat{a}\left(m_{0}\right)\right\|_{\text {op }}=\frac{1}{\sqrt{2}}$ (use for instance (12)). Therefore, one obtains $\left\|\left[D, \pi\left(\hat{a}\left(m_{0}\right)\right)\right]\right\|_{\mathrm{op}}=1$ for any $m_{0} \in \mathbb{N}$. This proves $\left.i v\right)$.

A further use of Lemma 1 combined with the definition of the spectral distance then permits one to determine the actual expression of the distance between two pure states $\omega_{m}$ and $\omega_{n}$.
Theorem 1. The spectral distance between any two pure states $\omega_{m}$ and $\omega_{n}$ is

$$
\begin{equation*}
d\left(\omega_{m}, \omega_{n}\right)=\sqrt{\frac{\theta}{2}} \sum_{k=n+1}^{m} \frac{1}{\sqrt{k}}, \quad \forall m, n \in \mathbb{N}, \quad n<m \tag{13}
\end{equation*}
$$

It verifies the "triangular equality"

$$
\begin{equation*}
d\left(\omega_{m}, \omega_{n}\right)=d\left(\omega_{m}, \omega_{p}\right)+d\left(\omega_{p}, \omega_{n}\right), \quad \forall m, n, p \in \mathbb{N}, \quad m \leq p \leq n \tag{14}
\end{equation*}
$$

Proof. As a consequence of Proposition 5, one can write immediately

$$
\alpha_{n+1, n}=\sqrt{\frac{n+1}{\theta}}\left(a_{n+1, n+1}-a_{n, n}\right)=\sqrt{\frac{n+1}{\theta}}\left(\omega_{n+1}(a)-\omega_{n}(a)\right), \quad \forall n \in \mathbb{N} .
$$

Then, the use of property $i{ }^{\text {i }}$ ) of Lemma 1 implies that, for any $a \in \mathcal{B}_{1}$, one has $\mid \omega_{n+1}(a)-$ $\left.\omega_{n}(a)\right) \left\lvert\, \leq \sqrt{\frac{\theta}{2}} \frac{1}{\sqrt{n+1}}\right., \forall n \in \mathbb{N}$ so that $d\left(\omega_{n+1}, \omega_{n}\right) \leq \sqrt{\frac{\theta}{2}} \frac{1}{\sqrt{n+1}}, \forall n \in \mathbb{N}$. This bound is obviously saturated by the radial element $a(n)=\sqrt{\frac{\theta}{2}} \frac{1}{\sqrt{n+1}} f_{n n} \in \mathcal{B}_{1}$ as it can be immediately realized by direct calculation and using the fact that the coefficients $\alpha_{p q}$ in the matrix base expansion of $\partial a(n)$ satisfy $\left|\alpha_{p q}\right| \leq \frac{1}{\sqrt{2}}$. Therefore,

$$
\begin{equation*}
d\left(\omega_{n+1}, \omega_{n}\right)=\sqrt{\frac{\theta}{2}} \frac{1}{\sqrt{n+1}}, \quad \forall n \in \mathbb{N} . \tag{15}
\end{equation*}
$$

Now, from the general triangular inequality obeyed by the spectral distance, one must have:

$$
d\left(\omega_{m}, \omega_{n}\right) \leq \sum_{k=n}^{m-1} d\left(\omega_{k}, \omega_{k+1}\right), \quad \forall m, n \in \mathbb{N},
$$

assuming for convenience $n<m$ (similar consideration obviously holds for the case $m<n$ ). The upper bound is indeed saturated by any element $\hat{a}\left(m_{0}\right), m_{0} \geq n$ which belongs to $\mathcal{B}_{1}$. Consider $\left.\mid \omega_{m}\left(\hat{a}\left(m_{0}\right)\right)-\omega_{n}\left(\hat{a}\left(m_{0}\right)\right)\right) \mid, n<m \leq m_{0}$. A direct calculation yields

$$
\begin{aligned}
\left.\mid \omega_{m}\left(\hat{a}\left(m_{0}\right)\right)-\omega_{n}\left(\hat{a}\left(m_{0}\right)\right)\right) \mid & =\sqrt{\frac{\theta}{2}}\left|\sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}}-\sum_{k=n}^{m_{0}} \frac{1}{\sqrt{k+1}}\right| \\
& =\sqrt{\frac{\theta}{2}} \sum_{k=n}^{m-1} \frac{1}{\sqrt{k+1}}=\sum_{k=n}^{m-1} d\left(\omega_{k}, \omega_{k+1}\right),
\end{aligned}
$$

where (15) has been used to obtain the rightmost equality. Therefore, $d\left(\omega_{m}, \omega_{n}\right)$ satisfies (14), i.e. the expected triangular inequality becomes an equality. The relation (13) follows immediately from (14) by using (15). This terminates the proof of the theorem.

## 3 Discussion

### 3.1 Consequences of the distance formula

We first note that another non compact spectral triple based on $\mathcal{A}^{\prime}=\left(\mathcal{D}_{L^{2}}, \star\right)$ has been proposed and discussed in [18]. We do not expect that a similar analysis of the spectral distance based on this other non compact spectral triple would noticeably alter the observations reported in this paper. Note that a part of our analysis obviously extends to $\mathcal{D}_{L^{2}}$ whenever only square integrable functions are involved.

We have shown in Theorem 1, equation (14) that $d\left(\omega_{m}, \omega_{n}\right)=d\left(\omega_{m}, \omega_{p}\right)+d\left(\omega_{p}, \omega_{n}\right)$, for any $m, n, p \in \mathbb{N}, m \leq p \leq n$, i.e. the triangular inequality becomes a triangular equality. This, together with a possible relation between the family of radial functions $\hat{a}\left(m_{0}\right)$ defined in $\left.i v\right)$ of Lemma 1 and a deformation of the positive real line of the Moyal plane has been investigated in [22].

There are states at infinite distance [22]. To see that, the starting point is to use the radial element $\hat{a}\left(m_{0}\right)$ introduced above to determine a lower bound on the spectral distance between pure states given by Proposition 4 and then show that the bound becomes infinite when specific
states are involved. To prepare the ensuing discussion, recall that for any unit vectors of $L^{2}\left(\mathbb{R}^{2}\right)$, $\psi=\sum_{m \in \mathbb{N}} \psi_{m} f_{m 0}$ and $\psi^{\prime}=\sum_{m \in \mathbb{N}} \psi_{m}^{\prime} f_{m 0}$, one infers from Proposition 4 that

$$
\omega_{\psi^{\prime}}(a)-\omega_{\psi}(a)=2 \pi \theta \sum_{m, n \in \mathbb{N}} a_{m n}\left(\psi_{m}^{\prime *} \psi_{n}^{\prime}-\psi_{m}^{*} \psi_{n}\right)
$$

for any $a \in \mathcal{A}$. Since $\hat{a}\left(m_{0}\right)$ belongs to $\mathcal{B}_{1}$ for any $m_{0} \in \mathbb{N}$, in view of $i v$ ) of Lemma 1 , it follows from the definition 1 that the following inequality holds immediately

$$
\begin{equation*}
B\left(m_{0} ; \psi, \psi^{\prime}\right):=\left|\omega_{\psi^{\prime}}\left(\hat{a}\left(m_{0}\right)\right)-\omega_{\psi}\left(\hat{a}\left(m_{0}\right)\right)\right| \leq d\left(\omega_{\psi}, \omega_{\psi}^{\prime}\right), \quad \forall m_{0} \in \mathbb{N} \tag{16}
\end{equation*}
$$

By using the explicit expression of $\hat{a}\left(m_{0}\right)$, one obtains easily

$$
\begin{equation*}
B\left(m_{0} ; \psi, \psi^{\prime}\right)=2 \pi \theta \sqrt{\frac{\theta}{2}}\left|\sum_{m=0}^{m_{0}} \sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}}\left(\left|\psi_{m}^{\prime}\right|^{2}-\left|\psi_{m}\right|^{2}\right)\right|, \quad \forall m_{0} \in \mathbb{N} \tag{17}
\end{equation*}
$$

It is convenient here to introduce some notations.
Definition 4. Let $\psi(s)$ be a family of unit vectors of $L^{2}\left(\mathbb{R}^{2}\right)$ which is defined by $\psi(s):=$ $\frac{1}{\sqrt{2 \pi \theta}} \sum_{m \in \mathbb{N}} \sqrt{\frac{1}{\zeta(s)(m+1)^{s}}} f_{m 0}$ for any $s \in \mathbb{R}, s>1$, where $\zeta(s)$ is the Riemann zeta function. The corresponding family of pure states are denoted by $\omega_{\psi(s)}$, for any $s \in \mathbb{R}, s>1$, with $\omega_{\psi(s)}$ as in Proposition 4.

The following property holds.
Proposition 6. $\left.\left.d\left(\omega_{n}, \omega_{\psi(s)}\right)=+\infty, \forall s \in\right] 1, \frac{3}{2}\right], \forall n \in \mathbb{N}$.
Proof. First pick $\psi=\frac{1}{\sqrt{2 \pi \theta}} f_{00}:=\psi_{0}$. Assume that $\psi^{\prime}=\psi(s)$. From (17), one obtains

$$
B\left(m_{0} ; \psi_{0}, \psi(s)\right)=\sqrt{\frac{\theta}{2}}\left|\sum_{m=0}^{m_{0}} \sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}} \frac{1}{\zeta(s)(m+1)^{s}}-\sum_{k=0}^{m_{0}} \frac{1}{\sqrt{k+1}}\right| .
$$

By splitting the sum over $k$ involved in the first term (namely, " $\sum_{k=m}^{m_{0}}=\sum_{k=0}^{m_{0}}-\sum_{k=0}^{m}$ "), this latter expression can be written as

$$
\begin{align*}
B\left(m_{0} ; \psi_{0}, \psi(s)\right)= & \sqrt{\frac{\theta}{2}} \left\lvert\,\left(1-\frac{1}{\zeta(s)} \sum_{m=0}^{m_{0}} \frac{1}{(m+1)^{s}}\right)\left(\sum_{k=0}^{m_{0}} \frac{1}{\sqrt{k+1}}\right)\right. \\
& \left.+\frac{1}{\zeta(s)} \sum_{m=0}^{m_{0}} \sum_{k=0}^{m} \frac{1}{(m+1)^{s} \sqrt{k+1}} \right\rvert\, \tag{18}
\end{align*}
$$

From (18), one observes that $B\left(m_{0} ; \psi_{0}, \psi(s)\right)$ has the form $\left.B\left(m_{0} ; \psi_{0}, \psi(s)\right)=\sqrt{\frac{\theta}{2}} \right\rvert\, A_{1}\left(m_{0}\right)+$ $A_{2}\left(m_{0}\right) \mid$ where $A_{1}\left(m_{0}\right)$ and $A_{2}\left(m_{0}\right)$ are positive terms. By further observing that

$$
\begin{aligned}
A_{2}\left(m_{0}\right) & :=\frac{1}{\zeta(s)} \sum_{m=0}^{m_{0}} \sum_{k=0}^{m} \frac{1}{(m+1)^{s} \sqrt{k+1}} \\
& =\frac{1}{\zeta(s)} \sum_{m=0}^{m_{0}} \sum_{k=1}^{m+1} \frac{1}{(m+1)^{s} \sqrt{k}} \geq \frac{2}{\zeta(s)} \sum_{m=0}^{m_{0}}\left(\frac{\sqrt{m+1}-1)}{(m+1)^{s}}\right.
\end{aligned}
$$

where we used $\sum_{k=1}^{m+1} \frac{1}{\sqrt{k}} \geq 2(\sqrt{m+2}-1)$ (see equation (25) of the appendix). $A_{2}\left(m_{0}\right)$ is bounded below by a quantity which is divergent when $m_{0}$ goes to $+\infty$ whenever when $s \leq \frac{3}{2}$
(owing to the property of the $\zeta$ function), one therefore concludes that $\lim _{m_{0} \rightarrow+\infty} A_{2}\left(m_{0}\right)=+\infty$. This implies $\lim _{m_{0} \rightarrow+\infty} B\left(m_{0} ; \psi_{0}, \psi(s)\right)=+\infty$. Finally, this, combined to the inequality (16), gives rise to $\left.\left.d\left(\omega_{0}, \omega_{\psi(s)}\right)=+\infty, \forall s \in\right] 1, \frac{3}{2}\right]$.

Using this result, together with the triangular inequality $d\left(\omega_{0}, \omega_{\psi(s)}\right) \leq d\left(\omega_{0}, \omega_{n}\right)+d\left(\omega_{n}, \omega_{\psi(s)}\right)$, for any $n \in \mathbb{N}$, and the fact that $d\left(\omega_{0}, \omega_{n}\right)$ is finite, in view of (13), yields $d\left(\omega_{n}, \omega_{\psi(s)}\right)=+\infty$, $\left.\forall s \in] 1, \frac{3}{2}\right]$, for any $n \in \mathbb{N}$. This terminates the proof.

It turns out that the distance between states among the $\omega_{\psi(s)}$ 's is infinite. Indeed, the following proposition holds.

Proposition 7. $\left.\left.d\left(\omega_{\psi\left(s_{1}\right)}, \omega_{\psi\left(s_{2}\right)}\right)=+\infty, \forall s_{1}, s_{2} \in\right] 1, \frac{5}{4}[\cup] \frac{5}{4}, \frac{3}{2}\right], s_{1} \neq s_{2}$.
Proof. The proof is given in the appendix. It is based on the use of the mean value theorem to obtain a suitable estimate of the factor $\left(\left|\psi_{m}^{\prime}\right|^{2}-\left|\psi_{m}\right|^{2}\right)$ occurring in (17), where $\psi_{m}$ and $\psi_{m}^{\prime}$ are related to $\psi\left(s_{1}\right)$ and $\psi\left(s_{2}\right)$.

Proposition 6 shows that the topology induced by the spectral distance $d$ on the space of states of $\overline{\mathcal{A}}$ is not the weak $*$ topology. Having weak $*$ topology as topology of the spectral distance on the space of states is a basic condition to have compact quantum metric spaces as defined in [21]. Therefore, Proposition 6 signals that the spectral triple proposed in [18] is not a compact quantum metric space in the sense of [21]. Modifications of this spectral triple reinstauring the property of compact quantum metric space have been considered in [22].

Remark 4. Notice that any pure state generated by a unit vector of $L^{2}\left(\mathbb{R}^{2}\right)$ built from a finite linear combination of the $f_{m 0}$ 's stays at finite distance of any pure state $\omega_{n}$. Indeed, let $\mathcal{I}$ be a finite subset of $\mathbb{N}$ and let $\Lambda=\sum_{m \in \mathcal{I} \subset \mathbb{N}} \lambda_{m} f_{m 0}$ denotes a unit vector of $L^{2}\left(\mathbb{R}^{2}\right)$. Then $d\left(\omega_{n}, \omega_{\Lambda}\right)$ is finite, for any $n \in \mathbb{N}$. This stems from

$$
\begin{align*}
\left|\omega_{\Lambda}(a)-\omega_{n}(a)\right| & =\left|2 \pi \theta\left(\sum_{p, q \in \mathcal{I}} a_{p q} \lambda_{p}^{\star} \lambda_{q}\right)-a_{n n}\right| \\
& \leq 2 \pi \theta\left(\sum_{p, q \in \mathcal{I}}\left|a_{p q}\right|\left|\lambda_{p}^{\star} \lambda_{q}\right|\right)+\left|a_{n n}\right| \leq \sum_{p, q \in \mathcal{I}}\left|a_{p q}\right|+2 \pi \theta\left|a_{n n}\right|, \tag{19}
\end{align*}
$$

which holds for any $n \in \mathbb{N}$, and any $a \in \mathcal{A}$. In view of $i i b$ ) of Proposition 5, (8), the $a_{m n}$ 's are expressible as finite sums of $\alpha_{m n}$ and $\beta_{m n}$. Furthermore, in view of $i i$ ) of Lemma $1,\left|\alpha_{m n}\right| \leq \frac{1}{\sqrt{2 \pi \theta}}$ and $\left|\beta_{m n}\right| \leq \frac{1}{\sqrt{2 \pi \theta}}$. Therefore, the right hand side of (19) is bounded.
Remark 5. For any states $\omega_{1}$ and $\omega_{2}$, we denote by the symbol $\approx$ the equivalence relation $\omega_{1} \approx \omega_{2} \Longleftrightarrow d\left(\omega_{1}, \omega_{2}\right)<+\infty$. $[\omega]$ denotes the equivalence class of $\omega$. Propositions 6 and 7 , Remark 4 permit one to identify several equivalence classes. Theorem 1 implies that $\left[\omega_{n}\right]=\left[\omega_{0}\right]$, $\forall n \in \mathbb{N}$. From Remark 4, we obtains $\left[\omega_{\Lambda}\right]=\left[\omega_{0}\right]$, where $\Lambda$ has been defined in Remark 4. From Propositions 6 and $\left.\left.7,\left[\omega_{\psi\left(s_{1}\right)}\right] \neq\left[\omega_{0}\right], \forall s_{1} \in\right] 1, \frac{3}{2}\right]$, and $\left.\left.\left[\omega_{\psi\left(s_{1}\right)}\right] \neq\left[\omega_{\psi\left(s_{2}\right)}\right], \forall s_{1}, s_{2} \in\right] 1, \frac{5}{4}[\cup] \frac{5}{4}, \frac{3}{2}\right]$, $s_{1} \neq s_{2}$. Therefore, one has a uncountable infinite family of equivalence classes. The existence of several distinct equivalent classes implies that there is no state that is at finite distance to all other states: For any (pure or non pure) state, there is at least another state which is at infinite distance.

### 3.2 Partial extension to the noncommutative torus

It turns out that some part of the analysis presented in Section 2 and in particular the technical lemma given in Subsection 2.2 which underlies the construction of the spectral distance formula
in the Moyal case, can be actually adapted to the algebra of the noncommutative torus. This gives rise immediately to the construction of an explicit spectral distance formula between the tracial state and some vector states. We first collect the properties of the noncommutative torus that will be needed in the sequel. For more details, see [27, 28] and [1, 2, 3, 4]. We assume $\theta \in \mathbb{R} / \mathbb{Q}, 0 \leq \theta<1$.

Definition 5. $\mathfrak{A}_{\theta}^{2}$ is the universal (unital) $C^{*}$-algebra generated by the two unitaries $u_{1}, u_{2}$ satisfying $u_{1} u_{2}=e^{i 2 \pi \theta} u_{2} u_{1}$. The algebra of the noncommutative torus $\mathbb{T}_{\theta}^{2}$ is the dense (unital) pre- $C^{*}$-subalgebra of $\mathfrak{A}_{\theta}^{2}$ defined by:

$$
\mathbb{T}_{\theta}^{2}=\left\{a=\sum_{i, j \in \mathbb{Z}} a_{i j} u_{1}^{i} u_{2}^{j} / \sup _{i, j \in \mathbb{Z}}\left(1+i^{2}+j^{2}\right)^{k}\left|a_{i j}\right|^{2}<\infty, \forall k \in \mathbb{N}\right\}
$$

The elements of $\mathbb{T}_{\theta}^{2}$ can be conveniently expressed as expansions in terms of the Weyl generators defined by $U^{M} \equiv e^{-i \pi m_{1} \theta m_{2}} u_{1}^{m_{1}} u_{2}^{m_{2}}, \forall M=\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}$. For any $a \in \mathbb{T}_{\theta}^{2}$, one can write $a=\sum_{m \in \mathbb{Z}^{2}} a_{M} U^{M}$. From now on, elements of $\mathbb{Z}^{2}$ (resp. $\mathbb{Z}$ ) will be denoted by capital (resp. small) Latin letters $M, N, \ldots$ (resp. $m, n, \ldots$ ). Let $\delta_{1}$ and $\delta_{2}$ be the canonical derivations defined by $\delta_{a}\left(u_{b}\right)=i 2 \pi u_{a} \delta_{a b}, \forall a, b \in\{1,2\}$. They verify $\delta_{b}\left(a^{*}\right)=\left(\delta_{b}(a)\right)^{*}, \forall b=1,2$.
Proposition 8. One has for any $M, N \in \mathbb{Z}^{2},\left(U^{M}\right)^{*}=U^{-M}, U^{M} U^{N}=\sigma(M, N) U^{M+N}$ where the commutation factor $\sigma: \mathbb{Z}^{2} \times \mathbb{Z}^{2} \rightarrow \mathbb{C}$ satisfies

$$
\begin{aligned}
& \sigma(M+N, P)=\sigma(M, P) \sigma(N, P) \\
& \sigma(M, N+P)=\sigma(M, N) \sigma(M, P), \quad \forall M, N, P \in \mathbb{Z}^{2} \\
& \sigma(M, \pm M)=1, \quad \forall M \in \mathbb{Z}^{2}, \quad \delta_{a}\left(U^{M}\right)=i 2 \pi m_{a} U^{M}, \quad \forall a=1,2, \quad \forall M \in \mathbb{Z}^{2}
\end{aligned}
$$

Proof. The above properties can be proven by standard calculations.
Let $\tau$ denotes the tracial state $[1,4]$. For any $a=\sum_{M \in \mathbb{Z}^{2}} a_{M} U^{M} \in \mathbb{T}_{\theta}^{2}, \tau: \mathbb{T}_{\theta}^{2} \rightarrow \mathbb{C}$, $\tau(a)=a_{0,0}$. Let $\mathcal{H}_{\tau}$ denotes the GNS Hilbert space stemming from the completion of $\mathbb{T}_{\theta}^{2}$ in the Hilbert norm induced by the scalar product $\langle a, b\rangle \equiv \tau\left(a^{*} b\right)$. One has $\tau\left(\delta_{b}(a)\right)=0, \forall b=1,2$.

The (compact) even real spectral triple we will consider is built from

$$
\begin{equation*}
\left(\mathbb{T}_{\theta}^{2}, \mathcal{H}, D ; J, \Gamma\right) \tag{20}
\end{equation*}
$$

whose main properties that will be needed as collected below. For more details, see e.g. [1, 4] and references therein. Note that the grading operator $\Gamma$ is $\Gamma=\operatorname{diag}(1,-1)$. The reality operator $J$ will not enter the ensuing discussion.

The Hilbert space is $\mathcal{H}=\mathcal{H}_{\tau} \otimes \mathbb{C}^{2}$. It is the Hilbert space of square integrable sections of the trivial spinor bundle over the classical torus. Notice that $\operatorname{Dom}\left(\delta_{b}\right)=\mathbb{T}_{\theta}^{2}$ and $\delta_{b}^{\dagger}=-\delta_{b}, \forall b=1,2$, in view of $\left\langle\delta_{b}(a), c\right\rangle=\tau\left(\left(\delta_{b}(a)^{*} c\right)=\tau\left(\delta_{b}\left(a^{*}\right) c\right)=-\tau\left(a^{*} \delta_{b}(c)\right)=-\left\langle a, \delta_{b}(c)\right\rangle\right.$ for any $b=1,2$ and $\delta_{b}\left(a^{*}\right)=\left(\delta_{b}(a)\right)^{*}$. We now define $\delta=\delta_{1}+i \delta_{2}$ and $\bar{\delta}=\delta_{1}-i \delta_{2}$.

In (20), $D$ is the unbounded self-adjoint Dirac operator $D=-i \sum_{b=1}^{2} \delta_{b} \otimes \sigma^{b}$, densely defined on $\operatorname{Dom}(D)=\left(\mathbb{T}_{\theta}^{2} \otimes \mathbb{C}^{2}\right) \subset \mathcal{H}$. The matrices $\sigma^{b}, b=1,2$, have been defined in Section 2. $D$ can be written as

$$
D=-i\left(\begin{array}{ll}
0 & \delta \\
\bar{\delta} & 0
\end{array}\right)
$$

The faithful representation $\pi: \mathbb{T}_{\theta}^{2} \rightarrow \mathcal{B}(\mathcal{H})$ is defined by $\pi(a)=L(a) \otimes \mathbb{I}_{2}, \pi(a) \psi=\left(a \psi_{1}, a \psi_{2}\right)$ for any $\psi=\left(\psi_{1}, \psi_{2}\right) \in \mathcal{H}$, and any $a \in \mathbb{T}_{\theta}^{2} . L(a)$ is the left multiplication operator by any $a \in \mathbb{T}_{\theta}^{2} . \pi(a)$ and $[D, \pi(a)]$ are bounded operators on $\mathcal{H}$ for any $\mathbb{T}_{\theta}^{2}$. One has

$$
[D, \pi(a)] \psi=-i\left(L\left(\delta_{b}(a)\right) \otimes \sigma^{b}\right) \psi=-i\left(\begin{array}{cc}
L(\delta(a)) & 0  \tag{21}\\
0 & L(\bar{\delta}(a))
\end{array}\right)\binom{\psi_{2}}{\psi_{1}}
$$

The $C^{*}$-completion of $\mathbb{T}_{\theta}^{2}$ is (isomorphic to) $\mathfrak{A}_{\theta}^{2}$.

The definition of the spectral distance between states of the torus can be immediately obtained from Definition 1. A classification of the pure states of the noncommutative torus in the irrational case is lacking. It is however possible to obtain some information on the distance between any of the particular vector states as defined below and the tracial state.

In the present case, the set $\mathcal{B}_{1}$, Definition 2 can be conveniently characterized in a way somewhat similar to the case of Moyal planes by the following lemma.
Lemma 2. Set $\delta(a)=\sum_{N \in \mathbb{Z}^{2}} \alpha_{N} U^{N}$. One has $\alpha_{N}=i 2 \pi\left(n_{1}+i n_{2}\right) a_{N}, \forall N=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}$.
i) For any $a \in \mathcal{B}_{1},\|[D, \pi(a)]\|_{\text {op }} \leq 1$ implies $\left|\alpha_{N}\right| \leq 1, \forall N \in \mathbb{Z}^{2}$. Similar results hold for $\bar{\delta}(a)$.
ii) The elements $\hat{a}^{M} \equiv \frac{U^{M}}{2 \pi\left(m_{1}+\text { im }_{2}\right)}$ verify $\left\|\left[D, \pi\left(\hat{a}^{M}\right)\right]\right\|_{\mathrm{op}}=1, \forall M=\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}, M \neq$ $(0,0)$.
Proof. The relation involving $\alpha_{N}$ is obtained from an elementary calculation. Then $\forall a \in \mathcal{B}_{1}$, $\|[D, \pi(a)]\|_{\mathrm{op}} \leq 1$ is equivalent to $\|\delta(a)\|_{\mathrm{op}} \leq 1$ and $\|\bar{\delta}(a)\|_{\mathrm{op}} \leq 1$ in view of (21). For any $a \in \mathfrak{A}_{\theta}^{2}$ and any unit $\psi=\sum_{N \in \mathbb{Z}^{2}} \psi_{N} U^{N} \in \mathcal{H}_{\tau}$, one has $\|\delta(a) \psi\|^{2}=\sum_{N \in \mathbb{Z}^{2}}\left|\sum_{P \in \mathbb{Z}^{2}} \alpha_{P} \psi_{N-P} \sigma(P, N)\right|^{2}$. Then $\|\delta(a)\|_{\text {op }} \leq 1$ implies $\left|\sum_{P \in \mathbb{Z}^{2}} \alpha_{P} \psi_{N-P} \sigma(P, N)\right| \leq 1$, for any $N \in \mathbb{Z}^{2}$ and any unit $\psi \in \mathcal{H}_{\tau}$. By a straightforward adaptation of the proof carried out for $i i$ ) of Lemma 1, this implies $\left|\alpha_{M}\right| \leq$ $1, \forall M \in \mathbb{Z}^{2}$. This proves $i$ ). Finally, $\left.i i\right)$ stems simply from an elementary calculation.

We now determine the distance between the states mentioned above.
Proposition 9. Let the family of unit vectors $\Phi_{M}=\left(\frac{1+U^{M}}{\sqrt{2}}, 0\right) \in \mathcal{H}, \forall M \in \mathbb{Z}^{2}, M \neq(0,0)$ generating the family of vector states of $\mathbb{T}_{\theta}^{2}$

$$
\omega_{\Phi_{M}}: \mathbb{T}_{\theta}^{2} \rightarrow \mathbb{C}, \quad \omega_{\Phi_{M}}(a) \equiv\left(\Phi_{M}, \pi(a) \Phi_{M}\right)_{\mathcal{H}}=\frac{1}{2}\left\langle\left(1+U^{M}\right),\left(a+a U^{M}\right)\right\rangle .
$$

The spectral distance between any state $\omega_{\Phi_{M}}$ and the tracial state is

$$
\begin{equation*}
d\left(\omega_{\Phi_{M}}, \tau\right)=\frac{1}{2 \pi\left|m_{1}+i m_{2}\right|}, \quad \forall M=\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}, \quad M \neq(0,0) . \tag{22}
\end{equation*}
$$

Proof. Set $a=\sum_{N \in \mathbb{Z}^{2}} a_{N} U^{N}$. By using properties of the Weyl generators, an elementary calculation yields $\omega_{\Phi_{M}}(a)=\tau(a)+\frac{1}{2}\left(a_{M}+a_{-M}\right)$. This, combined with Lemma 2 leads immediately to $d\left(\omega_{\Phi_{M}}, \tau\right) \leq \frac{1}{2 \pi \mid m_{1}+i m_{2}}$. Now, this upper bound is obviously saturated by the element $\hat{a}^{M}$ of Lemma 2. The result (22) follows.

## 4 Conclusion

We have studied the spectral distance for two-dimensional noncommutative Moyal planes in the framework of the non compact spectral triple proposed in [18] as a possible noncommutative analog of non compact Riemannian spin manifold. The spectral distance can be explicitly determined between any elements of a particular class of pure states. An explicit formula for the corresponding distance has been given. There exists a family of pure states that are at infinite distance from each other as well as at infinite distance from some classes of pure states, including those for which the constructed spectral distance formula is valid. The fact that the spectral distance can be used here to define an equivalence relation among (pure) states is briefly discussed. Note that for any state, there is at least another state which is at infinite distance from it. The existence of some pure states that are at infinite distance implies that the topology induced by the spectral distance on the space of states of the algebra involved in the triple is not the weak $*$ topology. Therefore, the noncompact spectral triple proposed in [18] does not give rise to a compact quantum metric spaces as defined in [21]. The case of the noncommutative torus is briefly considered and a formula for the spectral distance between the tracial state and some vector states is obtained.

## A Proof of Proposition 7

In this appendix, we give a detailed proof of Proposition 7.
Proof. Let us assume $s_{1}<s_{2}$, with $\left.\left.s_{i} \in\right] 1, \frac{3}{2}\right], i=1,2$ according to Section 3. The analysis for the case $s_{2}<s_{1}$ is completely similar. It is convenient here to define additional notations. The other notations have been already defined in Section 3.
Definition 6. For $1<s_{1}<s_{2} \leq \frac{3}{2}, 0 \leq m \leq m_{0}, m, m_{0} \in \mathbb{N}$, we set:

$$
u\left(m, m_{0}\right):=\sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}}, \quad G_{s_{1}, s_{2}}(m):=\left(\frac{1}{\zeta\left(s_{1}\right)(m+1)^{s_{1}}}-\frac{1}{\zeta\left(s_{2}\right)(m+1)^{s_{2}}}\right) .
$$

We now prove some estimates that will be needed in the ensuing analysis.
Proposition 10. The following estimates hold:

$$
\begin{align*}
\left(\sqrt{m_{0}+2}-\sqrt{m+1}\right) & \leq \frac{1}{2} \sum_{k=m}^{m_{0}} \frac{1}{\sqrt{k+1}} \\
& \leq\left(\sqrt{m_{0}+1}-\sqrt{m}\right), \quad \forall m, m_{0} \in \mathbb{N}, \quad m<m_{0},  \tag{23}\\
\frac{1}{(A+1)^{s-1}}-\frac{1}{\left(m_{0}+2\right)^{s-1}} & \leq(s-1) \sum_{m=A}^{m_{0}} \frac{1}{(m+1)^{s}} \\
& \left.\left.\leq \frac{1}{(A)^{s_{1}}}-\frac{1}{\left(m_{0}+1\right)^{s-1}}, \quad \forall s \in\right] 1, \frac{3}{2}\right], \tag{24}
\end{align*}
$$

where $A \in \mathbb{N}, A<m_{0}$.
Proof. The application of the mean value theorem to the function $f(x)=x^{\alpha}, \alpha \in \mathbb{R}, \forall x \in$ $[k, k+1], \forall k \in \mathbb{N}$ gives rise to:

$$
\begin{array}{ll}
\alpha k^{\alpha-1} \geq(k+1)^{\alpha}-k^{\alpha} \geq \alpha(k+1)^{\alpha-1}, & \forall \alpha \in] 0,1], \quad k \neq 0, \\
\alpha k^{\alpha-1} \leq(k+1)^{\alpha}-k^{\alpha} \leq \alpha(k+1)^{\alpha-1}, & \forall \alpha<0, \quad k \neq 0 . \tag{26}
\end{array}
$$

Set respectively $\alpha=\frac{1}{2}$ and $\alpha=1-s, 1<s \leq \frac{3}{2}$ in (25) and (26). Proposition 10 follows.
Let $u_{n}$ and $v_{n}$ be two sequences. We define some notations. We set: $v_{n}=O\left(u_{n}\right)$ if $\exists C>0$, $/ \forall n \in \mathbb{N},\left|v_{n}\right|<C\left|u_{n}\right|$, and $v_{n}=o\left(u_{n}\right)$ if $\forall \epsilon>0, \exists N \in \mathbb{N}, / \forall n>N,\left|v_{n}\right|<\epsilon\left|u_{n}\right|$. Recall that for any $\in \mathbb{N}, u_{n} \neq 0, v_{n}=O\left(u_{n}\right)$ means that, as $n$ approaches the infinity, $\frac{v_{n}}{u_{n}}$ is bounded while $v_{n}=o\left(u_{n}\right)$ means that $\frac{v_{n}}{u_{n}} \rightarrow 0$. We further recall that if $v_{n}=O\left(u_{n}\right)$ and the serie $\sum_{k=0}^{n}\left|v_{n}\right| \rightarrow \infty$, as $n \rightarrow \infty$, then $\sum_{k=0}^{n}\left|u_{n}\right| \rightarrow \infty$ and $\sum_{k=0}^{n}\left|v_{n}\right|=O\left(\sum_{k=0}^{n}\left|u_{n}\right|\right)$ as $n \rightarrow \infty$. Similarly, if $v_{n}=O\left(u_{n}\right)$ and the serie $\sum_{k=0}^{n}\left|u_{n}\right|$ is convergent as $n \rightarrow \infty$, then $\sum_{k=0}^{n}\left|v_{n}\right|$ and the rests verify $\sum_{k=n}^{\infty}\left|v_{n}\right|=O\left(\sum_{k=n}^{\infty}\left|u_{n}\right|\right)$ as $n \rightarrow \infty$. A similar property holds for $v_{n}=o\left(u_{n}\right)$.

Now, by using (17) and Definition 4, one obtains

$$
\begin{equation*}
B\left(m_{0} ; \psi\left(s_{1}\right), \psi\left(s_{2}\right)\right)=\sqrt{\frac{\theta}{2}}\left|\sum_{m=0}^{m_{0}} u\left(m, m_{0}\right) G_{s_{1}, s_{2}}(m)\right| . \tag{27}
\end{equation*}
$$

We define $M$ with the following condition: $G_{s_{1}, s_{2}}(m) \leq 0$ when $0 \leq m \leq M$ and $G_{s_{1}, s_{2}}(m) \geq 0$ otherwise ( $M$ can be determined from the equation $\zeta\left(s_{2}\right)(m+1)^{s_{2}}=\zeta\left(s_{1}\right)(m+1)^{s_{1}}$ ).

Using $\sum_{m=0}^{\infty} G_{s_{1}, s_{2}}(m)=0$, we define (for $m_{0}>M$ )

$$
B^{-}\left(m_{0}, s_{1}, s_{2}\right)=\sum_{m=0}^{M} u\left(m, m_{0}\right) G_{s_{1}, s_{2}}(m),
$$

$$
\begin{aligned}
& B^{+}\left(m_{0}, s_{1}, s_{2}\right)=\sum_{m=M+1}^{m_{0}} u\left(m, m_{0}\right) G_{s_{1}, s_{2}}(m), \\
& \alpha=\sum_{m=M+1}^{\infty} G_{s_{1}, s_{2}}(m)=-\sum_{m=0}^{M} G_{s_{1}, s_{2}}(m)>0 .
\end{aligned}
$$

It is easy to observe that (27) can be written as

$$
\begin{equation*}
B\left(m_{0} ; \psi\left(s_{1}\right), \psi\left(s_{2}\right)\right)=\sqrt{\frac{\theta}{2}}\left|B^{-}\left(m_{0}, s_{1}, s_{2}\right)+B^{+}\left(m_{0}, s_{1}, s_{2}\right)\right| \tag{28}
\end{equation*}
$$

To show that the limit of $B\left(m_{0} ; \psi\left(s_{1}\right), \psi\left(s_{2}\right)\right)$ is equal to $+\infty$ as $m_{0} \rightarrow+\infty$, one has to compare the corresponding asymptotic behavior of the terms built from the series involved in (28). We first consider the first term $B^{-}$. By using the estimate (23), one obtains

$$
\begin{align*}
& 2 \sum_{m=0}^{M}\left(\sqrt{m_{0}+1}-\sqrt{m}\right) G_{s_{1}, s_{2}}(m) \\
& \quad \leq B^{-}\left(m_{0}, s_{1}, s_{2}\right) \leq 2 \sum_{m=0}^{M}\left(\sqrt{m_{0}+2}-\sqrt{m+1}\right) G_{s_{1}, s_{2}}(m),  \tag{29}\\
& -2\left(\sqrt{m_{0}+1}\right) \alpha+C_{1} \leq B^{-}\left(m_{0}, s_{1}, s_{2}\right) \leq-2\left(\sqrt{m_{0}+2}\right) \alpha+C_{2}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are constant. Then, it follows that $B^{-}\left(m_{0}, s_{1}, s_{2}\right)=-2\left(\sqrt{m_{0}+2}\right) \alpha+O(1)$ as $m_{0} \rightarrow+\infty$ because of $\sqrt{m_{0}+2}-\sqrt{m_{0}+1}=O\left(m_{0} \frac{-1}{2}\right)$.

Consider now $B^{+}$. By using the estimate (23), one can write a relation similar to (29):

$$
\begin{aligned}
& 2 \sum_{m=M+1}^{m_{0}}\left(\sqrt{m_{0}+2}-\sqrt{m+1}\right) G_{s_{1}, s_{2}}(m) \\
& \quad \leq B^{+}\left(m_{0}, s_{1}, s_{2}\right) \leq 2 \sum_{m=M+1}^{m_{0}}\left(\sqrt{m_{0}+1}-\sqrt{m}\right) G_{s_{1}, s_{2}}(m) .
\end{aligned}
$$

In this latter relation, the leftmost serie can be expressed as

$$
\begin{aligned}
S_{L} & :=2 \sum_{m=M+1}^{m_{0}}\left(\sqrt{m_{0}+2}-\sqrt{m+1}\right) G_{s_{1}, s_{2}}(m) \\
& =2\left(\sum_{m=M+1}^{m_{0}} \sqrt{m_{0}+2} G_{s_{1}, s_{2}}(m)-\sum_{m=M+1}^{m_{0}} G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m)\right) \\
& =2\left(\sqrt{m_{0}+2}\right) \alpha-2\left(\sqrt{m_{0}+2} \sum_{m=m_{0}}^{\infty} G_{s_{1}, s_{2}}(m)+\sum_{m=M+1}^{m_{0}} G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m)\right) .
\end{aligned}
$$

As $m$ approaches the infinity, one has $G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m)=\frac{1}{\zeta\left(s_{1}\right) m^{s_{1}-\frac{1}{2}}}+O\left(\frac{1}{m^{s_{2}-\frac{1}{2}}}\right)$. The quantity $\sum_{m=M+1}^{m_{0}} G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m)$ is therefore a diverging serie as $m_{0}$ approaches the infinity $\left(s_{i}-\frac{1}{2} \leq 1\right.$, $i=1,2)$ and

$$
\begin{aligned}
\sum_{m=M+1}^{m_{0}} G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m) & =\sum_{m=M+1}^{m_{0}} \frac{1}{\zeta\left(s_{1}\right) m^{s_{1}-\frac{1}{2}}}+O\left(\sum_{m=M+1}^{m_{0}} \frac{1}{m^{s_{2}-\frac{1}{2}}}\right) \\
& =\frac{1}{\zeta\left(s_{1}\right)\left(s_{1}-\frac{3}{2}\right)} m_{0}^{\frac{3}{2}-s_{1}}+O\left(m_{0}^{\frac{3}{2}-s_{2}}\right),
\end{aligned}
$$

where the last equality can be checked from (24). Conversely, because of $G_{s_{1}, s_{2}}(m)=\frac{1}{\zeta\left(s_{1}\right) m^{s_{1}}}+$ $O\left(\frac{1}{m^{s_{2}}}\right)$ as $m \rightarrow \infty$, the quantity $\sum_{m=0}^{m_{0}} G_{s_{1}, s_{2}}(m)$ is a converging serie as $m_{0}$ approaches the infinity and we can compare the rests of this series:

$$
\begin{aligned}
\sum_{m=m_{0}}^{\infty} G_{s_{1}-\frac{1}{2}, s_{2}-\frac{1}{2}}(m) & =\sum_{m=m_{0}}^{\infty} \frac{1}{\zeta\left(s_{1}\right) m^{s_{1}}}+O\left(\sum_{m_{0}}^{\infty} \frac{1}{m^{s_{2}}}\right) \\
& =\frac{1}{\zeta\left(s_{1}\right)\left(s_{1}-1\right)} m_{0}^{1-s_{1}}+O\left(m_{0}^{1-s_{2}}\right)
\end{aligned}
$$

From this, it follows that

$$
S_{L}=2\left(\sqrt{m_{0}+2}\right) \alpha-\frac{2}{\zeta\left(s_{1}\right)}\left(\frac{1}{\left(s_{1}-1\right)}+\frac{1}{\left(s_{1}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{1}}+O\left(m_{0}^{\frac{3}{2}-s_{2}}\right) .
$$

A similar analysis can be carried out for the rightmost serie. We therefore can write

$$
\begin{aligned}
B^{+}\left(m_{0}, s_{1}, s_{2}\right) & =2\left(\sqrt{m_{0}+2}\right) \alpha-\frac{2}{\zeta\left(s_{1}\right)}\left(\frac{1}{\left(s_{1}-1\right)}+\frac{1}{\left(s_{1}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{1}}+O\left(m_{0}^{\frac{3}{2}-s_{2}}\right) \\
& =2\left(\sqrt{m_{0}+2}\right) \alpha-\frac{2}{\zeta\left(s_{1}\right)}\left(\frac{\left(2 s_{1}-\frac{5}{2}\right)}{\left(s_{1}-1\right)\left(s_{1}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{1}}+O\left(m_{0}^{\frac{3}{2}-s_{2}}\right) \\
B^{-}\left(m_{0}, s_{1}, s_{2}\right) & +B^{+}\left(m_{0}, s_{1}, s_{2}\right)=-\frac{2}{\zeta\left(s_{1}\right)}\left(\frac{\left(2 s_{1}-\frac{5}{2}\right)}{\left(s_{1}-1\right)\left(s_{1}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{1}}+O\left(m_{0}^{\frac{3}{2}-s_{2}}\right) .
\end{aligned}
$$

Therefore, $B\left(m_{0} ; \psi\left(s_{1}\right), \psi\left(s_{2}\right)\right) \rightarrow \infty$ if $s_{1} \neq \frac{5}{4}$ and $\left.\left.d\left(\omega_{\psi\left(s_{1}\right)}, \omega_{\psi\left(s_{2}\right)}\right)=+\infty, \forall s_{1}, s_{2} \in\right] 1, \frac{5}{4}[\cup] \frac{5}{4}, \frac{3}{2}\right]$, $s_{1} \neq s_{2}$. This terminates the proof.

Remark 6. We notice that for $s_{2} \neq \frac{3}{2}$, it can be shown that

$$
\begin{aligned}
B^{-}\left(m_{0}, s_{1}, s_{2}\right)+B^{+}\left(m_{0}, s_{1}, s_{2}\right)= & -\frac{2}{\zeta\left(s_{1}\right)}\left(\frac{\left(2 s_{1}-\frac{5}{2}\right)}{\left(s_{1}-1\right)\left(s_{1}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{1}} \\
& +\frac{2}{\zeta\left(s_{2}\right)}\left(\frac{\left(2 s_{2}-\frac{5}{2}\right)}{\left(s_{2}-1\right)\left(s_{2}-\frac{3}{2}\right)}\right) m_{0}^{\frac{3}{2}-s_{2}}+o\left(m_{0}^{\frac{3}{2}-s_{2}}\right) .
\end{aligned}
$$

From this, one obtains that $\left.d\left(\omega_{\psi\left(s_{1}\right)}, \omega_{\psi\left(s_{2}\right)}\right)=+\infty, \forall s_{1}, s_{2} \in\right] 1, \frac{3}{2}\left[, s_{1} \neq s_{2}\right.$. However, one cannot conclude for $d\left(\omega_{\psi\left(\frac{5}{4}\right)}, \omega_{\psi\left(\frac{3}{2}\right)}\right)$. Therefore, either $s=\frac{5}{4}$ or $\frac{3}{2}$ must be removed from the set $\left.] 1, \frac{3}{2}\right]$ in order to have a family of states for which the distance $d\left(\omega_{\psi\left(s_{1}\right)}, \omega_{\psi\left(s_{2}\right)}\right)$ is known.
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