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#### Abstract

For some infinite-dimensional groups $G$ and suitable subgroups $K$ there exists a monoid structure on the set $K \backslash G / K$ of double cosets of $G$ with respect to $K$. In this paper we show that the group $B_{\infty}$, of the braids with finitely many crossings on infinitely many strands, admits such a structure.
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## 1 Introduction

### 1.1 Motivation

For some infinite-dimensional groups $G$ and suitable subgroups $K$ there exists a monoid structure on the set $K \backslash G / K$ of double cosets of $G$ with respect to $K$. This can be seen, for example, for the group $S_{\infty}$ of the finitely supported permutations of $\mathbb{N}$, for infinite-dimensional classical Lie groups, for groups of automorphisms of measure spaces and for $\operatorname{Aut}\left(F_{\infty}\right)$, a direct limit of the groups of automorphisms of the free groups $F_{n}$.

The study of these structures was pioneered by R.S. Ismagilov, followed by G.I. Ol'shanski, who used them in the representation theory of infinite-dimensional classical Lie groups [15, 16, $17,18,19,21]$. More recently there is the work of Yu.A. Neretin for the infinite tri-symmetric group and $\operatorname{Aut}\left(F_{\infty}\right)[8,11,13,14]$.

In this paper we show that the group $B_{\infty}$, of the finite braids on infinitely many strands, admits such a structure. Furthermore, we show how this multiplicative structure is related to similar constructions in $\operatorname{Aut}\left(F_{\infty}\right)$ and $\mathrm{GL}(\infty)$. We also define a one-parameter generalization of the usual monoid structure on the set of double cosets of $\mathrm{GL}(\infty)$ (see $[9,10]$ ) and show that the Burau representation provides a functor between the categories of double cosets of $B_{\infty}$ and GL $(\infty)$.

### 1.2 The infinite braid group and double cosets

The Artin braid group on $n$ strings $B_{n}[2,5,6]$ has the presentation with $n-1$ generators $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n-1}$ and the so-called braid relations:

$$
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i}, \quad|i-j| \geq 2, \quad i, j \in\{1, \ldots, n-1\}
$$

and

$$
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1}, \quad 1 \leq i \leq n-2
$$

The generators $\sigma_{i}$ are called elementary braids. For each $n$, consider the monomorphism $i_{n}: B_{n} \rightarrow B_{n+1}$ sending the $k$-th elementary braid of $B_{n}$ to the $k$-th elementary braid of $B_{n+1}$.

Geometrically this operation corresponds to adding a new string to the right of the braid, without creating any new crossings, as in the picture below:


Figure 1. The monomorphism $i_{n}$.
The direct limit of this sequence of groups, with respect to the homomorphisms $i_{n}$, is the infinite braid group

$$
B_{\infty}=\underset{\longrightarrow}{\lim } B_{n},
$$

consisting of braids with countably many strings and finitely many crossings. This group has the presentation

$$
B_{\infty}=\left\langle\begin{array}{l}
\sigma_{i}, i \in \mathbb{N}
\end{array} \left\lvert\, \begin{array}{c}
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i},|i-j| \geq 2 \\
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1}
\end{array}\right.\right\rangle .
$$

For each non-negative integer $\alpha$, let $B_{\infty}[\alpha]$ be the subgroup of $B_{\infty}$ given by

$$
B_{\infty}[\alpha]=\left\langle\sigma_{j} \mid j>\alpha\right\rangle
$$

Definition 1.1. Let $G$ be a group, $g \in G$ and $K$ and $L$ be subgroups of $G$. The double coset on $G$ containing $g$ with respect to the pair $(K, L)$ is the set $K g L$. Denote by $K \backslash G / L$ the set of double cosets on $G$ with respect to the pair ( $K, L$ ).

### 1.3 The Burau representation of $B_{\infty}$

The Burau representation $[3,4]$ is the homomorphism $\eta_{n}: B_{n} \rightarrow \mathrm{GL}\left(n, \mathbb{Z}\left[t, t^{-1}\right]\right)$ given by

$$
\eta_{n}\left(\sigma_{i}\right)=\left(\begin{array}{ccc}
1_{i-1} & & \\
& \left(\begin{array}{cc}
1-t & t \\
1 & 0
\end{array}\right) & \\
& & \\
1_{n-i-1}
\end{array}\right)
$$

Denote $\operatorname{GL}\left(n, \mathbb{Z}\left[t, t^{-1}\right]\right)$ by $\operatorname{GL}(n)$ and consider the homomorphisms $j_{n}: \operatorname{GL}(n) \rightarrow \operatorname{GL}(n+1)$ given by

$$
j_{n}(T)=\left(\begin{array}{ll}
T & 0 \\
0 & 1
\end{array}\right)
$$

The group $\mathrm{GL}(\infty)$ is the direct limit of $\mathrm{GL}(n)$ with respect to the homomorphisms $j_{n}$ and consists of infinite matrices that differ from the identity matrix only in finitely many entries. Due to the commutativity of the diagram

we can construct a representation $\eta: B_{\infty} \rightarrow \mathrm{GL}(\infty)$ of $B_{\infty}$ by taking the limit of the representations $\eta_{n}$. More precisely, $\eta$ is given by the following formulas:

$$
\eta\left(\sigma_{i}\right)=\left(\begin{array}{ccc}
1_{i-1} & & \\
& \left(\begin{array}{ccc}
1-t & t \\
1 & 0
\end{array}\right) & \\
& & \\
1_{\infty}
\end{array}\right)
$$

With this representation in mind, we will define an operation on double cosets of GL $(\infty)$ such that the Burau representation will be functorial between the categories of double cosets.

### 1.4 Main results

Consider the double cosets on $B_{\infty}$ with respect to the subgroups $B_{\infty}[\alpha]$. Given double cosets $\mathfrak{p} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta]$ and $\mathfrak{q} \in B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma]$, we are going to define an element $\mathfrak{p} \circ \mathfrak{q} \in$ $B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\gamma]$. To this purpose, we first introduce the following:

Definition 1.2. For integers $\beta \geq 0$ and $n>0$, denote by $\tau_{i}^{(n)}$ the braid

$$
\tau_{i}^{(n)}=\sigma_{n+\beta+i} \sigma_{n+\beta+i-1} \cdots \sigma_{\beta+i+1}
$$

Further we define the element $\theta_{n}[\beta] \in B_{\infty}[\beta]$ as

$$
\theta_{n}[\beta]=\tau_{0}^{(n)} \tau_{1}^{(n)} \cdots \tau_{n-1}^{(n)} .
$$



Figure 2. The element $\theta_{5}[3]$. The highlighted region corresponds to $\tau_{2}^{(5)}$.
Finally, the definition of the product of the double cosets is as follows:
Definition 1.3. Let $\mathfrak{p} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta]$ and $\mathfrak{q} \in B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma]$ be double cosets. Consider $p \in \mathfrak{p}$ and $q \in \mathfrak{q}$ representatives of these double cosets. Then we define their product as

$$
\mathfrak{p} \circ \mathfrak{q}=B_{\infty}[\alpha] p \theta_{n}[\beta] q B_{\infty}[\gamma],
$$

for sufficiently large $n$.

Remark 1.4. The introduction of the element $\theta_{k}[\beta]$ is essential for our construction of a product on the set of double cosets of $B_{\infty}$. In fact, for $\mathfrak{p} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta]$ and $\mathfrak{q} \in B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma]$, let $p \in \mathfrak{p}$ and $q \in \mathfrak{q}$ be representatives of these double cosets. The "naive" product $B_{\infty}[\alpha] p q B_{\infty}[\gamma]$ does not always coincide for all choices of $p$ and $q$. For instance $\sigma_{2}$ and $\sigma_{3} \sigma_{2}$ are representatives of the same double coset in $B_{\infty}[2] \backslash B_{\infty} / B_{\infty}[2]$. But $\sigma_{2}^{2}$ and $\sigma_{3} \sigma_{2} \sigma_{3} \sigma_{2}$ represent distinct cosets. In order to see this, we consider the permutation associated to each braid. For the braid $\sigma_{2}^{2}$ it is the identity and for the braid $\sigma_{3} \sigma_{2} \sigma_{3} \sigma_{2}$ it is (432). Since no braid in $B_{\infty}[2]$ permutes the point 2 , we see that these are in fact distinct double cosets.

However, if we introduce an intermediary braid $\theta_{k}[\beta]$ that "forces apart" the braids $p$ and $q$, the double coset $B_{\infty}[\alpha] p \theta_{k}[\beta] q B_{\infty}[\gamma]$ becomes independent of $k$ for $k$ large enough and its limit does not depend on the choice of the representatives for $\mathfrak{p}$ and $\mathfrak{q}$.

Theorem 1.5. The operation defined above does not depend on the choice of the representatives of the double cosets for $n$ large enough. Moreover, it is associative.

As a consequence we have that $\left(B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\alpha], \circ\right)$ is a monoid, for each non-negative integer $\alpha$.

Remark 1.6. We will show that there exists some $n_{0}(\alpha, \gamma, p, q)$ such that, for all $n \geq n_{0}$, $B_{\infty}[\alpha] p \theta_{n}[\beta] q B_{\infty}[\gamma]=B_{\infty}[\alpha] p \theta_{n_{0}}[\beta] q B_{\infty}[\gamma]$. More precisely, $n_{0}=\max \{\operatorname{supp} p, \operatorname{supp} q, \alpha, \gamma\}+1$, where supp is the support of a braid, defined in Definition 2.1.

For a group $G$ and a subgroup $H \subset G$, we say that $g, g^{\prime} \in G$ are conjugate with respect to $H$ if there exists $h \in H$ such that $g^{\prime}=h g h^{-1}$. Denote by $G / / H$ the set of conjugacy classes with respect to the subgroup $H$. There is a natural one-to-one correspondence between the sets $H \backslash\left(G^{n} \times H\right) / H$ and $G^{n} / / H$ (here $H$ is the image of the subgroup $H \subset G$ by the appropriate diagonal map). In fact, it is easy to see that the function from $G^{n} \times H$ to $G^{n}$ given by

$$
\left(g_{1}, g_{2}, \ldots, g_{n}, h\right) \mapsto\left(g_{1} h^{-1}, g_{2} h^{-1}, \ldots, g_{n} h^{-1}\right)
$$

induces a bijection between the sets $H \backslash\left(G^{n} \times H\right) / H$ and $G^{n} / / H$.
Using the correspondence above, we can define a monoid structure on the set $B_{\infty} / / B_{\infty}[\alpha]$. In fact, we have an one-to-one correspondence between the sets $B_{\infty} / / B_{\infty}[\alpha]$ and $B_{\infty}[\alpha] \backslash\left(B_{\infty} \times\right.$ $\left.B_{\infty}[\alpha]\right) / B_{\infty}[\alpha]$, the later being a submonoid of $B_{\infty}[\alpha] \backslash\left(B_{\infty} \times B_{\infty}\right) / B_{\infty}[\alpha]$.

Furthermore, as a consequence of the existence of a solution for the conjugacy problem for the braid groups and the fact that the injections $i_{n}$ do not merge conjugacy classes (see [7]), we have

Proposition 1.7. The conjugacy problem for $B_{\infty}$ has a solution.
Notice that combining the observations above with Proposition 1.7, it is possible to devise an algorithm to determine when two elements of $B_{\infty} \times B_{\infty}$ belong to the same class in $B_{\infty}[0] \backslash B_{\infty} \times$ $B_{\infty} / B_{\infty}[0]$.

Now, let $v=\left(1, t, t^{2}, \ldots\right)$ and $u=(1,1,1,1, \ldots)$ and denote by $x^{T}$ the transpose of the vector $x$. Consider the subgroup of $\mathrm{GL}(\infty)$ given by

$$
G[n]=\left\{\left(\begin{array}{cc}
1_{n} & \\
& X
\end{array}\right) ; X \in \mathrm{GL}(\infty), v^{\mathrm{T}} X=v^{\mathrm{T}}, X u=u\right\}
$$

It is easy to see that the image of $B_{\infty}[n]$ by the Burau representation is contained in $G[n]$.
Definition 1.8. Consider the matrix

$$
\Theta_{j}[k]=\left(\begin{array}{cccc}
\mathbf{1}_{k} & 0 & 0 & 0 \\
0 & V_{j} & t^{j} 1_{j} & 0 \\
0 & 1_{j} & 0 & 0 \\
0 & 0 & 0 & \mathbf{1}_{\infty}
\end{array}\right)
$$

where

$$
V_{j}=(1-t)\left(\begin{array}{cccc}
1 & t & \cdots & t^{j-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & t & \cdots & t^{j-1}
\end{array}\right)
$$

Let $p \in \mathfrak{p}$ and $q \in \mathfrak{q}$ be representatives of the double cosets $\mathfrak{p} \in G[n] \backslash \mathrm{GL}(\infty) / G[k]$ and $\mathfrak{q} \in$ $G[k] \backslash \mathrm{GL}(\infty) / G[m]$. Then we define their product as

$$
\mathfrak{p} \star_{t} \mathfrak{q}=G[n] p \Theta_{j}[k] q G[m]
$$

for sufficiently large $j$.
Theorem 1.9. The operation defined above does not depend on the choice of representatives of double cosets for $j$ large enough. Moreover, it is associative.

Remark 1.10. In particular, there exists an integer $j_{0}(n, m, p, q)$ such that $G[n] p \Theta_{j}[k] q G[m]=$ $G[n] p \Theta_{j_{0}}[k] q G[m]$ for all $j \geq j_{0}$. We can make $j_{0}$ more precise. In fact let $N \in \mathbb{N}$ be such that $p$ and $q$ can be written as diagonal block matrices $\left(\begin{array}{cc}A & 0 \\ 0 & 1 \infty\end{array}\right)$, where $A$ is a square matrix of dimension $k+N$. Then $j_{0}=\max \{m, n, k+N\}$.

Remark 1.11. The operation $\star_{t}$ generalizes the usual multiplication defined on the double cosets of $\mathrm{GL}(\infty)$ in the sense that setting the parameter $t=1$ we recover the usual multiplication.

Let $G$ be a group and $K[*]=\{K[s] ; s \in \mathbb{N}\}$ a family of subgroups of $G$. We say that there is a well-defined operation on the double cosets of $G$ with relation to the family $K[*]$ when there exists a family of morphisms

$$
\mu=\left\{\mu_{r s t}: K[r] \backslash G / K[s] \times K[s] \backslash G / K[t] \rightarrow K[r] \backslash G / K[t] ; r, s, t \in \mathbb{N}\right\}
$$

satisfying

$$
\mu_{r t u}\left(\mu_{r s t} \times 1_{K[t] \backslash G / K[u]}\right)=\mu_{r s u}\left(1_{K[r] \backslash G / K[s]} \times \mu_{s t u}\right)
$$

for all $r, s, t, u \in \mathbb{N}$ and, if $\mathbf{e} \in K[r] \backslash G / K[r]$ denotes the class of the unit element of $G$, then for all $\alpha \in K[t] \backslash G / K[r]$ and all $\beta \in K[r] \backslash G / K[t]$

$$
\mu_{t r r}(\alpha, \mathbf{e})=\alpha \quad \text { and } \quad \mu_{r r t}(\mathbf{e}, \beta)=\beta
$$

In this case, consider the category $\mathcal{K}(G, K)$ of double cosets, where the objects are nonnegative integers and the morphisms are given by $\operatorname{Hom}(r, s)=K[s] \backslash G / K[r]$. Then,

Proposition 1.12. The Burau representation $\eta: B_{\infty} \rightarrow \mathrm{GL}(\infty)$ induces a functor between the categories $\mathcal{K}\left(B_{\infty}, B_{\infty}[*]\right)$ and $\mathcal{K}(\mathrm{GL}(\infty), G[*])$.

When $G$ is the bisymmetric group (the group that consists of pairs $(g, h)$ of permutations of $\mathbb{N}$ such that $g h^{-1}$ is a finite permutation) and $K$ is its diagonal subgroup, we get a category called the train category of the pair $(G, K)$. This category admits a transparent combinatorial description and encodes information about the representations of the bisymmetric group (see [12, 20]).

## 2 Proofs of main results

### 2.1 Proof of Theorem 1.5

Before proceeding, we introduce the notion of support, which will be needed later.
Definition 2.1. Let $p$ be a braid in $B_{\infty}$. The support of $p$ is

$$
\operatorname{supp} p=\min \left\{j \in \mathbb{N} ; p \in\left\langle\sigma_{1}, \ldots, \sigma_{j}\right\rangle\right\}
$$

Notice that the decomposition of $p$ into the product of elementary braids does not contain any element of $B_{\infty}[\operatorname{supp} p]$, hence $p$ commutes with every element of $B_{\infty}[1+\operatorname{supp} p]$. Also, we can identify $p$ with an element of $B_{1+\operatorname{supp} p}$. We define $\operatorname{supp} 1=0$.

Consider double cosets

$$
\mathfrak{p} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta] \quad \text { and } \quad \mathfrak{q} \in B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma],
$$

and let $p \in \mathfrak{p}$ and $q \in \mathfrak{q}$ be their respective representatives. Setting $\mathfrak{r}_{j}=B_{\infty}[\alpha] p \theta_{j}[\beta] q B_{\infty}[\gamma]$, we have a sequence of double cosets in $B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\gamma]$.
Proposition 2.2. The sequence $\left(\mathfrak{r}_{j}\right)_{j \geq 1}$ defined above is eventually constant.
Proof. We are going to give a proof in several steps:
Step 1. Given $m>0$ we have $\tau_{i}^{(m+1)}=\sigma_{m+\beta+1+i} \tau_{i}^{(m)}$ for all $0 \leq i \leq m-1$. In fact, we have the equality

$$
\tau_{i}^{(m+1)}=\sigma_{m+1+\beta+i} \sigma_{m+\beta+i} \sigma_{m+\beta+i-1} \cdots \sigma_{\beta+i+1}=\sigma_{m+1+\beta+i} \tau_{i}^{(m)}
$$

Step 2. For all $j \leq i$ we have $\sigma_{m+\beta+i+2} \tau_{j}^{(m)}=\tau_{j}^{(m)} \sigma_{m+\beta+i+2}$. Indeed, since $\operatorname{supp} \tau_{j}^{(m)}=$ $m+\beta+j$ and $\sigma_{m+\beta+i+2} \in B_{\infty}[1+m+\beta+j]$, we find that $\sigma_{m+\beta+i+2}$ commutes with $\tau_{j}^{(m)}$.

Step 3. Define $u=\left(\sigma_{m+\beta+1} \sigma_{m+\beta+2} \cdots \sigma_{2 m+\beta}\right)^{-1}$ and $\ell^{-1}=\tau_{m}^{(m+1)}$. Then $\theta_{m}[\beta]=u \theta_{m+1}[\beta] \ell$. In fact, we have

$$
\begin{aligned}
u \theta_{m+1}[\beta] \ell= & u\left(\tau_{0}^{(m+1)} \cdots \tau_{m}^{(m+1)}\right) \ell=u \tau_{0}^{(m+1)} \cdots \tau_{m-1}^{(m+1)} \\
= & u\left(\sigma_{m+\beta+1}^{\left(\tau_{0}^{(m)}\right)}\left(\sigma_{m+\beta+2} \tau_{1}^{(m)}\right) \cdots\left(\sigma_{2 m+\beta}^{(m)} \tau_{m-1}^{(m)}\right)\right. \\
= & \sigma_{2 m+\beta}^{-1} \sigma_{2 m+\beta-1}^{-1} \cdots \sigma_{m+\beta+2}^{-1} \tau_{0}^{(m)}\left(\sigma_{m+\beta+2} \tau_{1}^{(m)}\right) \cdots\left(\sigma_{2 m+\beta} \tau_{m-1}^{(m)}\right) \\
= & \sigma_{2 m+\beta}^{-1} \sigma_{2 m+\beta-1}^{-1} \cdots \sigma_{m+\beta+2}^{-1} \sigma_{m+\beta+2} \tau_{0}^{(m)} \tau_{1}^{(m)} \cdots\left(\sigma_{2 m+\beta} \tau_{m-1}^{(m)}\right) \\
= & \sigma_{2 m+\beta}^{-1} \sigma_{2 m+\beta-1}^{-1} \cdots \sigma_{m+\beta+3}^{-1} \tau_{0}^{(m)} \tau_{1}^{(m)}\left(\sigma_{m+\beta+3} \tau_{2}^{(m)}\right) \cdots\left(\sigma_{2 m+\beta} \tau_{m-1}^{(m)}\right) \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
= & \tau_{0}^{(m)} \tau_{1}^{(m)} \tau_{2}^{(m)} \cdots \tau_{m-1}^{(m)}=\theta_{m}[\beta] .
\end{aligned}
$$

Step 4. Let $M=\max \{\operatorname{supp} p, \operatorname{supp} q, \alpha, \gamma\}+1$. We show that for all $m \geq M$, we have $\mathfrak{r}_{m}=\mathfrak{r}_{m+1}$ and hence that $\mathfrak{r}_{m}=\mathfrak{r}_{M}$ for all $m \geq M$. Let $u$ and $\ell$ be like in step 3 . Since $u, \ell \in B_{\infty}[m+\beta]$, it follows that $u \in B_{\infty}[\alpha], \ell \in B_{\infty}[\gamma]$ and they commute with $p$ and $q$. Therefore

$$
u\left(p \theta_{m+1}[\beta] q\right) \ell=p\left(u \theta_{m+1}[\beta] \ell\right) q=p \theta_{m}[\beta] q .
$$

Thus $\mathfrak{r}_{m}=\mathfrak{r}_{m+1}$.
The following technical lemma will be used in the proof of Lemma 2.5, which in turn is used in Proposition 2.7 and more extensively in Theorem 2.8.

Lemma 2.3. Let $\left\{\left(v_{j}^{i}\right)_{j=1}^{\ell}\right\}_{i=1}^{g}$ be a family of sequences of positive integers such that $v_{j+k}^{i}<v_{j}^{i+n}$ whenever $k+n>0$ with $k, n \in \mathbb{N}$; in other words, the sequences $\left(v_{j}^{i}\right)_{j \geq 1}$ are decreasing and the sequences $\left(v_{j}^{i}\right)_{i \geq 1}$ are increasing. If $\mu_{j}=\prod_{k=1}^{\ell} \sigma_{v_{k}^{j}}$ and $\lambda_{i}=\prod_{k=1}^{g} \sigma_{v_{i}^{k}}$, then $\mu_{1} \cdots \mu_{g}=P=$ $\lambda_{1} \cdots \lambda_{\ell}$.

Proof. We prove the lemma by induction on the pair $(g, \ell)$. The statement is trivial for $g=$ $\ell=1$. Assume it is true for $(g, \ell)$, we prove it is true for $(g+1, \ell)$ and $(g, \ell+1)$.

For $(g+1, \ell)$, notice that

$$
\prod_{s=1}^{g+1} \prod_{r=1}^{\ell} \sigma_{v_{r}^{s}}=\left(\prod_{s=1}^{g} \prod_{r=1}^{\ell} \sigma_{v_{r}^{s}}\right)\left(\prod_{r=1}^{\ell} \sigma_{v_{r}^{g+1}}\right)=\left(\prod_{r=1}^{\ell} \prod_{s=1}^{g} \sigma_{v_{r}^{s}}\right)\left(\prod_{r=1}^{\ell} \sigma_{v_{r}^{g+1}}\right)
$$

If $x_{r}=\prod_{s=1}^{g} \sigma_{v_{r}^{s}}$ we have that $x_{r} \sigma_{v_{t}^{g+1}}=\sigma_{v_{t}^{g+1}} x_{r}$ for $r>t$, this follows from the inequalities $v_{r}^{s}<v_{r}^{g+1}<v_{t}^{g+1}$ for $s<g+1$. Therefore

$$
\begin{aligned}
\left(\prod_{r=1}^{\ell} x_{r}\right)\left(\prod_{r=1}^{\ell} \sigma_{v_{r}^{g+1}}\right) & =x_{1} \cdots x_{\ell} \sigma_{v_{1}^{g+1}} \cdots \sigma_{v_{\ell}^{g+1}}=x_{1} \sigma_{v_{1}^{g+1}} x_{2} \sigma_{v_{2}^{g+1}} \cdots x_{\ell} \sigma_{v_{\ell}^{g+1}} \\
& =\prod_{r=1}^{\ell} x_{r} \sigma_{v_{r}^{g+1}}=\prod_{r=1}^{\ell} \prod_{s=1}^{g+1} \sigma_{v_{r}^{s}}
\end{aligned}
$$

The proof for the case $(g, \ell+1)$ is analogous.
Example 2.4. Consider the sequences given by $v_{j}^{i}=3+i-j, 1 \leq i, j \leq 3$. Let $\mu_{i}, \lambda_{i}, i=1,2,3$ be as in Lemma 2.3. By the same lemma we have that $\mu_{1} \mu_{2} \mu_{3}=\lambda_{1} \lambda_{2} \lambda_{3}$. These products are depicted in Fig. 3(a) and (c). Drawing these braids in a more compact form (Fig. 3(b)) the equivalence between the products becomes evident.


Figure 3. The equality $\mu_{1} \mu_{2} \mu_{3}=P=\lambda_{1} \lambda_{2} \lambda_{3}$.

It will be useful to write the product $P$ from Lemma 2.3 as a matrix, where the indices increase from right to left and from top to bottom.

$$
P=\left[\begin{array}{ccc}
v_{1}^{1} & \rightarrow & v_{\ell}^{1} \\
\downarrow & & \downarrow \\
v_{1}^{g} & \rightarrow & v_{\ell}^{g}
\end{array}\right]
$$

In this way, $\lambda_{1} \cdots \lambda_{\ell}$ is the column-wise product and $\mu_{1} \cdots \mu_{g}$ is the row-wise product.
Consider, for each positive integer $m$, the homomorphism $C_{m}: B_{\infty} \rightarrow B_{\infty}$ given by $C_{m}\left(\sigma_{j}\right)=$ $\sigma_{m+j}$. Then we have the following lemma.

Lemma 2.5. Let $\beta$ and $j$ be nonnegative integers with $j>1$. If $d \in\left\langle\sigma_{\beta+1}, \ldots, \sigma_{\beta+j-1}\right\rangle$, then:
(i) $d \theta_{j}[\beta]=\theta_{j}[\beta] C_{j}(d)$,
(ii) $\theta_{j}[\beta] d=C_{j}(d) \theta_{j}[\beta]$.

Proof. Since $C_{j}$ is a homomorphism, it is enough to prove both statements of the proposition for the case where $d=\sigma_{k}$, for some $\beta+1 \leq k \leq \beta+j-1$.
(i) Recall that $\theta_{j}[\beta]=\tau_{0}^{(j)} \cdots \tau_{j-1}^{(j)}$. We claim that the following holds:

$$
\sigma_{k+i} \tau_{i}^{(j)}=\tau_{i}^{(j)} \sigma_{k+i+1}, \quad 0 \leq i \leq j-1
$$

Indeed, since $\sigma_{k+i}$ is a letter of $\tau_{i}^{(j)}$, but it is different from $\sigma_{j+\beta+i}$, we have

$$
\begin{aligned}
\sigma_{k+i} \tau_{i}^{(j)} & =\sigma_{k+i}\left(\sigma_{j+\beta+i} \cdots \sigma_{\beta+1+i}\right)=\sigma_{j+\beta+i} \cdots \sigma_{k+i+2} \sigma_{k+i} \sigma_{k+i+1} \sigma_{k+i} \sigma_{k+i-1} \cdots \sigma_{\beta+1+i} \\
& =\sigma_{j+\beta+i} \cdots \sigma_{k+i+2} \sigma_{k+i+1} \sigma_{k+i} \sigma_{k+i+1} \sigma_{k+i-1} \cdots \sigma_{\beta+1+i} \\
& =\sigma_{j+\beta+i} \cdots \sigma_{\beta+1+i} \sigma_{k+i+1}=\tau_{i}^{(j)} \sigma_{k+i+1}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\sigma_{k} \theta_{j}[\beta] & =\sigma_{k} \tau_{0}^{(j)} \cdots \tau_{j-1}^{(j)}=\tau_{0}^{(j)} \sigma_{k+1} \tau_{1}^{(j)} \cdots \tau_{j-1}^{(j)}=\cdots=\tau_{0}^{(j)} \cdots \sigma_{k+j-1} \tau_{j-1}^{(j)} \\
& =\tau_{0}^{(j)} \cdots \tau_{j-1}^{(j)} \sigma_{k+j}=\theta_{j}[\beta] \sigma_{k+j}
\end{aligned}
$$

(ii) Let $v_{r}^{s}=j+\beta+s-r$ for $r$ and $s$ positive integers. The family $\left\{\left(v_{r}^{s}\right)\right\}_{r, s=1}^{j}$ satisfies the hypothesis of Lemma 2.3 and therefore $\mu_{1} \cdots \mu_{j}=\lambda_{1} \cdots \lambda_{j}$, where

$$
\mu_{i}=\sigma_{j+\beta+i-1} \cdots \sigma_{\beta+i} \quad \text { and } \quad \lambda_{i}=\sigma_{j+\beta-i+1} \cdots \sigma_{2 j+\beta-i}
$$

Since $\mu_{i}=\tau_{i-1}^{(j)}$, we see that $\theta_{j}[\beta]=\lambda_{1} \cdots \lambda_{j}$. As we saw in item (i), we have that

$$
\lambda_{j-i} \sigma_{k+i}=\sigma_{k+i+1} \lambda_{j-i}, \quad 0 \leq i \leq j-1
$$

Remark 2.6. The intuition behind Lemma 2.5 is that the element $\theta_{j}[\beta]$ exchanges braids in the interval between strands $\beta+1$ and $\beta+j$ with braids in the interval between strands $\beta+j+1$ and $\beta+2 j$.

Our next step is to prove that the product does not depend on the chosen representatives.
Proposition 2.7. Let $p^{\prime}$ and $q^{\prime}$ be other two representatives of $\mathfrak{p}$ and $\mathfrak{q}$ respectively. Consider the sequence

$$
\mathfrak{r}_{j}^{\prime}=B_{\infty}[\alpha] p^{\prime} \theta_{j}[\beta] q^{\prime} B_{\infty}[\gamma]
$$

Then there exists an integer $N>0$ such that

$$
\mathfrak{r}_{j}^{\prime}=\mathfrak{r}_{j}, \quad \text { for all } \quad j \geq N
$$



Figure 4. The element $\theta_{3}[1]$ exchanges the elementary braids $\sigma_{3}$ and $\sigma_{6}$.

Proof. Since $p$ and $p^{\prime}$ are representatives of the same double coset, there exist $r \in B_{\infty}[\alpha]$ and $h \in B_{\infty}[\beta]$ such that $p^{\prime}=r p h$. In a similar way, there exist $k \in B_{\infty}[\beta]$ and $s \in B_{\infty}[\gamma]$ such that $q^{\prime}=k q s$. Therefore,

$$
\mathfrak{r}^{\prime}{ }_{j}=B_{\infty}[\alpha] p^{\prime} \theta_{j}[\beta] q^{\prime} B_{\infty}[\gamma]=B_{\infty}[\alpha] r p h \theta_{j}[\beta] k q s B_{\infty}[\gamma]=B_{\infty}[\alpha] p h \theta_{j}[\beta] k q B_{\infty}[\gamma] .
$$

Consider $N=\max \{\operatorname{supp} p, \operatorname{supp} q, \operatorname{supp} h, \operatorname{supp} k, \alpha, \gamma\}+1$. Given $j \geq N$, let $\bar{h}=C_{j}\left(h^{-1}\right)$ and $\bar{k}=C_{j}\left(k^{-1}\right)$. Then $\bar{h}, \bar{k} \in B_{\infty}[j+\beta]$ and hence $\bar{h} \in B_{\infty}[\gamma]$ and $\bar{k} \in B_{\infty}[\alpha]$. Furthermore, $\bar{h}$ commutes with $q$ and $k$, and $\bar{k}$ commutes with $p$ and $h$. Now,

$$
\begin{aligned}
\bar{k} p h \theta_{j}[\beta] k q \bar{h} & =p h \bar{k} \theta_{j}[\beta] k \bar{h} q=p h \bar{k} C_{j}(k) \theta_{j}[\beta] \bar{h} q \\
& =p h C_{j}\left(k^{-1}\right) C_{j}(k) \theta_{j}[\beta] \bar{h} q=p h \theta_{j}[\beta] \bar{h} q=p \theta_{j}[\beta] C_{j}(h) \bar{h} q=p \theta_{j}[\beta] q .
\end{aligned}
$$

Therefore, for all pairs $(\mathfrak{p}, \mathfrak{q}) \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta] \times B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma]$ we have a well-defined product $\mathfrak{p} \circ \mathfrak{q} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\gamma]$ given by

$$
\mathfrak{p} \circ \mathfrak{q}=B_{\infty}[\alpha] p \theta_{j}[\beta] q B_{\infty}[\gamma],
$$

$p \in \mathfrak{p}, q \in \mathfrak{q}$ and $j$ sufficiently large.
Finally, we are going to prove the associativity of the operation $\circ$.
Proposition 2.8. The product of double cosets is associative.
Proof. Let $\alpha, \beta, \gamma, \delta \in \mathbb{N}$ and consider $\mathfrak{a} \in B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\beta], \mathfrak{b} \in B_{\infty}[\beta] \backslash B_{\infty} / B_{\infty}[\gamma]$ and $\mathfrak{c} \in B_{\infty}[\gamma] \backslash B_{\infty} / B_{\infty}[\delta]$. Choose representatives $a \in \mathfrak{a}, b \in \mathfrak{b}$ and $c \in \mathfrak{c}$ and consider $k=$ $\max \{\alpha, \beta, \gamma, \delta, \operatorname{supp} a, \operatorname{supp} b, \operatorname{supp} c\}+1$. Then

$$
(\mathfrak{a b}) \mathfrak{c}=B_{\infty}[\alpha] a \theta_{k}[\beta] b \theta_{l}[\gamma] c B_{\infty}[\delta] \quad \text { and } \quad \mathfrak{a}(\mathfrak{b c})=B_{\infty}[\alpha] a \theta_{l^{\prime}}[\beta] b \theta_{k}[\gamma] c B_{\infty}[\delta] .
$$

To prove our claim we are going to show that the double cosets above are the same, by exhibiting two representatives that are equal (Figs. 5 and 6 give an example of the process involved). Here we are assuming $\beta \leq \gamma$, the case $\gamma<\beta$ is analogous.

Throughout the rest of the proof we will use the symbol $a \equiv b$ to signify that $a$ and $b$ are representatives of the same double coset of $B_{\infty}[\alpha] \backslash B_{\infty} / B_{\infty}[\gamma]$, that is, we can find elements $h \in B_{\infty}[\alpha]$ and $k \in B_{\infty}[\gamma]$ such that $h a k=b$.

Using the notation of Lemma 2.3 we can write

$$
a \theta_{k}[\beta] b \theta_{l}[\gamma] c=a\left[\begin{array}{ccc}
k+\beta & \rightarrow & \beta+1 \\
\downarrow & & \downarrow \\
2 k+\beta-1 & \rightarrow & k+\beta
\end{array}\right] b\left[\begin{array}{ccc}
2 k+\beta+\gamma & \rightarrow & \gamma+1 \\
\downarrow & & \downarrow \\
4 k+2 \beta+\gamma-1 & \rightarrow & 2 k+\gamma+\beta
\end{array}\right] c,
$$

$$
a \theta_{l^{\prime}}[\beta] b \theta_{k}[\gamma] c=a\left[\begin{array}{ccc}
2 k+\gamma+\beta & \rightarrow & \beta+1 \\
\downarrow & & \downarrow \\
4 k+2 \gamma+\beta-1 & \rightarrow & 2 k+\gamma+\beta
\end{array}\right] b\left[\begin{array}{ccc}
k+\gamma & \rightarrow & \gamma+1 \\
\downarrow & & \downarrow \\
2 k+\gamma-1 & \rightarrow & k+\gamma
\end{array}\right] c .
$$

Using the same lemma, we can see that

$$
\begin{array}{lll}
\theta_{k}[\beta]=R_{1} P ; & P=\left[\begin{array}{ccc}
k+1 & \rightarrow \beta+1 \\
\downarrow & \downarrow \\
2 k & \rightarrow & k+\beta
\end{array}\right], & R_{1}=\left[\begin{array}{ccc}
k+\beta & \rightarrow & k+2 \\
\downarrow & \downarrow \\
2 k+\beta-1 \rightarrow 2 & 2 k+1
\end{array}\right], \\
\theta_{l^{\prime}}[\beta]=R_{2} P_{2} ; & P_{2}=\left[\begin{array}{ccc}
k+1 & \rightarrow & \beta+1 \\
\downarrow & \downarrow \\
3 k+\gamma \rightarrow 2 k+\beta+\gamma
\end{array}\right], & R_{2}=\left[\begin{array}{ccc}
2 k+\beta+\gamma & \rightarrow & k+2 \\
\downarrow & & \downarrow \\
4 k+2 \gamma+\beta-1 \rightarrow 3 k+\gamma+1
\end{array}\right], \\
\theta_{k}[\gamma]=P_{3} R_{3} ; & P_{3}=\left[\begin{array}{ccc}
k+\gamma \rightarrow \gamma+1 \\
\downarrow & \downarrow \\
2 k & \rightarrow & k+1
\end{array}\right], & R_{3}=\left[\begin{array}{cc}
2 k+1 & \rightarrow+2 \\
\downarrow & \downarrow \\
2 k+\gamma-1 \rightarrow k+\gamma
\end{array}\right], \\
\theta_{l}[\gamma]=P_{4} R_{4} ; & P_{4}=\left[\begin{array}{ccc}
2 k+\beta+\gamma \rightarrow \gamma+1 \\
\downarrow & \downarrow \\
3 k+\beta & \rightarrow k+1
\end{array}\right], & R_{4}=\left[\begin{array}{ccc}
3 k+\beta & \rightarrow & k+2 \\
\downarrow & \downarrow \\
4 k+2 \beta+\gamma-1 \rightarrow 2 k+\beta+\gamma
\end{array}\right] .
\end{array}
$$

Since $R_{i} \in B_{\infty}[k+1], 1 \leq i \leq 4$, we have

$$
a R_{1} P b P_{4} R_{4} c=R_{1} a P b P_{4} c R_{4} \equiv a P b P_{4} c, \quad a R_{2} P_{2} b P_{3} R_{3} c=R_{2} a P_{2} b P_{3} c R_{3} \equiv a P_{2} b P_{3} c
$$

Notice also that $P_{4}=R_{5} W$, where

$$
R_{5}=\left[\begin{array}{ccc}
2 k+\beta+\gamma & \rightarrow & 2 k+2 \\
\downarrow & & \downarrow \\
3 k+\beta & \rightarrow & 3 k-\gamma+2
\end{array}\right] \quad \text { and } \quad W=\left[\begin{array}{ccc}
2 k+1 & \rightarrow & \gamma+1 \\
\downarrow & & \downarrow \\
3 k-\gamma+1 & \rightarrow & k+1
\end{array}\right] .
$$

Since supp $P=2 k$ and $R_{5} \in B_{\infty}[2 k+1], R_{5} P=P R_{5}$ and we have $a P b R_{5} W c=a P R_{5} b W c=$ $R_{5} a P b W c \equiv a P b W c$.

Our next objective is to find elements $E, A \in B_{\infty}$ such that $a P_{2} b P_{3} c \equiv a P b E A W c$.
Step 1. $a P_{2} b P_{3} c=a P b E L P_{3} c$. Consider the element

$$
F=\left[\begin{array}{ccc}
2 k+1 & \rightarrow & k+\beta+1 \\
\downarrow & & \downarrow \\
3 k+\gamma & \rightarrow & 2 k+\beta+\gamma
\end{array}\right],
$$

and notice that $P_{2}=P F$. Since $F \in B_{\infty}[k]$, we see that $b F=F b$.
Moreover, $F=E L$ where

$$
E=\left[\begin{array}{ccc}
2 k+1 & \rightarrow & k+\beta+1 \\
\downarrow & & \downarrow \\
2 k-\beta+\gamma & \rightarrow & k+\gamma
\end{array}\right] \quad \text { and } \quad L=\left[\begin{array}{ccc}
2 k-\beta+\gamma+1 & \rightarrow & k+\gamma+1 \\
\downarrow & & \downarrow \\
3 k+\gamma & \rightarrow & 2 k+\beta+\gamma
\end{array}\right] .
$$

Step 2. $L P_{3} c \equiv C P_{3} c$ for some $C$. In fact, consider

$$
C=\left[\begin{array}{ccc}
2 k+\gamma-\beta+1 & \rightarrow & k+\gamma+1 \\
\downarrow & & \downarrow \\
3 k-\beta+1 & \rightarrow & 2 k+1
\end{array}\right] \quad \text { and } \quad D=\left[\begin{array}{ccc}
3 k-\beta+2 & \rightarrow & 2 k+2 \\
\downarrow & & \downarrow \\
3 k+\gamma & \rightarrow & 2 k+\beta+\gamma
\end{array}\right] .
$$

Then $L=C D$ and, since $D \in B_{\infty}[2 k+1]$ and $\operatorname{supp} P_{3}=2 k$, we have $D P_{3} c=P_{3} c D \equiv P_{3} c$. Hence $L P_{3} c \equiv C P_{3} c$.

Step 3. $C P_{3}=A W$ for some $A$. In fact, consider $A=\left[\begin{array}{ccc}2 k+\gamma-\beta+1 & \rightarrow & 2 k+2 \\ \downarrow & & \downarrow \\ 3 k-\beta+1 & \rightarrow & 3 k-\gamma+2\end{array}\right]$. Then,

$$
\begin{aligned}
C P_{3} & =\left[\begin{array}{ccc}
2 k+\gamma-\beta+1 & \rightarrow & k+\gamma+1 \\
\downarrow & & \downarrow \\
3 k-\beta+1 & \rightarrow & 2 k+1
\end{array}\right]\left[\begin{array}{ccc}
k+\gamma & \rightarrow & \gamma+1 \\
\downarrow & & \downarrow \\
2 k & \rightarrow & k+1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 k+\gamma-\beta+1 & \rightarrow & 2 k+2 \\
\downarrow & & \downarrow \\
3 k-\beta+1 & \rightarrow & 3 k-\gamma+2
\end{array}\right]\left[\begin{array}{ccc}
2 k+1 & \rightarrow & k+\gamma+1 \\
\downarrow & & \downarrow \\
3 k-\gamma+1 & \rightarrow & 2 k+1
\end{array}\right]\left[\begin{array}{ccc}
k+\gamma \rightarrow \gamma+1 \\
\downarrow & \downarrow \\
2 k & \rightarrow k+1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 k+\gamma-\beta+1 & \rightarrow & 2 k+2 \\
\downarrow & \downarrow \\
3 k-\beta+1 & \rightarrow & 3 k-\gamma+2
\end{array}\right]\left[\begin{array}{ccc}
2 k+1 & \rightarrow & \gamma+1 \\
\downarrow & \downarrow \\
3 k-\gamma+1 & \rightarrow & k+1
\end{array}\right]=A W .
\end{aligned}
$$

Therefore, $a P_{2} b P_{3} c=a P b E L P_{3} c \equiv a P b E C P_{3} c=a P b E A W c$. At last, consider

$$
\tilde{W}=\left[\begin{array}{ccc}
3 k-\beta+2 & \rightarrow & k+2 \\
\downarrow & & \downarrow \\
4 k-2 \beta+\gamma+1 & \rightarrow & 2 k-\beta+\gamma+1
\end{array}\right] .
$$

Then $A W \tilde{W}=\theta_{r}[\gamma]$ with $r=2 k-\beta+1$. Hence $a P b E A W c \equiv a P b E \theta_{r}[\gamma] c$ and, by Lemma 2.5, $E \theta_{r}[\gamma]=\theta_{r}[\gamma] C_{r}(E)$. Therefore,

$$
a P b E \theta_{r}[\gamma] c=a P b \theta_{r}[\gamma] C_{r}(E) c=a P b \theta_{r}[\gamma] c C_{r}(E) \equiv a P b \theta_{r}[\gamma] c \equiv a P b A W c .
$$

Furthermore, since $A \in B_{\infty}[2 k+1]$ and $\operatorname{supp} P=2 k$,

$$
a P b A W c=a P A b W c=A a P b W c \equiv a P b W c .
$$

Example 2.9. In this example we illustrate the method described in the proof of the theorem above. Here we used $a=\sigma_{2}^{-1} \sigma_{1}^{-1}, b=\sigma_{1}^{2}, c=\sigma_{1}^{2} \sigma_{2}^{2}, \alpha=\delta=3, \beta=1$ and $\gamma=2$. In each of the figures below, the diagrams are different representatives of the same double coset, obtained following the steps of the proof of Proposition 1.5. The dashed horizontal lines highlight the different braids mentioned in the captions.

### 2.2 Proof of Proposition 1.7

We show that the conjugacy problem for $B_{\infty}$ can be reduced to a conjugacy problem in $B_{n}$, for some $n$. Given two braids $x, y \in B_{\infty}$, since these braids are finitely supported, there exists $n \in \mathbb{N}$ such that we can consider these braids as elements of $B_{n}$. Since the conjugacy problem has a solution in $B_{n}$, to prove the proposition it suffices to show that $x$ is conjugate to $y$ in $B_{n}$ if and only if they are conjugate in $B_{\infty}$. But this follows from the properties of the direct limit and the fact that the inclusions $i_{n}: B_{n} \rightarrow B_{n+1}$ do not merge conjugacy classes (see [7]).

### 2.3 Proof of Theorem 1.9

Let $p$ and $q$ be representatives of the double cosets $\mathfrak{p} \in G[n] \backslash \mathrm{GL}(\infty) / G[k]$ and $\mathfrak{q} \in G[k] \backslash \mathrm{GL}(\infty) /$ $G[m]$, respectively. Define the sequence of double cosets

$$
\mathfrak{r}_{j}=G[n] p \Theta_{j}[k] q G[m],
$$

in $G[n] \backslash \mathrm{GL}(\infty) / G[m]$.
We remark the following identity:


Figure 5. The equality $a \theta_{k}[\beta] b \theta_{l}[\gamma] c=a P b W c$.

Lemma 2.10. If $\eta: B_{\infty} \rightarrow \mathrm{GL}(\infty)$ is the Burau representation, as defined in Section 1.3, the following identity holds

$$
\Theta_{j}[k]=\eta\left(\theta_{j}[k]\right), \quad \text { for all } \quad j, k \in \mathbb{N} .
$$

Proposition 2.11. The sequence $\mathfrak{r}_{j}$ above is eventually constant and its limit does not depend on the choice of representatives.

Proof. Let $N \in \mathbb{N}$ be such that $N>\max \{m, k, n\}$ and $p$ and $q$ can be written as square ( $k+N+\infty$ )-matrices with the following block configuration:

$$
p=\left(\begin{array}{ccc}
a & b & 0 \\
c & d & 0 \\
0 & 0 & 1_{\infty}
\end{array}\right), \quad q=\left(\begin{array}{ccc}
x & y & 0 \\
z & w & 0 \\
0 & 0 & 1_{\infty}
\end{array}\right) .
$$

Suppose that for some $i \geq N$ we have $\mathfrak{r}_{i}=\mathfrak{r}_{N}$. We show that $\mathfrak{r}_{i}=\mathfrak{r}_{i+1}$. As we saw in Proposition 2.2, there are elements $u, l \in B_{\infty}$ such that $\theta_{i}[k]=u \theta_{i+1}[k] l$. Hence, if $U=\eta(u)$ and $L=\eta(l)$, we have

$$
\Theta_{i}[k]=U \Theta_{i+1}[k] L .
$$

Furthermore, $U$ and $L$ have the following block configuration

$$
U=\left(\begin{array}{cccc}
1_{k} & 0 & 0 & 0 \\
0 & 1_{i} & 0 & 0 \\
0 & 0 & \nu & 0 \\
0 & 0 & 0 & 1_{\infty}
\end{array}\right), \quad L=\left(\begin{array}{cccc}
1_{k} & 0 & 0 & 0 \\
0 & 1_{i} & 0 & 0 \\
0 & 0 & \lambda & 0 \\
0 & 0 & 0 & 1_{\infty}
\end{array}\right) .
$$



Figure 6. The equality $a \theta_{l^{\prime}}[\beta] b \theta_{k}[\gamma] c=a P b W c$.
Thus,

$$
U p=p U \quad \text { and } \quad L q=q L .
$$

Consequently,

$$
p \Theta_{i}[k] q=p U \Theta_{i+1}[k] L q=U p \Theta_{i+1}[k] q L .
$$

Since $U$ and $L$ are elements of the image of the Burau representation $\eta$, we have that $U, L \in G[k]$ and therefore

$$
\mathfrak{r}_{i+1}=G[n] p \Theta_{i+1}[k] q G[m]=G[n] U p \Theta_{i+1}[k] q L G[m]=G[n] p \Theta_{i}[k] q G[m]=\mathfrak{r}_{i} .
$$

To show that the limit of the sequence $\mathfrak{r}_{\mathfrak{i}}$ does not depend on the choice of representatives it suffices to show that, for any $H$ and $J$ in $G[k]$, we have

$$
\lim G[n] p \Theta_{i}[k] q G[m]=\lim G[n] p J \Theta_{i}[k] H q G[m] .
$$

Let $N>0$ be as before. Consider $M>N$ such that $H$ and $J$ are square $(k+M+\infty)$-matrices with the block configuration:

$$
H=\left(\begin{array}{ccc}
1_{k} & 0 & 0 \\
0 & h & 0 \\
0 & 0 & 1_{\infty}
\end{array}\right), \quad J=\left(\begin{array}{ccc}
1_{k} & 0 & 0 \\
0 & j & 0 \\
0 & 0 & 1_{\infty}
\end{array}\right) .
$$

Since $H$ preserves the vector $v$, we have that $V_{M} h=V_{M}$. Similarly, $j V_{M}=V_{M}$. Therefore,

$$
\left.\left.\begin{array}{rl}
J \Theta_{M}[k] H & =\left(\begin{array}{cccc}
1_{k} & 0 & 0 & 0 \\
0 & j & 0 & 0 \\
0 & 0 & 1_{M} & 0 \\
0 & 0 & 0 & 1_{\infty}
\end{array}\right)\left(\begin{array}{cccc}
1_{k} & 0 & 0 & \\
0 & V_{M} & t^{M} 1_{M} & 0 \\
0 & 1_{M} & 0 & 0 \\
0 & 0 & 0 & 1_{\infty}
\end{array}\right)\left(\begin{array}{ccc}
1_{k} & 0 & 0 \\
0 & h & 0 \\
0 \\
0 & 0 & 1_{M}
\end{array} 0\right. \\
0 & 0 \\
0 & 1_{\infty}
\end{array}\right) . \begin{array}{cccc}
1_{k} & 0 & 0 & 0 \\
0 & j V_{M} h & t^{M} h & 0 \\
0 & j & 0 & 0 \\
0 & 0 & 0 & 1_{\infty}
\end{array}\right)=\left(\begin{array}{ccc}
1_{k} & 0 & 0 \\
0 & V_{M} & t^{M} h \\
0 & j & 0 \\
0 & 0 \\
0 & 0 & 0 \\
1_{\infty}
\end{array}\right) .
$$

Call $J^{\prime}$ the new matrix containing the block $j$ and $H^{\prime}$ the new matrix containing the block $h$. Then we have

$$
p J \Theta_{M}[k] H q=p H^{\prime} \Theta_{M}[k] J^{\prime} q=H^{\prime} p \Theta_{M}[k] q J^{\prime} .
$$

Therefore, $p \Theta_{M}[k] q$ and $p J \Theta_{M}[k] H q$ belong to the same double coset for $M$ sufficiently large.
Therefore, we have a well-defined product of the double cosets $\mathfrak{p}$ and $\mathfrak{q}$ given by

$$
\mathfrak{p} \star_{t} \mathfrak{q}=\lim G[n] p \Theta_{j}[k] q G[m] .
$$

Proposition 2.12. The operation defined above is associative. Furthermore, the Burau representation is a functor between the categories of double cosets of $\mathrm{GL}(\infty)$ and of $B_{\infty}$.

Proof. The proof of the associative property is analogous to the proof of Theorem 2.8, using Lemma 2.10. The functoriality follows from Lemma 2.10.

## 3 Connections with other direct limits of groups

We can extend the above constructions to the product $G^{[n]}=B_{\infty} \times \cdots \times B_{\infty}$ of $n$ copies of the infinite braid group. Let $K$ be the diagonal subgroup of $G^{[n]}$. Clearly, $K$ is naturally isomorphic to $B_{\infty}$. Let $K[\alpha]$ be the image of $B_{\infty}[\alpha]$ under this isomorphism. We define the product of double cosets componentwise.

Corollary 3.1. Consider two double cosets

$$
\mathfrak{p} \in K[\alpha] \backslash G^{[n]} / K[\beta], \quad \mathfrak{q} \in K[\beta] \backslash G^{[n]} / K[\gamma],
$$

and let $p$ and $q$ be their respective representatives. Then the operation given by

$$
\mathfrak{p} \circ \mathfrak{q}=K[\alpha] p \theta_{j}[\beta] q K[\beta],
$$

for $j$ sufficiently large, is well-defined and associative.
Proof. It follows from Propositions 2.2, 2.7 and 2.8.
When there is a surjective homomorphism $B_{\infty}$ onto a group $A$, we have an induced operation on the double cosets of $A$. More precisely, let $\psi: B_{\infty} \rightarrow A$ be a surjective homomorphism and consider, for each $\alpha \in \mathbb{N}$, the image $A[\alpha]$ of the subgroup $B_{\infty}[\alpha]$ by $\psi$. Then the induced product on the double cosets of $A$ with relation to the subgroups $A[\alpha]$ is well-defined. Indeed, this follows from the fact that the sequence used to define the product of double cosets in $B_{\infty}$ not only converges, it becomes constant.

Let $S_{\infty}$ denote the infinite symmetric group, that is, the set of permutations $s: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}$ such that $s(i)=i$ for all but finitely many $i \in \mathbb{N}^{*}$ equipped with the composition of functions. Consider the subgroups $S_{\infty}[\alpha] \subset S_{\infty}, \alpha \in \mathbb{N}$ consisting of the elements fixing the set $\{1,2, \ldots, \alpha\}$ pointwise. In [12], Neretin defined an operation on the double cosets of $S_{\infty}$ with relation to the subgroups $S_{\infty}[\alpha]$ as follows: For integers $\beta \geq 0$ and $n>0$, denote by $\theta_{n}^{s}[\beta]$ the permutation given by

$$
\theta_{n}^{s}[\beta](i)= \begin{cases}i+n, & \beta<i \leq \beta+n \\ i-n, & \beta+n<i \leq \beta+2 n \\ i, & \text { otherwise }\end{cases}
$$

Given double cosets

$$
\mathfrak{p} \in S_{\infty}[\alpha] \backslash S_{\infty} / S_{\infty}[\beta] \quad \text { and } \quad S_{\infty}[\beta] \backslash S_{\infty} / S_{\infty}[\gamma],
$$

and their representatives $p \in \mathfrak{p}$ and $q \in \mathfrak{q}$, define their product as

$$
\mathfrak{p o s} \mathfrak{q}=S_{\infty}[\alpha] p \theta_{n}^{s}[\beta] q S_{\infty}[\gamma],
$$

for sufficiently large $n$.
On the other hand, consider the canonical homomorphism $j: B_{\infty} \rightarrow S_{\infty}$ that associates to each braid the corresponding permutation of its endpoints. It is clear that this is a surjective homomorphism (it is, up to conjugacy, the only surjective homomorphism from $B_{\infty}$ to $S_{\infty}$, see [1]) and hence induces an operation on the double cosets of $S_{\infty}$ with relation to the subgroups $j\left(B_{\infty}[\alpha]\right), \alpha \in \mathbb{N}$. Furthermore, it is easy to check that $j\left(B_{\infty}[\alpha]\right)=S_{\infty}[\alpha]$ for each $\alpha \in \mathbb{N}$.

Proposition 3.2. The operation on double cosets of $S_{\infty}$, with relation to the subgroups $S_{\infty}[\alpha]$, $\alpha \in \mathbb{N}$, coincides with the operation induced by the group $B_{\infty}$.

Proof. In fact, it suffices to check that the elements $\theta_{n}^{s}[\beta]$ and $j\left(\theta_{n}[\beta]\right)$ coincide for all integers $n>0$ and $\beta \geq 0$. But this identity follows directly from the definition of $\theta_{n}[\beta]$ and $j$.

As a last remark, we point out some similarities between the multiplicative structure defined in $B_{\infty}$ and that of $\operatorname{Aut}\left(F_{\infty}\right)$. The group $\operatorname{Aut}\left(F_{\infty}\right)$ is defined as follows: Let $F_{n}$ be the free group with $n$ generators $x_{1}, \ldots, x_{n}$ and denote by $\operatorname{Aut}\left(F_{n}\right)$ the group of automorphisms of $F_{n}$. Then

$$
\operatorname{Aut}\left(F_{\infty}\right)=\lim \operatorname{Aut}\left(F_{n}\right)
$$

The limit is taken with relation to the obvious inclusion $\operatorname{Aut}\left(F_{n}\right) \rightarrow \operatorname{Aut}\left(F_{n+1}\right)$.
For each $\alpha \in \mathbb{N}$ consider the subgroup $H(\alpha)$ of $\operatorname{Aut}\left(F_{\infty}\right)$ of automorphisms $h$ such that $h\left(x_{i}\right)=x_{i}$ for $i \leq \alpha$. In [13], it is defined a product on the double cosets of $\operatorname{Aut}\left(F_{\infty}\right)$ in the following way: Consider the automorphism $\vartheta_{j}[\beta] \in \operatorname{Aut}\left(F_{\infty}\right)$ given by

$$
\vartheta_{j}[\beta]\left(x_{i}\right)= \begin{cases}x_{i}, & i \leq \beta, i>2 j+\beta \\ x_{i+j}, & \beta<i \leq \beta+j \\ x_{i-j}, & \beta+j<i \leq \beta+2 j\end{cases}
$$

Then, for $p$ and $q$ in $\operatorname{Aut}\left(F_{\infty}\right)$, the product of the double cosets $H(\alpha) p H(\beta)$ and $H(\beta) q H(\gamma)$ is the double coset limit of the sequence $p \vartheta_{j}[m] q$ in $H(\alpha) \backslash \operatorname{Aut}\left(F_{\infty}\right) / H(\gamma)$.

For each $n \in \mathbb{N}$, let $i_{n}: B_{n} \rightarrow \operatorname{Aut}\left(F_{n}\right)$ be the Artin representation of $B_{n}$ on the free group $F_{n}$, given by

$$
i_{n}\left(\sigma_{j}\right)\left(x_{k}\right)= \begin{cases}x_{j}, & k=j+1 \\ x_{j} x_{j+1} x_{j}^{-1}, & k=j \\ x_{k}, & \text { otherwise }\end{cases}
$$

This representation is faithful and therefore we can identify $B_{n}$ with the image of $i_{n}$ in $\operatorname{Aut}\left(F_{n}\right)$. Consider the limit homomorphism $i_{\infty}: B_{\infty} \rightarrow \operatorname{Aut}\left(F_{\infty}\right)$. The element $\vartheta_{j}[m]$ is related to the image of the element $\theta_{j}[m]$ as we see in the following proposition

Proposition 3.3. Let $\beta$ be a fixed positive integer. For each $k \in \mathbb{N}$, consider the element $y_{k}=x_{\beta+k} x_{\beta+k-1} \cdots x_{\beta+1} \in F_{\infty}$. Then

$$
i_{\infty}\left(\theta_{k}[\beta]\right)\left(x_{i}\right)= \begin{cases}x_{i}, & i \leq \beta, i>2 k+\beta \\ y_{k}^{-1} x_{i+k} y_{k}, & \beta+1 \leq i \leq k+\beta \\ x_{i-k}, & k+\beta<i \leq 2 k+\beta\end{cases}
$$

In other words,

$$
i_{\infty}\left(\theta_{k}[\beta]\right)\left(x_{i}\right)= \begin{cases}y_{k}^{-1} \vartheta_{k}[\beta]\left(x_{i}\right) y_{k}, & \beta+1 \leq i \leq k+\beta \\ \vartheta_{k}[\beta]\left(x_{i}\right), & \text { otherwise } .\end{cases}
$$

Proof. For $k=1$ we have that $\theta_{1}[\beta]=\sigma_{\beta+1}$ and therefore

$$
i_{\infty}\left(\theta_{1}[\beta]\right)\left(x_{i}\right)=i_{\infty}\left(\sigma_{\beta+1}\right)\left(x_{i}\right)= \begin{cases}x_{i}, & i \leq \beta, i>\beta+2 \\ x_{i}^{-1} x_{i+1} x_{i}, & i=1+\beta \\ x_{i-1}, & i=2+\beta\end{cases}
$$

We are going to show the truth of the identity by induction on $k$. Suppose the identity holds for $k$. We can write $\theta_{k+1}[\beta]$ as

$$
\theta_{k+1}[\beta]=\sigma_{k+\beta+1} \cdots \sigma_{2 k+\beta+1} \theta_{k}[\beta] \sigma_{2 k+\beta} \cdots \sigma_{k+\beta+1}
$$

If we put $w=\sigma_{k+\beta+1} \cdots \sigma_{2 k+\beta+1}$ and $s=\sigma_{2 k+\beta} \cdots \sigma_{k+\beta+1}$ we can re-write the equation above as

$$
\theta_{k+1}[\beta]=w \theta_{k}[\beta] s
$$

We have five cases to analyze:
Case 1. When $\beta+1 \leq i \leq k+\beta$, notice that $i_{\infty}(s)\left(x_{i}\right)=x_{i}$ and $i_{\infty}\left(\theta_{k}[\beta]\right)\left(x_{i}\right)=y_{k}^{-1} x_{i+k} y_{k}$, therefore $i_{\infty}\left(\theta_{k+1}[\beta]\right)\left(x_{i}\right)=i_{\infty}(w)\left(y_{k}^{-1} x_{i+k} y_{k}\right)$. Now,

$$
\begin{aligned}
i_{\infty}(w)\left(x_{i+k}\right) & =i_{\infty}\left(\sigma_{k+\beta+1} \cdots \sigma_{i+k-1}\right) i_{\infty}\left(\sigma_{i+k}\right)\left(x_{i+k}\right) \\
& =i_{\infty}\left(\sigma_{k+\beta+1} \cdots \sigma_{i+k-2}\right) i_{\infty}\left(\sigma_{i+k-1}\right)\left(x_{i+k}^{-1} x_{i+k+1} x_{i+k}\right) \\
& =i_{\infty}\left(\sigma_{k+\beta+1} \cdots \sigma_{i+k-3}\right) i_{\infty}\left(\sigma_{i+k-2}\right)\left(x_{i+k-1}^{-1} x_{i+k+1} x_{i+k-1}\right)=\cdots \\
& =i_{\infty}\left(\sigma_{k+\beta+1}\right)\left(x_{k+\beta+2}^{-1} x_{k+i+1} x_{k+\beta+2}\right)=x_{k+\beta+1}^{-1} x_{k+i+1} x_{k+\beta+1} .
\end{aligned}
$$

Hence,

$$
i_{\infty}(w)\left(y_{k}^{-1} x_{i+k} y_{k}\right)=y_{k}^{-1} i_{\infty}(w)\left(x_{i+k}\right) y_{k}=y_{k}^{-1} x_{k+\beta+1}^{-1} x_{k+i+1} x_{k+\beta+1} y_{k}=y_{k+1}^{-1} x_{k+i+1} y_{k+1} .
$$

Case 2. When $i=k+\beta+1$, we have that

$$
i_{\infty}(s)\left(x_{k+i+\beta}\right)=x_{k+\beta+1}^{-1} \cdots x_{2 k+\beta}^{-1} x_{2 k+\beta+1} x_{2 k+\beta} \cdots x_{k+\beta+1} .
$$

Hence,

$$
\begin{aligned}
i_{\infty}\left(\theta_{k}[\beta] s\right)\left(x_{k+\beta+1}\right) & =i_{\infty}\left(\theta_{k}[\beta]\right)\left(x_{k+\beta+1}^{-1} \cdots x_{2 k+\beta}^{-1} x_{2 k+\beta+1} x_{2 k+\beta} \cdots x_{k+\beta+1}\right) \\
& =x_{\beta+1}^{-1} \cdots x_{k+\beta}^{-1} x_{2 k+\beta+1} x_{k+\beta} \cdots x_{\beta+1}=y_{k}^{-1} x_{2 k+\beta+1} y_{k} .
\end{aligned}
$$

Furthermore, $i_{\infty}(w)\left(x_{2 k+\beta+1}\right)=x_{k+\beta+1}^{-1} x_{2 k+\beta+2} x_{k+\beta+1}$ and hence

$$
\begin{aligned}
i_{\infty}\left(\theta_{k+1}[\beta]\right)\left(x_{k+\beta+1}\right) & =i_{\infty}(w)\left(y_{k}^{-1} x_{2 k+\beta+1} y_{k}\right) \\
& =y_{k}^{-1} x_{k+\beta+1}^{-1} x_{2 k+\beta+2} x_{k+\beta+1} y_{k}=y_{k+1}^{-1} x_{2 k+\beta+2} y_{k+1}
\end{aligned}
$$

Case 3. When $k+\beta+1<i \leq 2 k+\beta+1$, it is sufficient to notice that $i_{\infty}(s)\left(x_{i}\right)=x_{i-1}$, $i_{\infty}\left(\theta_{k}[\beta]\right)\left(x_{i-1}\right)=x_{i-k-1}$ and $i_{\infty}(w)\left(x_{i-k-1}\right)=x_{i-k-1}$.

Case 4. For the case $i=2 k+\beta+2$ we have $i_{\infty}\left(\theta_{k}[\beta] s\right)\left(x_{2 k+\beta+2}\right)=x_{2 k+\beta+2}$. Furthermore, $i_{\infty}(w)\left(x_{2 k+\beta+2}\right)=x_{k+\beta+1}$.

Case 5. For $i \leq \beta$ or $i>2 k+\beta+2$, we have that $i_{\infty}(w)\left(x_{i}\right)=i_{\infty}\left(\theta_{k}[\beta]\left(x_{i}\right)=i_{\infty}(s)\left(x_{i}\right)=x_{i}\right.$ and the result follows.

Thus the elements $\vartheta_{j}[\beta]$ and $i_{\infty}\left(\theta_{j}[\beta]\right)$ are always conjugate in $\operatorname{Aut}\left(F_{\infty}\right)$ (in particular, by an element of $H(\beta))$. Nevertheless $i_{\infty}$ does not induce a homomorphism between the monoids of double cosets. In fact, consider the braid $\omega=\sigma_{2}^{-1} \sigma_{3} \sigma_{1} \sigma_{3} \sigma_{2}$ in $B_{\infty}$ and its projection [ $\omega$ ] in $B[2] \backslash B_{\infty} / B[2]$. Then $i_{\infty}\left(\omega \theta_{N}[2] \omega\right)$ and $i_{\infty}(\omega) \vartheta_{N}[2] i_{\infty}(\omega)$ do not belong to the same double coset of $H(2) \backslash \operatorname{Aut}\left(F_{\infty}\right) / H(2)$.
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