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Abstract. We perform global and local analysis of oscillatory and damped spherically sym-
metric fundamental solutions for Helmholtz operators

(
−∆±β2

)
in d-dimensional, R-radius

hyperbolic Hd
R

and hyperspherical Sd
R

geometry, which represent Riemannian manifolds with
positive constant and negative constant sectional curvature respectively. In particular, we
compute closed-form expressions for fundamental solutions of

(
−∆±β2

)
on Hd

R
,
(
−∆+β2

)
on Sd

R
, and present two candidate fundamental solutions for

(
−∆− β2

)
on Sd

R
. Flat-space

limits, with their corresponding asymptotic representations, are used to restrict proportion-
ality constants for these fundamental solutions. In order to accomplish this, we summarize
and derive new large degree asymptotics for associated Legendre and Ferrers functions of the
first and second kind. Furthermore, we prove that our fundamental solutions on the hyper-
boloid are unique due to their decay at infinity. To derive Gegenbauer polynomial expansions
of our fundamental solutions for Helmholtz operators on hyperspheres and hyperboloids, we
derive a collection of infinite series addition theorems for Ferrers and associated Legendre
functions which are generalizations and extensions of the addition theorem for Gegenbauer
polynomials. Using these addition theorems, in geodesic polar coordinates for dimensions
greater than or equal to three, we compute Gegenbauer polynomial expansions for these
fundamental solutions, and azimuthal Fourier expansions in two-dimensions.

Key words: hyperbolic geometry; hyperspherical geometry; fundamental solution; Helmholtz
equation; Gegenbauer series; separation of variables; addition theorems; associated Legendre
functions; Ferrers functions
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1 Introduction

In this paper we derive associated Legendre and Ferrers function expressions for fundamental
solutions of Helmholtz operators

(
−∆ ± β2

)
, β2 > 0, in Riemannian spaces of constant cur-
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vature, namely in the d-dimensional R-radius hyperboloid Hd
R and hyperspherical SdR models

with negative and positive sectional curvatures respectively, where R > 0. We also compute
eigenfunction expansions for these fundamental solutions of Helmholtz operators in geodesic
polar coordinates in these Riemannian manifolds. In particular, we derive Gegenbauer poly-
nomial expansions for spherically symmetric fundamental solutions of Helmholtz operators on
Riemannian manifolds of negative-constant and positive-constant sectional curvatures. Useful
background material relevant for this paper can be found in [19, 28, 32, 35].

This paper is organized as follows. In Section 2, we introduce and give some useful pro-
perties for the special functions and orthogonal polynomials that we will use in this paper. In
particular, we summarize (and derive new) large degree asymptotics for associated Legendre
and Ferrers functions of the first and second kind. We also derive a collection of infinite series
addition theorems for Ferrers and associated Legendre functions (generalizations and extensions
of the addition theorem for Gegenbauer polynomials) which will be used to compute Gegenbauer
polynomial expansions for fundamental solutions of Helmholtz operator in spaces of constant
curvature. In Section 3, for the hyperboloid model of d-dimensional hyperbolic geometry and
for hyperspherical geometry, we describe some of their global properties, such as their respective
geodesic distance functions, geodesic polar coordinates, Helmholtz operators, and their corre-
sponding radial harmonics. In Section 4, we show how to compute radial harmonics in a geodesic
polar coordinate system and derive fundamental solutions for

(
−∆ ± β2

)
on Hd

R,
(
−∆ + β2

)
on SdR, and study two candidate fundamental solutions for

(
−∆ − β2

)
on SdR. In Section 5,

for d ≥ 3, we compute Gegenbauer polynomial expansions in geodesic polar coordinates for
fundamental solutions of Helmholtz operators on the hyperboloid and hypersphere. We also
compute azimuthal Fourier expansions for these fundamental solutions in two-dimensions. In
Appendix A, the proof of an addition theorem is presented.

2 Special functions, asymptotics, and notation

Throughout this paper we rely on the following definitions. The set of natural numbers is given
by N := {1, 2, 3, . . .}, the set N0 := {0, 1, 2, . . .} = N ∪ {0}, and the set Z := {0,±1,±2, . . .}.
The set R represents the real numbers and the set C represents the complex numbers. For

a1, a2, a3, . . . ∈ C, if i, j ∈ Z and j < i then
j∑
n=i

an := 0 and
j∏
n=i

an := 1. Note that we

often adopt a common notation used for fundamental solution expansions, namely if one takes
a, a′ ∈ R, then

a≶ :=
min

max
{a, a′}.

2.1 The gamma function and factorials

The (Euler) gamma function Γ: C \ −N0 → C (see [27, Chapter 5]), which is ubiquitous in
special function theory satisfies the recurrence formula Γ(z + 1) = zΓ(z), and is an important
combinatoric function which generalizes the factorial function Γ(n + 1) = n!, n ∈ N0. The
gamma function is naturally defined through Euler’s integral [27, equation (5.2.1)]. The following
asymptotic approximation involving the ratio of gamma functions will also be needed.

Lemma 2.1. Let a, b ∈ C. Then we have, as 0 < τ →∞,

Γ(a± iτ)

Γ(b± iτ)
= e±iπ(a−b)/2τa−b

{
1 +O

(
1

τ

)}
, (2.1)

where τa−b takes its principal value.
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Proof. Let δ ∈ (0, π). From [27, equation (5.11.13)]

Γ(z + a)/Γ(z + b) = za−b
{

1 +O
(
z−1
)}
, (2.2)

as z → ∞ with a and b real or complex constants, provided | arg z| ≤ π − δ (< π). If one
takes z = ±iτ with τ > 0 then the argument restriction implies arg(±iτ) = ±π/2, and (2.1)
follows. �

Lemma 2.2. Let a, b ∈ C, z − a 6∈ Z, δ ∈ (0, π). Then we have, as z →∞, provided | arg z| ≤
π − δ,

Γ(−z + a)

Γ(−z + b)
=

sin(π(z − b))
sin(π(z − a))

za−b
{

1 +O
(

1

z

)}
, (2.3)

where za−b takes its principal value.

Proof. Using (2.2), [27, equation (5.5.3)], the result follows. �

The Pochhammer symbol (rising factorial) (·)n : C→ C is defined by

(z)0 := 1, (z)n := (z)(z + 1) · · · (z + n− 1),

where n ∈ N. Note that (z)n = Γ(z + n)/Γ(z), Γ(z − n) = (−1)nΓ(z)/(−z + 1)n, for all
z ∈ C \ −N0, n ∈ N0.

2.2 The Gauss hypergeometric function

The Gauss hypergeometric function 2F1 : C2 × (C \ −N0) ×C \ [1,∞) → C can be defined in
terms of the following infinite series [27, equation (15.2.1)]

2F1

(
a, b

c
; z

)
:=

∞∑
n=0

(a)n(b)n
(c)n

zn

n!
, |z| < 1,

and elsewhere by analytic continuation. Certain orthogonal polynomials are special cases of the
Gauss hypergeometric function, such as Chebyshev polynomials and Gegenbauer polynomials.
The Chebyshev polynomial of the first kind Tn : C→ C is defined as [22, Section 5.7.2]

Tn(x) := 2F1

(
−n, n

1
2

;
1− x

2

)
.

Note that Tn(cosψ) = cos(nψ). The Gegenbauer polynomial Cµn : C → C, n ∈ N0, can be
defined in terms of the Gauss hypergeometric function as

Cµn(x) :=
(2µ)n
n! 2F1

(
−n, 2µ+ n

µ+ 1
2

;
1− x

2

)
.

Note that for µ ∈ (−1
2 ,∞) \ {0}, the Gegenbauer polynomial is orthogonal on (−1, 1) with

a positive weight (see [17, equation (9.8.20)]) and identically zero when µ = 0 for all n ≥ 1. One
also has the following µ→ 0 limit holding [1, equation (6.4.13)]

lim
µ→0

n+ µ

µ
Cµn(x) = εnTn(x), (2.4)

where εn := 2− δn,0. The Legendre polynomial Pn : C→ C is defined by

Pn(x) = P 0
n(x) = Pn(x) = P0

n(x) = C
1
2
n (x) (2.5)

(see Section 2.4 below).
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2.3 The associated Legendre functions of the first and second kind

We also frequently use associated Legendre functions of the first and second kind Pµν , Q
µ
ν : C \

(−∞, 1] → C respectively. Gauss hypergeometric representations of these functions are [27,
equation (14.3.6)]

Pµν (z) :=
1

Γ(1− µ)

(
z + 1

z − 1

)µ
2

2F1

(
−ν, ν + 1

1− µ
;
1− z

2

)
,

where |1− z| < 2 and [27, equation (14.3.7)]

Qµν (z) :=

√
πeiπµΓ(ν + µ+ 1)

(
z2 − 1

)µ
2

2ν+1Γ
(
ν + 3

2

)
zν+µ+1 2F1

(
ν+µ+1

2 , ν+µ+2
2

ν + 3
2

;
1

z2

)
,

where |z| > 1. In regard to the above definition of the associated Legendre function of the first

kind, note that for µ ∈ N, Γ(1 − µ) is undefined, however the function 1
Γ(c) 2F1

(
a,b
c ; z

)
is an

entire function for all a, b, c ∈ C, |z| < 1. See [27, equation (15.2.2)] and the discussion in [27,
Section 14.3(ii)] for µ ∈ Z.

The associated Legendre conical functions are given by µ ∈ C, τ ≥ 0, z ∈ C \ (−∞, 1],
P±µ− 1

2
±iτ

(z), Q±µ− 1
2
±iτ

(z). Associated Legendre functions satisfy various transformations such as

the Whipple transformation, namely [27, equations (14.9.16) and (14.9.17)]. They also satisfy
various connection relations for (conical) associated Legendre functions of the first kind such as
[27, equation (14.9.11)]

P±µ− 1
2
−iτ

(z) = P±µ− 1
2

+iτ
(z) (2.6)

for all µ, τ , z; and [27, equations (14.3.10) and (14.9.15)]

Pµ− 1
2

+iτ
(z) =

Γ
(

1
2 + µ+ iτ

)
Γ
(

1
2 − µ+ iτ

)P−µ− 1
2

+iτ
(z) +

2

π
e−iπµ sin (µπ)Qµ− 1

2
+iτ

(z); (2.7)

connection relations for associated Legendre functions of the second kind, such as [27, equa-
tions (14.3.10) and (14.9.14)]

Q−µ− 1
2

+iτ
(z) = e−2iπµ

Γ
(

1
2 − µ+ iτ

)
Γ
(

1
2 + µ+ iτ

)Qµ− 1
2

+iτ
(z). (2.8)

For the associated Legendre conical function of the first kind, one has the following important
behavior (cf. [26, pp. 171, 173])

P−µ− 1
2

+iτ
(z) ∼ 1

Γ(µ+ 1)

(
z − 1

2

)µ
2

, (2.9)

as z → 1+. For the associated Legendre function of the second kind and its conical form we
note the following important behaviors

Qµν (z) ∼
√
πΓ(ν + µ+ 1)eiπµ

Γ
(
ν + 3

2

)
(2z)ν+1

, (2.10)

as z →∞, ν + µ+ 1 6= −1,−2,−3, . . ., and

Qµ− 1
2
±iτ

(z) ∼
√
πeiπµΓ

(
µ+ 1

2 ± iτ
)

Γ (1± iτ) (2z)
1
2
±iτ

, (2.11)

as z →∞.
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2.3.1 Large degree asymptotics of associated Legendre functions

The associated Legendre functions of the first and second kind satisfy the following asymptotic
representations. Let µ ≥ 0 be bounded, r ∈ (0,∞). Then uniformly we have, as 0 < ν → ∞
[27, equations (14.15.13) and (14.15.14)],

P−µν (cosh r) =
1

νµ

√
r

sinh r
Iµ
((
ν + 1

2

)
r
){

1 +O
(

1

ν

)}
, (2.12)

Qµν (cosh r) = eiπµνµ
√

r

sinh r
Kµ

((
ν + 1

2

)
r
){

1 +O
(

1

ν

)}
. (2.13)

Corresponding results for Pµν (cosh r), Q−µν (cosh r), Q±µ−ν−1(cosh r) follow readily from these for-
mulas and the connection formulas in [27, Section 14.9(iii)]. For extensions to asymptotic ex-
pansions and complex argument see [26, Chapter 12, Section 13].

We shall give analogous results for associated Legendre conical functions. In order to do
so, we shall require so-called envelope functions for our approximants, the Bessel and Hankel
functions. The reason for this is they have zeros in our domain of validity, unlike the modified
Bessel functions used in (2.12), (2.13). For the Bessel function Jµ(x) (µ ≥ 0) of real argument x,

an envelope function env Jµ(x) is given in [27, equations (2.8.32)–(2.8.34)]. This function is

continuous and nonvanishing, and has the properties that Jµ(x)/ env Jµ(x) = O(1) uniformly

for x ∈ (0,∞); lim
x→0+

Jµ(x)/ env Jµ(x) > 0; and Jµ(x)/ env Jµ(x) does not approach zero as

x → ∞. Thus env Jµ(x) has the same order of magnitude as Jµ(x) uniformly for x ∈ (0,∞),

but does not have any zeros (except at x = 0 when µ > 0).
We would like to define an envelope function for Jµ(z) where z is complex with | arg z| ≤ 1

2π

(again assuming µ ≥ 0), and having similar properties as described above. The desired function
is given as follows.

Lemma 2.3. Let µ ≥ 0. The function defined by

env Jµ(z) :=
{
|Jµ(z)|2 + |Jµ+1(z)|2

} 1
2 , (2.14)

has the following properties in the half-plane | arg z| ≤ 1
2π:

(i) it has no zeros, except at z = 0 when µ > 0;

(ii) Jµ(z)/ env Jµ(z) = O(1) uniformly for all non-zero z;

(iii) lim
z→0
|Jµ(z)|/ env Jµ(z) > 0; and

(iv) Jµ(z)/ env Jµ(z) does not approach zero as z →∞.

Proof. From [27, equation (10.6.2)], J ′µ(z) = (µ/z)Jµ(z) − Jµ+1(z), and since Jµ(z), J ′µ(z) do

not have common zeros (except at z = 0 when µ > 0), the same is true of Jµ(z), Jµ+1(z).

Thus from (2.14) we see (i) holds. Finally (ii)–(iv) follow from (2.14) and the following limiting
behaviors which hold for µ ≥ 0, | arg z| ≤ 1

2π, namely as z → 0,

Jµ(z) ∼
(

1
2z
)µ

Γ(µ+ 1)
, (2.15)

and as z →∞,

Jµ(z) =

(
2

πz

) 1
2 [

cos
(
z − πµ

2
− π

4

)
+ o(1) exp{|= z|}

]
,

which completes the proof. �
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We also require envelope functions for the Hankel functions H(1)
µ (z), H(2)

µ (z). For positive
argument these are not required, since these functions have no real zeros. However they do
have complex zeros (see [27, Section 10.21(ix)]), and for this reason we shall construct them for
complex z such that | arg z| ≤ 1

2π. To this end we note the limiting behaviors which hold for
| arg z| ≤ 1

2π, namely as z → 0,

H
(1)
0 (z) ∼ −H(2)

0 (z) ∼ 2i

π
log z,

H(1)
µ (z) ∼ −H(2)

µ (z) ∼ − iΓ(µ)

π

(
1
2z
)−µ

, µ > 0, (2.16)

and as z →∞,

H(1,2)
µ (z) ∼

(
2

πz

) 1
2

exp

{
±i

(
z − 1

2
πµ− 1

4
π

)}
. (2.17)

Now for H(1)
µ (z) the natural choice analogous to (2.14) would appear to be envH(1)

µ (z) ={∣∣H(1)
µ (z)

∣∣2 +
∣∣H(1)

µ+1(z)
∣∣2} 1

2 , but on referring to (2.16) we see that this function would have the

incompatible behavior envH(1)
µ (z) ∼

∣∣H(1)
µ+1(z)

∣∣ ∼ 1
πΓ(µ+1)

(
1
2 |z|
)−µ−1

as z → 0 for µ ≥ 0. Thus

we would have the undesirable limit
∣∣H(1)

µ (z)
∣∣/ envH(1)

µ (z) → 0 as z → 0. A similar problem

occurs for such an envelope function for H(2)
µ (z). With this in mind, in the following lemma we

make the required modification in our definition of the Hankel envelope functions. Note that we
omit the proof, which is similar to the proof of Lemma 2.3.

Lemma 2.4. Let µ ≥ 0. The functions defined by

envH(1,2)
µ (z) :=

{∣∣H(1,2)
µ (z)

∣∣2 + min
{

1, |z|2
}∣∣H(1,2)

µ+1 (z)
∣∣2} 1

2
, (2.18)

has the following properties in the half-plane | arg z| ≤ 1
2π:

(i) envH(1,2)
µ (z) has no zeros;

(ii) H(1,2)
µ (z)/ envH(1,2)

µ (z) = O(1) uniformly for all non-zero z;

(iii) lim
z→0

∣∣H(1,2)
µ (z)

∣∣/ envH(1,2)
µ (z) > 0; and

(iv) H(1,2)
µ (z)/ envH(1,2)

µ (z) does not approach zero as z →∞.

We now state large degree asymptotic approximations for the associated Legendre conical
functions.

Theorem 2.5. Let µ ≥ 0, z = cosh r ∈ C, such that | arg z| ≤ π/2 (equivalently r lying in the
semi-infinite strip < r ≥ 0, |= r| ≤ π/2; see [26, Chapter 12, Section 13.1]). Then uniformly we
have, as 0 < τ →∞,

P−µ− 1
2
±iτ

(cosh r) =
1

τµ

√
r

sinh r

{
Jµ(τr) +O

(
1

τ

)
env Jµ(τr)

}
, (2.19)

Pµ− 1
2
±iτ

(cosh r) = τµ
√

r

sinh r

[
cos(πµ)

{
Jµ(τr)+O

(
1

τ

)
env Jµ(τr)

}
(2.20)

− sin(πµ)

{
Yµ(τr) +O

(
1

τ

)
envH(1)

µ (τr) +O
(

1

τ

)
envH(2)

µ (τr)

}]
,

Q±µ− 1
2

+iτ
(cosh r) = − iπ

2
e(−1±3)iπµ/2τ±µ

√
r

sinh r

{
H(2)
µ (τr) +O

(
1

τ

)
envH(2)

µ (τr)

}
, (2.21)
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Q±µ− 1
2
−iτ

(cosh r) =
iπ

2
e(1±1)iπµ/2τ±µ

√
r

sinh r

{
H(1)
µ (τr) +O

(
1

τ

)
envH(1)

µ (τr)

}
, (2.22)

where in (2.20)–(2.22), r 6= 0.

Proof. The functions w1,2 : C \ (−∞, 1]→ C defined by

w1(z) :=
(
z2 − 1

) 1
2Pµ− 1

2
+iτ

(z), w2(z) :=
(
z2 − 1

) 1
2Qµ− 1

2
+iτ

(z),

satisfy the following ordinary differential equation

d2w

dz2
=

{
− τ2

z2 − 1
+

µ2 − 1

(z2 − 1)2 −
1

4
(
z2 − 1

)}w.
The first term dominates as τ → ∞, and is characterized by having a simple pole at z = 1.
Following [26, Chapter 12] we simplify it by introducing a new independent variable ζ(z) defined
by (see also [27, equation (4.37.19)])

ζ
1
2 :=

∫ z

1

(
t2 − 1

)− 1
2 dt = cosh−1 z. (2.23)

Then with the accompanying change of dependent variable w = ζ−
1
4

(
z2 − 1

) 1
4W , we arrive at

the transformed differential equation

d2W

dζ2
=

(
−τ

2

4ζ
+
µ2 − 1

4ζ2
+
ψ(ζ)

ζ

)
W,

where

ψ(ζ) :=
4µ2 − 1

16

(
1

z2 − 1
− 1

ζ

)
,

which is analytic at z = 1 (ζ = 0).
We apply Olver’s theorem [26, Chapter 12, Theorem 9.1], with u = τ in the solutions of that

theorem (with a slight modification to go from Bessel to modified Bessel functions as described
below), and we obtain asymptotic solutions

W1(τ, ζ) = ζ
1
2

{
Jµ
(
τζ

1
2

)
+O

(
τ−1

)
env Jµ

(
τζ

1
2

)}
, (2.24)

W (1,2)(τ, ζ) = ζ
1
2

{
H(1,2)
µ

(
τζ

1
2

)
+O

(
τ−1

)
envH(1,2)

µ

(
τζ

1
2

)}
. (2.25)

We remark that in Olver’s theorem the approximants used are the modified Bessel functions
Iµ, Kµ. In obtaining the Bessel formulas (2.24), (2.25) we have used the well-known identities

Iµ(iz) ∝ Jµ(z), Kµ(∓iz) ∝ H(1,2)
µ (z).

On account of the monotonicity requirements that determine the domains of validity of the O
terms in (2.24), (2.25) [26, Chapter 12, Section 9.1], it is straightforward to show that these order
terms are uniformly valid in an unbounded ζ domain which corresponds to the right half-plane
| arg z| ≤ 1

2π; see [26, Chapter 12, Section 13.1].
Next we match the associated Legendre conical functions with the asymptotic solutions. To

do so we note the fundamental asymptotic behaviors using (2.9), (2.11). From the behavior of
Bessel functions at 0 and ∞ (see (2.15), (2.17)), we have as ζ → 0

W1(τ, ζ) ∼ ζ
µ+1
2

(
1
2τ
)µ
/Γ(µ+ 1), (2.26)
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and as ζ →∞,

W (1,2)(τ, ζ) ∼
(

2

πτ

) 1
2

ζ
1
4 exp

{
±iτζ

1
2 ∓ 1

2 iπµ∓ 1
4πi
}
. (2.27)

By matching solutions recessive at z = 1 (ζ = 0) we therefore deduce that

P−µ− 1
2

+iτ
(z) = λ1(µ, τ)

(
ζ
(
z2 − 1

))− 1
4W1(τ, ζ), (2.28)

for some constant λ1(µ, τ). From (2.9), (2.26) we find that ζ ∼ 2(z− 1) as z → 1, and therefore
from (2.28)

λ1(µ, τ) = lim
z→1

(
z2 − 1

) 1
4P−µ− 1

2
+iτ

(z)

ζ
1
4Jµ
(
τζ

1
2

) =
1

τµ
. (2.29)

Now from (2.23), ζ = r2 for z = cosh r, and therefore from (2.24), (2.28), (2.29) we arrive
at (2.19). Noting also (2.6), which then completes the proof of (2.19), (2.20).

Next from (2.23) it is readily verified that ζ
1
2 ∼ log(2z) as z → ∞. Hence by matching

solutions with the same (unique) behavior at z = ∞ (ζ = ∞), we assert that there exists
a constant λ(2)(µ, τ) such that

Qµ− 1
2

+iτ
(z) = λ(2)(µ, τ)

(
ζ
(
z2 − 1

))− 1
4W (2)(τ, ζ).

This time the constant is found by the following limit

λ(2)(µ, τ) = lim
z→∞

(
z2 − 1

) 1
4Qµ− 1

2
+iτ

(z)

ζ
1
4H

(2)
µ

(
τζ

1
2

) .

From (2.11), (2.27) we arrive at

λ(2)(µ, τ) = 1
2πeiπ(µ

2
− 1

4
)τ

1
2

Γ
(
µ+ 1

2 + iτ
)

Γ(1 + iτ)
. (2.30)

Then, using (2.1) to simplify (2.30) we establish (2.21) for the upper signs. For the lower signs
we simply use (2.8) together with (2.1), (2.22) follows similarly. Finally, (2.20) comes from (2.1),
(2.7), (2.19), (2.21), which completes the proof. �

We remark that approximations for associated Legendre conical functions as 0 < τ → ∞
with |µ| large are given in [8] (µ real) and [9] (µ imaginary), but these are more complicated
than those given by (2.19)–(2.22), as well as in Theorem 2.17 below.

2.3.2 Associated Legendre function addition theorems

In [6, Proposition 5.1], an addition theorem is derived for the associated Legendre function of
the second kind Qµµ(cosh ρ)/ sinhµ ρ, where

cosh ρ = cosh r cosh r′ − sinh r sinh r′ cos γ. (2.31)

We now present generalizations of that addition theorem for

Pµν (cosh ρ)/ sinhµ ρ and Qµν (cosh ρ)/ sinhµ ρ.
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Theorem 2.6. Let µ ∈ C such that <µ > −1
2 , µ 6= 0, ν ∈ C\−N, r, r′ ∈ (0,∞), r 6= r′, γ ∈ R

and (2.31). Then

1

sinhµ ρ
Pµν (cosh ρ)

=
2µΓ(µ)

(sinh r sinh r′)µ

∞∑
n=0

(−1)n(n+ µ)P−(µ+n)
ν (cosh r<)Pµ+n

ν (cosh r>)Cµn(cos γ), (2.32)

1

sinhµ ρ
Qµν (cosh ρ)

=
2µΓ(µ)

(sinh r sinh r′)µ

∞∑
n=0

(−1)n(n+ µ)P−(µ+n)
ν (cosh r<)Qµ+n

ν (cosh r>)Cµn(cos γ). (2.33)

For µ = 0, see Corollary 2.7.

Proof. The proof for the expansion of the associated Legendre function of the second kind is
identical to that given in [6, Proposition 5.1], except one does not specialize to ν = µ. For the
associated Legendre function of the first kind, instead start with [10, equation (8.3)]. �

Corollary 2.7. Let ν ∈ C \ −N, r, r′ ∈ (0,∞), r 6= r′, γ ∈ R and (2.31). Then

Pν(cosh ρ) =
∞∑
n=0

εn(−1)nP−nν (cosh r<)Pnν (cosh r>)Tn(cos γ),

Qν(cosh ρ) =
∞∑
n=0

εn(−1)nP−nν (cosh r<)Qnν (cosh r>)Tn(cos γ). (2.34)

Proof. Taking the limit as µ→ 0 in (2.33) and using (2.4) produces the result. �

Corollary 2.8. Let ν ∈ C \ −N, r, r′ ∈ (0,∞), r 6= r′, γ ∈ R and (2.31). Then

cosh
((
ν + 1

2

)
ρ
)

sinh ρ
=

π

2
√

sinh r sinh r′

×
∞∑
n=0

(−1)n(2n+ 1)P
−n− 1

2
ν (cosh r<)P

n+ 1
2

ν (cosh r>)Pn(cos γ),

exp
(
−
(
ν + 1

2

)
ρ
)

sinh ρ
=

−i√
sinh r sinh r′

×
∞∑
n=0

(−1)n(2n+ 1)P
−n− 1

2
ν (cosh r<)Q

n+ 1
2

ν (cosh r>)Pn(cos γ).

Proof. Let µ = 1
2 in (2.32), (2.33), and using [27, equations (14.5.15) and (14.5.17)], (2.5),

completes the proof. �

2.4 The Ferrers functions of the first and second kind

The Ferrers functions of the first and second kind respectively Pµν ,Q
µ
ν : (−1, 1) → C provide

a definition for the associated Legendre functions on (−1, 1). The Ferrers functions have the
following Gauss hypergeometric representations [27, equations (14.3.1) and (14.3.12)]

Pµν (x) :=
1

Γ(1− µ)

(
1 + x

1− x

)µ
2

2F1

(
−ν, ν + 1

1− µ
;
1− x

2

)
, (2.35)
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Qµν (x) :=
√
π 2µ

Γ
(ν+µ+2

2

)
Γ
(ν−µ+1

2

) x cos
[
π
2 (ν + µ)

](
1− x2

)µ
2

2F1

(
1−ν−µ

2 , ν−µ+2
2

3
2

;x2

)

−
√
π2µ−1

Γ
(ν+µ+1

2

)
Γ
(ν−µ+2

2

) sin
[
π
2 (ν + µ)

](
1− x2

)µ
2

2F1

(
−ν−µ

2 , ν−µ+1
2

1
2

;x2

)
, (2.36)

where for Qµν we must impose the constraint ν + µ ∈ C \ −N, except for the anomalous cases
ν = −3

2 ,−
5
2 , . . .. In regard to the above definition of the Ferrers function of the first kind (see

also the definition of Pµν (z) given in Section 2.3), note that 1
Γ(c) 2F1

(
a,b
c ; z

)
is an entire function

for all a, b, c ∈ C, |z| < 1. See [27, equation (15.2.2)] and the discussion in [27, Section 14.3(ii)]
for µ ∈ Z.

Note that the Ferrers function of the first kind is related to the Gegenbauer function of the first
kind (generalization of the Gegenbauer polynomial for non-integer degrees) with general λ, µ,
using [27, equation (14.3.21)], namely

Cµλ (cos γ) =

√
π Γ(2µ+ λ)

2µ−
1
2 Γ(λ+ 1) Γ(µ)

(sin γ)
1
2
−µ P

1
2
−µ

µ+λ− 1
2

(cos γ). (2.37)

The Ferrers conical functions are given by µ ∈ C, τ ≥ 0, x ∈ (−1, 1), P±µ− 1
2
±iτ

(x), Q±µ− 1
2
±iτ

(x),

which satisfy the following connection formulas, namely [27, equation (14.9.11)]

P±µ− 1
2
−iτ

(x) = P±µ− 1
2

+iτ
(x) (2.38)

and from [27, equation (14.9.10)], we have

P−µ− 1
2

+iτ
(−x) = sin(π(iτ − µ))P−µ− 1

2
+iτ

(x) +
2

π
cos(π(iτ − µ))Q−µ− 1

2
+iτ

(x). (2.39)

For the Ferrers functions of the first and second kind, one has the connection formulas, namely
[27, Section 14.9(ii)], and after replacing µ by −µ one obtains

P−µν (x) =
Γ(ν − µ+ 1)

Γ(ν + µ+ 1)

[
cos(πµ)Pµν (x)− 2

π
sin(πµ)Qµν (x)

]
, (2.40)

Q−µν (x) =
Γ(ν − µ+ 1)

Γ(ν + µ+ 1)

[
cos(πµ)Qµν (x) +

π

2
sin(πµ)Pµν (x)

]
. (2.41)

We will also need [27, equations (14.9.8) and (14.9.10)],

P−µν (−x) = cos(π(ν − µ))P−µν (x)− 2

π
sin(π(ν − µ))Q−µν (x), (2.42)

Q−µν (−x) = − cos(π(ν − µ))Q−µν (x)− π

2
sin(π(ν − µ))P−µν (x). (2.43)

2.4.1 Some properties of functions associated with P−µ
ν

(−x)

Proposition 2.9. Let x ∈ (−1, 1), ν ∈ C, <µ > 0. Then

P−µν (−x) =
1

Γ(µ+ 1)

(
1 + x

1− x

)µ
2

2F1

(
−ν, ν + 1

1 + µ
;
1 + x

2

)
. (2.44)

Proof. Use (2.35) and map x 7→ −x, µ 7→ −µ. �
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Corollary 2.10. Let x ∈ (−1, 1), ν ∈ C, <µ > 0. Then

lim
x→−1+

P−µν (−x) = 0, (2.45)

lim
x→−1+

1(
1− x2

)µ
2

P−µν (−x) =
1

2µΓ(µ+ 1)
. (2.46)

Proof. As x → −1+ (2.44) clearly vanishes, establishing (2.45). Dividing (2.44) by
(
1 − x2

)µ
2

and estimating as x→ −1+ establishes (2.46). �

Corollary 2.11. Let x ∈ (−1, 1), ν ∈ C. Then

d

dx
P−µν (−x)

∣∣∣∣
x→−1+

= 0, <µ > 2,

d

dx

[
1(

1− x2
)µ

2

P−µν (−x)

]∣∣∣∣∣
x→−1+

= − ν(ν + 1)

2µ+1Γ(µ)
. (2.47)

We next define an odd Ferrers function fµν : (−1, 1)→ C, by the difference

fµν (x) := Pµν (−x)− Pµν (x). (2.48)

Remark 2.12. This difference is directly proportional to the difference of Ferrers functions of
the second kind through [22, p. 170]

Qµν (−x)− Qµν (x) =
π

2
cot
(
π
2 (ν + µ)

)(
Pµν (−x)− Pµν (x)

)
=
π

2
cot
(
π
2 (ν + µ)

)
fµν (x). (2.49)

We note that (2.48) vanishes if Pµν (x) is even. This occurs if ν+µ is a non-negative even integer,
or if ν−µ is a negative odd integer (see [26, Chapter 5, p. 187]). Similarly, the Ferrers function of
the second kind difference (2.49) vanishes if ν+µ is a positive odd integer, or if ν−µ is a negative
odd integer. For our purposes (2.48) will suffice, since in our applications this function will not
vanish identically.

Lemma 2.13. Let ν ∈ C, <
(
α± µ

2

)
> 0. Then∫ 1

−1

(
1− x2

)α−1
P−µν (±x)dx =

πΓ
(
α+ µ

2

)
Γ
(
α− µ

2

)
2µΓ

(
α+ ν+1

2

)
Γ
(
α− ν

2

)
Γ
(ν+µ+2

2

)
Γ
(µ−ν+1

2

) . (2.50)

Proof. Let I denote the integral in (2.50), with positive sign in the argument of the Ferrers
function. Insert the hypergeometric representation of the Ferrers function of the first kind (2.35),
and make the substitution ξ = (1 − x)/2. This converts I to a Mellin transform, namely after
re-mapping ξ 7→ x,

I =
22α−1

Γ(1 + µ)

∫ 1

0

xα+µ
2
−1(1− x)α−

µ
2
−1

2F1

(
−ν, ν + 1

1 + µ
;x

)
dx.

Using [12, equation (7.512.5)], we can evaluate the integral in terms of a 3F2(1), namely

I =
22α−1Γ

(
α+ µ

2

)
Γ
(
α− µ

2

)
Γ(1 + µ)Γ(2α) 3F2

(
−ν, ν + 1, α+ µ

2

1 + µ, 2α
; 1

)
.

The 3F2(1) in question can be evaluated using Whipple’s sum [27, equation (16.4.7)] for <
(
α±

µ
2

)
> 0. The invariance of I with argument of the Ferrers function of the first kind as −x follows

by direct substitution. Hence the proof of the lemma is demonstrated. �
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Corollary 2.14. Let <µ > −1. Then∫ 1

−1

(
1− x2

)µ
2 P−µν (±x)dx =

2µ+1Γ(µ+ 1)

Γ(µ− ν + 1)Γ(ν + µ+ 2)
. (2.51)

Proof. Using Lemma 2.13 and properties of gamma function completes the proof. �

2.4.2 Large degree asymptotics of Ferrers functions

Theorem 2.15. Let µ ≥ 0 bounded, δ ∈ (0, π), θ ∈ (0, π − δ], and the envelope functions
for Jµ, Yµ being the real-valued ones given by [27, equations (2.8.32)–(2.8.34)]. Then uniformly
we have, as ν →∞,

P−µν (cos θ) =
1

νµ

√
θ

sin θ

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

, (2.52)

Pµν (cos θ) = νµ

√
θ

sin θ

[
cos(πµ)

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

− sin(πµ)

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}]

, (2.53)

Q−µν (cos θ) = − π

2νµ

√
θ

sin θ

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}

, (2.54)

Qµν (cos θ) = −πν
µ

2

√
θ

sin θ

[
sin (πµ)

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

+ cos(πµ)

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}]

, (2.55)

P−µν (− cos θ) =
1

νµ

√
θ

sin θ

[
cos(π(ν − µ))

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

+ sin(π(ν − µ))

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}]

, (2.56)

Q−µν (− cos θ) = − π

2νµ

√
θ

sin θ

[
sin(π(ν − µ))

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

− cos(π(ν − µ))

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}]

. (2.57)

Proof. Using [27, equations (14.15.11) and (14.15.12)], the uniform asymptotic approximations
follow from simplifying the ratio of gamma functions in (2.40), (2.41), via (2.2), and setting
x = cos θ. The asymptotic approximations (2.56), (2.57) follow using (2.41), (2.42), (2.52),
(2.54). �

Corollary 2.16. Let µ ≥ 0 be bounded. Then for the odd Ferrers function (2.48), we have as
0 < ν →∞,

f−µν (cos θ) =
1

νµ

√
θ

sin θ

[
(cos(π(ν − µ))− 1)

{
Jµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Jµ

((
ν + 1

2

)
θ
)}

+ sin(π(ν − µ))

{
Yµ
((
ν + 1

2

)
θ
)

+O
(

1

ν

)
env Yµ

((
ν + 1

2

)
θ
)}]

, (2.58)

uniformly for θ ∈
(
0, 1

2π
]
, and

f−µν (cos θ) =
1

νµ

√
π − θ
sin θ

[
(1− cos(π(ν − µ)))



Fundamental Solutions and Gegenbauer Expansions of Helmholtz Operators 13

×
{
Jµ
((
ν + 1

2

)
(π − θ)

)
+O

(
1

ν

)
env Jµ

((
ν + 1

2

)
(π − θ)

)}
(2.59)

− sin(π(ν − µ))

{
Yµ
((
ν + 1

2

)
(π − θ)

)
+O

(
1

ν

)
env Yµ

((
ν + 1

2

)
(π − θ)

)}]
,

uniformly for θ ∈
[

1
2π, π

)
.

Proof. For (2.58), combine (2.52), (2.56). For (2.59) replace θ by π − θ in (2.58) and observe
that f−µν (cos(π − θ)) = f−µν (− cos θ) = −f−µν (cos θ). �

Similar approximations for the Ferrers conical functions read as follows.

Theorem 2.17. Let µ ≥ 0 bounded, δ ∈ (0, π), θ ∈ (0, π − δ]. Then uniformly, we have, as
0 < τ →∞,

P−µ− 1
2
±iτ

(cos θ) =
1

τµ

√
θ

sin θ
Iµ(τθ)

{
1 +O

(
1

τ

)}
, (2.60)

Pµ− 1
2
±iτ

(cos θ) = τµ

√
θ

sin θ

[
Iµ(τθ)

{
1 +O

(
1

τ

)}
+

2

π
sin(πµ)Kµ(τθ)

{
1 +O

(
1

τ

)}]
, (2.61)

Q−µ− 1
2
±iτ

(cos θ) =
1

τµ

√
θ

sin θ

[
e∓iπµKµ(τθ)

{
1 +O

(
1

τ

)}
∓ iπ

2
Iµ(τθ)

{
1 +O

(
1

τ

)}]
, (2.62)

Qµ− 1
2
±iτ

(cos θ) = τµ

√
θ

sin θ

[
cos(πµ)Kµ(τθ)∓ iπ

2
Iµ(τθ)

]{
1 +O

(
1

τ

)}
, (2.63)

P−µ− 1
2
±iτ

(− cos θ) =
eπτ

πτµ

√
θ

sin θ
Kµ(τθ)

{
1 +O

(
1

τ

)}
, (2.64)

Q−µ− 1
2
±iτ

(− cos θ) = ∓ ieπτ

2τµ

√
θ

sin θ
Kµ(τθ)

{
1 +O

(
1

τ

)}
. (2.65)

Proof. Under the hypotheses of the theorem, the approximation (2.60), along with

Q̂−µ− 1
2

+iτ
(cos θ) =

1

τµ

√
θ

sin θ
Kµ(τθ)

(
1 +O

(
1

τ

))
, (2.66)

where Q̂−µ− 1
2

+iτ
(x) is defined by [27, equation (14.20.2)], follow directly from [27, equations

(14.20.17) and (14.20.18)]. Now from [27, equation (14.20.3)] we have the connection formula

Q̂−µ− 1
2

+iτ
(x) = A(µ, τ)P−µ− 1

2
+iτ

(x) +B(µ, τ)P−µ− 1
2

+iτ
(−x), (2.67)

where A,B : [0,∞)2 → R, are defined by

A(µ, τ) :=
πe−πτ sin(µπ) sinh(τπ)

2
(
cosh2(τπ)− sin2(µπ)

) , B(µ, τ) :=
π
(
e−πτ cos2(µπ) + sinh(τπ)

)
2
(
cosh2(τπ)− sin2(µπ)

) .

Hence from (2.39), (2.67) we obtain

Q−µ− 1
2

+iτ
(x) = G(µ, τ)P−µ− 1

2
+iτ

(x) +H(µ, τ)Q̂−µ− 1
2

+iτ
(x), (2.68)
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where

G := −A+BC

BD
, H :=

1

BD
, C := sin(π(iτ − µ)), D :=

2

π
cos(π(iτ − µ)).

Then from solving (2.68) for Q̂−µ− 1
2

+iτ
(x), and simplifying and approximating G(µ, τ), H(µ, τ) for

large τ , one finds after some calculation that

Q−µ− 1
2

+iτ
(x) = e−iπµQ̂−µ− 1

2
+iτ

(x)
(
1 +O

(
τ−1

))
− iπ

2
P−µ− 1

2
+iτ

(x)
(
1 +O

(
τ−1

))
. (2.69)

We then insert (2.60), (2.66) into (2.69) and with x = cos θ, arrive at (2.62). Finally, using
the connection formulas (2.40), (2.41) (with ν = −1

2 + iτ), along with (2.1), (2.60), (2.62), we
establish (2.61), (2.63). For (2.60), (2.61), note (2.38). Also note that in each of (2.61), (2.62),
the two terms of

(
1 + O

(
τ−1

))
do not factor as they do in (2.60), (2.61) because there may

be cancellations in the two terms which would then leave the result untrue. The asymptotic
approximations (2.64), (2.65) follow using (2.42), (2.43), (2.60), (2.62). �

Corollary 2.18. Let µ ≥ 0 be bounded. Then for the odd Ferrers conical function ((2.48) with
ν = −1

2 + iτ), as 0 < τ →∞,

f−µ
−1

2±iτ
(cos θ) =

1

τµ

√
θ

sin θ

[
eπτ

π
Kµ(τθ)− Iµ(τθ)

]{
1 +O

(
1

τ

)}
, (2.70)

uniformly for θ ∈
(
0, 1

2π
]
, and

f−µ
−1

2±iτ
(cos θ) = − 1

τµ

√
π − θ
sin θ

[
eπτ

π
Kµ(τ(π − θ))− Iµ(τ(π − θ))

]{
1 +O

(
1

τ

)}
, (2.71)

uniformly for θ ∈
[

1
2π, π

)
.

Proof. For (2.70) combine (2.60), (2.64). The proof of (2.71) is similar to that of (2.59). �

2.4.3 Ferrers function addition theorems

In [7, Theorem 4.1], an addition theorem is derived for a fundamental solution of the Laplace–
Beltrami operator on a positive constant sectional curvature space, the d-dimensional hyper-
sphere. That addition theorem was for the Ferrers function the second kind Q−µµ (cos Θ)/ sinµ Θ,
where

cos Θ = cos θ cos θ′ + sin θ sin θ′ cos γ. (2.72)

In this subsection we present generalizations of that addition theorem for P±µν (± cos Θ)/ sinµ Θ,
Q±µν (± cos Θ)/ sinµ Θ.

Theorem 2.19. Let µ ∈ C such that <µ > −1
2 , µ 6= 0, ν ∈ C \ −N, γ ∈ R, θ, θ′ ∈ (0, π) such

that

tan
(

1
2θ<

)
tan

(
1
2θ>

)
< 1. (2.73)

Then provided the Ferrers functions of the second kind are defined,

1

sinµ Θ
Pµν (cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ
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×
∞∑
n=0

(−1)n(n+ µ)P−(µ+n)
ν (cos θ<)Pµ+n

ν (cos θ>)Cµn(cos γ), (2.74)

1

sinµ Θ
Qµν (cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ

×
∞∑
n=0

(−1)n(n+ µ)P−(µ+n)
ν (cos θ<)Qµ+n

ν (cos θ>)Cµn(cos γ), (2.75)

1

sinµ Θ
P−µν (cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ

∞∑
n=0

[
(−1)n(n+ µ)(ν + µ+ 1)n(µ− ν)n

× P−(µ+n)
ν (cos θ)P−(µ+n)

ν (cos θ′)Cµn(cos γ)
]
, (2.76)

1

sinµ Θ
Q−µν (cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ

∞∑
n=0

[
(−1)n(n+ µ)(ν + µ+ 1)n(µ− ν)n

× P−(µ+n)
ν (cos θ<)Q−(µ+n)

ν (cos θ>)Cµn(cos γ)
]
, (2.77)

1

sinµ Θ
P−µν (− cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ

∞∑
n=0

[
(n+ µ)(ν + µ+ 1)n(µ− ν)n

× P−(µ+n)
ν (cos θ<)P−(µ+n)

ν (− cos θ>)Cµn(cos γ)
]
, (2.78)

1

sinµ Θ
Q−µν (− cos Θ) =

2µΓ(µ)

(sin θ sin θ′)µ

∞∑
n=0

[
(n+ µ)(ν + µ+ 1)n(µ− ν)n

× P−(µ+n)
ν (cos θ<)Q−(µ+n)

ν (− cos θ>)Cµn(cos γ)
]
, (2.79)

where in all but (2.76) θ 6= θ′. For µ = 0, see Corollary 2.23.

Proof. See Appendix A. �

Remark 2.20. If one is interested in the above addition theorems which correspond to the
Ferrers functions with ν = µ, then one can directly use (2.74), (2.75). If one examines the
behavior of (2.76), when ν = µ, it is seen that only the n = 0 term in the sum survives.
However, one can see through [27, equation (14.4.18)], that the left-hand side exactly matches
the n = 0 term on the right-hand side. Note that the left-hand side of (2.77) is defined for
ν = µ, but (except for n = 0) the terms in the series on the right-hand side are undefined in
this case. However, the limit of the series exists as ν → µ, and is given by Corollary 2.21 below.
Similar limiting results can be obtained if ν − µ ∈ N but we do not pursue this.

The addition theorems for the Ferrers function of the second kind with ν = −µ can be
obtained in two different ways. These Ferrers functions appear in the study of a fundamental
solution of the Laplace–Beltrami operator on the d-dimensional R-radius hypersphere. See (4.11)
below and [3, 5, 7].

Corollary 2.21. Let µ ∈ C such that <µ > −1
2 , µ 6= 0, θ, θ′ ∈ (0, π), γ ∈ R, (2.72) and (2.73)

hold with θ 6= θ′. Then

1

sinµ Θ
Q−µµ (cos Θ) =

π tan(πµ)

2µ+1Γ(µ+ 1)
+

√
π sec(πµ)

µ2µΓ
(
µ+ 1

2

)
(sin θ sin θ′)µ

×
∞∑
n=0

(−1)n(n+ µ)P−n−µµ (cos θ<)Qn+µ
µ (cos θ>)Cµn(cos γ) (2.80)
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=
−π cot(πµ)

2µ+1Γ(µ+ 1)
+

π
3
2 csc(πµ)

µ2µ+1Γ
(
µ+ 1

2

)
(sin θ sin θ′)µ

×
∞∑
n=0

(−1)n(n+ µ)P−n−µµ (cos θ<)Pn+µ
µ (cos θ>)Cµn(cos γ), (2.81)

where the first equality is valid except when µ is a half odd integer, and the second equality is
valid except when µ is an integer.

Proof. First start with (2.75), let ν = µ, and apply the connection relation (2.41) to the
left-hand side of the equation only. The result (2.80) immediately follows using [27, equa-
tion (14.5.18)]. The derived formula is clearly undefined for µ being a half odd integer, but is
otherwise valid. Next start with (2.74), let ν = µ, and apply the connection relation (2.40), to
the left-hand side of the formula only and [27, equation (14.5.18)]. The derived formula (2.81)
is clearly undefined for µ being an integer, but is otherwise valid. �

In order to obtain the addition theorems for the Ferrers function of the second kind when the
order is equal to the negative degree, and is either an integer or a half odd integer, one can then
use the above corollary. The following formulae, specializations of Corollary 2.21, are exactly
those results which are derived in [7, Theorems 3.1 and 4.1] for a fundamental solution of the
Laplace–Beltrami operator on the d-dimensional R-radius hypersphere.

Corollary 2.22. Let k ∈ N, m ∈ N0, θ, θ′ ∈ (0, π), γ ∈ R, (2.72) and (2.73) hold with θ 6= θ′.
Then

log cot
(

1
2Θ
)

= log cot
(

1
2θ>

)
+
∞∑
n=1

2n

n

[
tan

(
1
2θ<

)
sin(θ>)

]n [
cos2n

(
1
2θ>

)
− (−1)n sin2n

(
1
2θ>

)]
Tn(cos γ), (2.82)

1

sink Θ
Q−kk (cos Θ) =

√
π(−1)k

k2kΓ
(
k + 1

2

)
(sin θ sin θ′)k

×
∞∑
n=0

(−1)n(n+ k)P−n−kk (cos θ<)Qn+k
k (cos θ>)Ckn(cos γ), (2.83)

1

sinm+ 1
2 Θ

Q
−m− 1

2

m+ 1
2

(cos Θ) =
(−1)mπ

3
2

(2m+ 1)2m+ 3
2m!(sin θ sin θ′)m+ 1

2

×
∞∑
n=0

(−1)n(2n+ 2m+ 1)P
−n−m− 1

2

m+ 1
2

(cos θ<)P
n+m+ 1

2

m+ 1
2

(cos θ>)C
m+ 1

2
n (cos γ). (2.84)

Proof. First substitute µ = k ∈ N in (2.80) which produces (2.83). Next, substituting µ =
m+ 1

2 , m ∈ N0, in (2.81), to produce (2.84). Then take the limit as µ→ 0 in (2.80) using (2.4)
which produces (2.82). �

Corollary 2.23. Let ν ∈ C \ −N, θ, θ′ ∈ (0, π), γ ∈ R, (2.72) and (2.73) hold with θ 6= θ′.
Then

Pν(cos Θ) =

∞∑
n=0

(−1)nεnP
−n
ν (cos θ<)Pnν (cos θ>)Tn(cos γ), (2.85)

Qν(cos Θ) =

∞∑
n=0

(−1)nεnP
−n
ν (cos θ<)Qnν (cos θ>)Tn(cos γ), (2.86)
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Pν(− cos Θ) =
∞∑
n=0

εn(−ν)n(ν + 1)nP
−n
ν (cos θ<)P−nν (− cos θ>)Tn(cos γ), (2.87)

Qν(− cos Θ) =
∞∑
n=0

εn(−ν)n(ν + 1)nP
−n
ν (cos θ<)Q−nν (− cos θ>)Tn(cos γ), (2.88)

where εn = 2− δn,0.

Proof. Taking the limit as µ→ 0 in (2.74), (2.75), (2.78), (2.79), and using (2.4) produces the
result. �

Note that the same result can be obtained by using (2.76), (2.77), using connection formulas
in [27, equations (14.9.3) and (14.9.4)]. Similarly we can use the addition Theorem 2.19 to
expand the functions on the left-hand sides in terms of Legendre polynomials

(
µ = 1

2

)
. In

this case, the Ferrers functions on the left-hand side reduce to trigonometric functions [27,
equation (54.5.11)–(14.5.14)].

Corollary 2.24. Let θ, θ′ ∈ (0, π), γ ∈ R, (2.72) and (2.73) hold with θ 6= θ′. Then

cos
((
ν + 1

2

)
Θ
)

sin Θ
=

π

2
√

sin θ sin θ′

∞∑
n=0

(−1)n(2n+ 1)P
−n− 1

2
ν (cos θ<)P

n+ 1
2

ν (cos θ>)Pn(cos γ),

sin
((
ν + 1

2

)
Θ
)

sin Θ
= − 1√

sin θ sin θ′

∞∑
n=0

(−1)n(2n+ 1)P
−n− 1

2
ν (cos θ<)Q

n+ 1
2

ν (cos θ>)Pn(cos γ).

Proof. Specializing (2.74), (2.75), with µ = 1
2 and [27, equations (14.5.11) and (14.5.13)],

produces the result. �

3 Global analysis on Riemannian manifolds
of constant curvature

In this paper, when we refer to a fundamental solution, it is meant to be a fundamental solution
of a partial differential operator on a Riemannian manifold M . A fundamental solution for
a linear partial differential operator Ex on a d-dimensional Riemannian manifold M , is in general
a distribution Gd : (M ×M) \ {(x,x) : x ∈ M} → C which satisfies the following linear partial
differential equation

ExGd(x,x′) = δg(x,x
′),

where x,x′ ∈ M , g is the Riemannian structure on M , and δg is the Dirac delta distribution
on M . Note that for the operators that are treated in this paper, a fundamental solution will
always be function, but for other operators such as for wave operators (see, e.g., [18, equa-
tion (4.1.5)]), fundamental solutions are in general distributions. Furthermore, we will only
perform global and local analysis for Riemannian manifolds M with constant curvature (hyper-
spherical SdR, hyperbolic Hd

R, and Euclidean geometry Rd), and we will only study linear elliptic
partial differential operators of the form

(
−∆±β2

)
, where −∆ is the positive Laplace–Beltrami

operator on M and β2 ≥ 0, R > 0. In this paper, these operators are referred to as Helmholtz
operators, and in the case where β = 0, they are Laplacian operators.

In this section we develop the necessary material in order to study fundamental solutions for
these operators on these manifolds.
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3.1 Hyperspherical geometry and the hyperboloid model
of hyperbolic geometry

Hyperbolic space in d-dimensions is a fundamental example of a space exhibiting hyperbolic
geometry. It was developed independently by Lobachevsky and Bolyai around 1830 (see [34]),
and most likely by Gauss and Schweikart (although they never published this result), even earlier
(see [21, Chapter 6]). It is a geometry analogous to Euclidean geometry, but such that Euclid’s
parallel postulate is no longer assumed to hold.

There are several models of d-dimensional hyperbolic space including the Klein, Poincaré,
hyperboloid, upper-half space and hemisphere models (see [32]). The hyperboloid model for
d-dimensional hyperbolic geometry is closely related to the Klein and Poincaré models: each
can be obtained projectively from the others. The upper-half space and hemisphere models can
be obtained from one another by inversions with the Poincaré model (see [32, Section 2.2]). The
model we will be focusing on in this paper is the hyperboloid model.

The hyperboloid model, also known as the Minkowski or Lorentz model, is a model of d-
dimensional hyperbolic geometry in which points are represented by the upper sheet (submani-
fold) S+ of a two-sheeted hyperboloid embedded in the Minkowski space Rd,1. Minkowski space
is a (d + 1)-dimensional pseudo-Riemannian manifold which is a real finite-dimensional vector
space, with coordinates given by x = (x0, x1, . . . , xd). It is equipped with a nondegenerate,
symmetric bilinear form, the Minkowski bilinear form [·, ·] : Rd,1 ×Rd,1 → R defined such that

[x,y] := x0y0 − x1y1 − · · · − xdyd.

The above bilinear form is symmetric, but not positive-definite, so it is not an inner product. It
is defined analogously with the Euclidean inner product (·, ·) : Rd+1 ×Rd+1 → R defined such
that

(x,y) := x0y0 + x1y1 + · · ·+ xdyd.

The variety [x,x] = x2
0 − x2

1 − · · · − x2
d = R2, for x ∈ Rd,1, using the language of [2] (see

also [35, p. 504]), defines a pseudo-sphere of radius R. Points on the pseudo-sphere with zero
radius coincide with the cone. Points on the pseudo-sphere with radius greater than zero lie
within this cone, and points on the pseudo-sphere with purely imaginary radius lie outside the
cone. The upper sheets of the positive radii pseudo-spheres are maximally symmetric, simply
connected, negative-constant sectional curvature (given by −1/R2, see for instance [19, p. 148]),
d-dimensional Riemannian submanifolds, embedded and with induced metric from the ambient
Minkowski space Rd,1. For R ∈ (0,∞), we refer to the upper sheet of this variety [x,x] = R2,
with x ∈ Rd,1, as the R-radius hyperboloid Hd

R. Similarly, we refer to the variety (x,x) = R2

for R > 0 and x ∈ Rd+1, as the R-radius hypersphere SdR which is a maximally symmetric, sim-
ply connected, positive-constant sectional curvature (given by 1/R2) d-dimensional Riemannian
submanifold, embedded and with induced metric from the ambient Euclidean space. The Eu-
clidean space Rd equipped with the Pythagorean norm, is a space with vanishing curvature. We
denote the unit radius hyperboloid by Hd := Hd

1 and the unit radius hypersphere by Sd := Sd1.
In our discussion of a fundamental solution for the Helmholtz operator in the hyperboloid

model of hyperbolic geometry, we focus on the positive radius pseudo-sphere which can be
parameterized through subgroup-type coordinates, i.e., those which correspond to a maximal
subgroup chain O(d, 1) ⊃ · · · (see for instance [28]). There exist separable coordinate systems
which parameterize points on positive radius pseudo-spheres which can not be constructed using
maximal subgroup chains, e.g., such as those which are analogous to parabolic coordinates, etc.
We will no longer discuss these.

Geodesic polar coordinates are coordinates which correspond to the maximal subgroup chain
given by O(d, 1) ⊃ O(d) ⊃ · · · . What we will refer to as standard geodesic polar coordinates
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correspond to the subgroup chain given by O(d, 1) ⊃ O(d) ⊃ O(d − 1) ⊃ · · · ⊃ O(2). Stan-
dard geodesic polar coordinates (see [14, 25]), similar to standard hyperspherical coordinates in
Euclidean space, can be given on Hd

R by

x0 = R cosh r,

x1 = R sinh r cos θd−1,

x2 = R sinh r sin θd−1 cos θd−2,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
xd−2 = R sinh r sin θd−1 · · · cos θ2,

xd−1 = R sinh r sin θd−1 · · · sin θ2 cosφ,

xd = R sinh r sin θd−1 · · · sin θ2 sinφ, (3.1)

where r ∈ [0,∞), φ ∈ [0, 2π), and θi ∈ [0, π] for 2 ≤ i ≤ d− 1, and on SdR by

x0 = R cos θ,

x1 = R sin θ cos θd−1,

x2 = R sin θ sin θd−1 cos θd−2,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
xd−2 = R sin θ sin θd−1 · · · cos θ2,

xd−1 = R sin θ sin θd−1 · · · sin θ2 cosφ,

xd = R sin θ sin θd−1 · · · sin θ2 sinφ, (3.2)

where θ := θd ∈ [0, π], θi ∈ [0, π] for 2 ≤ i ≤ d− 1, and φ ∈ [0, 2π).
The isometry group of the space Hd

R is the pseudo-orthogonal group SO(d, 1), the Lorentz
group in (d + 1)-dimensions. Hyperbolic space Hd

R, can be identified with the quotient space
SO(d, 1)/SO(d). The isometry group acts transitively on Hd

R. That is, any point on the hy-
perboloid can be carried, with the help of a Euclidean rotation of SO(d − 1), to the point
(coshα, sinhα, 0, . . . , 0), and a hyperbolic rotation

x′0 = −x1 sinhα+ x0 coshα, x′1 = −x1 coshα− x0 sinhα,

maps that point to the origin (1, 0, . . . , 0) of the space.
In order to do analysis on a fundamental solution of the Helmholtz equation on the hyper-

boloid and hypersphere, we need to describe how one computes distances in these spaces. One
may naturally compare distances on the positive radius pseudo-sphere through analogy with
the R-radius hypersphere. Distances on the hypersphere are simply given by arc lengths, angles
between two arbitrary vectors, from the origin, in the ambient Euclidean space. We consider the
d-dimensional hypersphere embedded in Rd+1. Points on the hypersphere can be parameterized
using hyperspherical coordinate systems. Any parameterization of the hypersphere SdR, must
have (x,x) = x2

0 + · · ·+ x2
d = R2, with R > 0. The geodesic distance between two points on the

hypersphere ds : SdR × SdR → [0, πR] is given by

ds(x,x
′) := Rρs = R cos−1

(
(x,x′)

(x,x)(x′,x′)

)
= R cos−1

(
1

R2
(x,x′)

)
. (3.3)

This is evident from the fact that the geodesics on SdR are great circles (i.e., intersections of SdR
with planes through the origin) with constant speed parameterizations (see [19, p. 82]).

Accordingly, we now look at the geodesic distance function on the d-dimensional positive
radius pseudo-sphere Hd

R. Distances between two points on the positive radius pseudo-sphere
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are given by the hyperangle between two arbitrary vectors, from the origin, in the ambient
Minkowski space. Any parameterization of the hyperboloid Hd

R, must have [x,x] = R2. The
geodesic distance dh : Hd

R ×Hd
R → [0,∞) between any two points on the hyperboloid is given

by

dh(x,x′) := R cosh−1

(
[x,x′]

[x,x][x′,x′]

)
= R cosh−1

(
1

R2
[x,x′]

)
, (3.4)

where the inverse hyperbolic cosine with argument x ∈ (1,∞) is given by [27, equation (4.37.19)],
(2.23). Geodesics on Hd

R are great hyperbolas (i.e., intersections of Hd
R with planes through

the origin) with constant speed parameterizations (see [19, p. 84]). We also define two global
functions ρh : Hd ×Hd → [0,∞), ρs : Sd × Sd → [0, π] which represent the projections of the
global geodesic distance functions (3.4) on Hd

R and SdR onto the corresponding unit radius
hyperboloid Hd and hypersphere Sd respectively, namely

ρh(x̂, x̂′) := dh(x,x′)/R, (3.5)

ρs(x̂, x̂
′) := ds(x,x

′)/R, (3.6)

where x̂ = x/R and x̂′ = x′/R.

3.2 The Helmholtz equation in Riemannian spaces of constant curvature

Parametrizations of a submanifold embedded in either a Euclidean or Minkowski space are given
in terms of coordinate systems whose coordinates are curvilinear. These are coordinates based
on some transformation that converts the standard Cartesian coordinates in the ambient space
to a coordinate system with the same number of coordinates as the dimension of the submanifold
in which the coordinate lines are curved.

On a d-dimensional Riemannian manifold M (a manifold together with a Riemannian met-
ric g), the Laplace–Beltrami operator (Laplacian) ∆: Cp(M)→ Cp−2(M), p ≥ 2, in curvilinear
coordinates ξ =

(
ξ1, . . . , ξd

)
is given by

∆ =
d∑

i,j=1

1√
|g|

∂

∂ξi

(√
|g|gij ∂

∂ξj

)
, (3.7)

where |g| = | det(gij)|, the infinitesimal distance is given by

ds2 =

d∑
i,j=1

gijdξ
idξj , (3.8)

and

d∑
i=1

gkig
ij = δjk.

For a Riemannian submanifold, the relation between the metric tensor in the ambient space
and gij of (3.7), (3.8) is

gij(ξ) =
d∑

k,l=0

Gkl
∂xk

∂ξi
∂xl

∂ξj
.
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On Hd
R the ambient space is Minkowski, and therefore G = diag(1,−1, . . . ,−1). On SdR, G =

diag(1, 1, . . . , 1).
The set of all geodesic polar coordinate systems on the hyperboloid correspond to the many

ways one can put coordinates on a hyperbolic hypersphere, i.e., the Riemannian submanifold
U ⊂ Hd

R defined for a bounded x′ ∈ Hd
R such that dh(x,x′) = b = const, where b ∈ (0,∞). These

are coordinate systems which correspond to maximal subgroup chains starting with O(d, 1) ⊃
O(d) ⊃ · · · , with standard geodesic polar coordinates given by (3.1) being only one of them.
(For a thorough description of these see [35, Section X.5].) They all share the property that
they are described by d-variables: r ∈ [0,∞) plus (d− 1)-angles each being given by the values
[0, 2π), [0, π], [−π/2, π/2] or [0, π/2] (see [15, 16]).

In any of the geodesic polar coordinate systems, the global geodesic distance between any
two points on the hyperboloid and hypersphere are given by (cf. (3.4), (3.6))

dh(x,x′) = R cosh−1
(
cosh r cosh r′ − sinh r sinh r′ cos γ

)
, (3.9)

ds(x,x
′) = R cos−1

(
cos θ cos θ′ + sin θ sinh θ′ cos γ

)
, (3.10)

where γ is the unique separation angle defined on the unit radius submanifold Sd−1 which is
embedded in both d-dimensional Riemannian manifolds Hd

R and SdR for a fixed geodesic radius.
For instance, one may write the separation angle in standard geodesic polar coordinates (3.1)
or (3.2) as follows

cos γ = cos(φ− φ′)
d−2∏
i=1

sin θisin θi
′ +

d−2∑
i=2

cos θicos θi
′
d−2∏
j=i+1

sin θjsin θj
′. (3.11)

Corresponding separation angle formulae for any geodesic polar coordinate system can be com-
puted using (3.3), (3.4), and the associated formulae for the appropriate inner-products.

Note that by making use of the isometry group SO(d, 1) to map x′ to the origin, then the
geodesic distance ρ as measured from the origin to a point x ∈ Hd

R with curvilinear coordinate r
is ρ = Rr. Hence if R = 1 which corresponds to Hd (the unit radius hyperboloid), then on this
Riemannian manifold, the geodesic distance is ρ = r, and there is no distinction between the
global geodesic distance and the r-parameter in a geodesic polar coordinate system.

The infinitesimal distance in a geodesic polar coordinate system on the submanifold Hd
R is

given by

ds2 = R2
(
dr2 + sinh2 rdγ2

)
, (3.12)

and on SdR by

ds2 = R2
(
dθ2 + sin2 θdγ2

)
, (3.13)

where an appropriate expression for γ in a curvilinear coordinate system is given by (3.11). If
one combines (3.1) or (3.2), (3.7), (3.11) and (3.12) or (3.13), then in a particular geodesic polar
coordinate system, the Helmholtz equation on Hd

R is given by

(
−∆± β2

)
f =

1

R2

[
−∂

2f

∂r2
− (d− 1) coth r

∂f

∂r
− 1

sinh2 r
∆Sd−1f ± β2R2f

]
= 0, (3.14)

and on SdR by

(
−∆± β2

)
f =

1

R2

[
−∂

2f

∂θ2
− (d− 1) cot θ

∂f

∂θ
− 1

sin2 θ
∆Sd−1f ± β2R2f

]
= 0, (3.15)

where ∆Sd−1 is the corresponding Laplace–Beltrami operator on the unit radius hypersphe-
re Sd−1.
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3.3 Homogeneous solutions of the Helmholtz equation
in geodesic polar coordinates

Geodesic polar coordinate systems partition Hd
R into a family of (d− 1)-dimensional hyperbolic

hyperspheres, each with a geodesic radius Rr with r ∈ (0,∞) on which all possible hyperspherical
coordinate systems for Sd−1 may be used (see for instance [35]). One then must also consider
the limiting case for r = 0 to fill out all of Hd

R. In subgroup-type coordinate systems, one can
compute the normalized hyperspherical harmonics in that space by solving the Laplace equation
using separation of variables. This results in a general procedure which is given explicitly
in [15, 16]. These angular harmonics are given as general expressions involving trigonometric
functions, Gegenbauer polynomials and Jacobi polynomials.

The harmonics in geodesic polar coordinate systems are given in terms of a radial solution
multiplied by the angular harmonics. The angular harmonics are eigenfunctions of the Laplace–
Beltrami operator on Sd−1 which satisfy the following eigenvalue problem

∆Sd−1Y K
l (x̂) = −l(l + d− 2)Y K

l (x̂),

where x̂ ∈ Sd−1, Y K
l (x̂) are normalized hyperspherical harmonics, l ∈ N0 is the angular mo-

mentum quantum number, and K stands for the set of (d − 2)-quantum numbers identifying
degenerate harmonics for each l. The degeneracy (2l + d − 2)(d − 3 + l)!/(l!(d − 2)!) (see [35,
equation (9.2.11)]), tells you how many linearly independent solutions exist for a particular l
value and dimension d. The hyperspherical harmonics can optionally be normalized so that∫

Sd−1

Y K
l (x̂)Y K′

l′
(x̂)dω = δl

′
l δ

K′
K ,

where dω is the Riemannian (volume) measure (see for instance [13, Section 3.4]) on Sd−1 which
is invariant under the isometry group SO(d) (cf. (4.7)), and for x + iy = z ∈ C, z = x − iy,
represents complex conjugation. The generalized Kronecker delta δK

′
K ∈ {0, 1} is defined such

that it equals 1 if all of the (d−2)-quantum numbers identifying degenerate harmonics for each l
coincide, and equals zero otherwise.

Since the angular solutions (hyperspherical harmonics) are well-known (see for instance [35,
Chapter IX], [11, Chapter 11]), we will now focus on the radial solutions on Hd

R and SdR coming
from

(
−∆±β2

)
in geodesic polar coordinate systems. These radial solutions respectively satisfy

the following ordinary differential equations (cf. (3.14)) for all R ∈ (0,∞), namely,

−d2h

dr2
− (d− 1) coth r

dh

dr
+

(
l(l + d− 2)

sinh2 r
+ β2R2

)
h = 0, (3.16)

−d2h

dr2
− (d− 1) coth r

dh

dr
+

(
l(l + d− 2)

sinh2 r
− β2R2

)
h = 0, (3.17)

on Hd
R and

−d2s

dθ2
− (d− 1) cot θ

ds

dθ
+

(
l(l + d− 2)

sin2 θ
+ β2R2

)
s = 0, (3.18)

−d2s

dθ2
− (d− 1) cot θ

ds

dθ
+

(
l(l + d− 2)

sin2 θ
− β2R2

)
s = 0, (3.19)

on SdR.

Eight solutions to the ordinary differential equation (3.16) hd,l,±1,R,β,±, h
d,l,±
2,R,β,± : (0,∞)→ C are

given by

hd,l,±1,R,β,±(r) =
1

sinh
d
2
−1 r

P
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2+4β2R2

(cosh r),
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hd,l,±2,R,β,±(r) =
1

sinh
d
2
−1 r

Q
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2+4β2R2

(cosh r).

Similarly, if (d− 1)2 − 4β2R2 ≥ 0, the solutions to (3.17) fd,l,±1,β,R,±, f
d,l,±
2,R,β,± : (0,∞)→ C are

fd,l,±1,R,β,±(r) =
1

sinh
d
2
−1 r

P
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2−4β2R2

(cosh r),

fd,l,±2,R,β,±(r) =
1

sinh
d
2
−1 r

Q
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2−4β2R2

(cosh r).

If (d − 1)2 − 4β2R2 ≤ 0, the solutions to (3.17) are given in terms of the associated Legendre
conical functions [27, Section 14.20]

yd,l,±1,R,β,±(r) =
1

sinh
d
2
−1 r

P
±( d

2
−1+l)

− 1
2
± i

2

√
4β2R2−(d−1)2

(cosh r),

yd,l,±2,R,β,±(r) =
1

sinh
d
2
−1 r

Q
±( d

2
−1+l)

− 1
2
± i

2

√
4β2R2−(d−1)2

(cosh r).

On SdR, solutions to (3.19) sd,l,±1,R,β,±, s
d,l,±
2,R,β,± : (0, π)→ C are given by

sd,l,±1,R,β,±(θ) =
1

sin
d
2
−1 θ

P
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2+4β2R2

(± cos θ),

sd,l,±2,R,β,±(θ) =
1

sin
d
2
−1 θ

Q
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2+4β2R2

(± cos θ),

where Pµν ,Q
µ
ν : (−1, 1)→ C are Ferrers functions of the first and second kind [27, Section 14.3(i)].

Similarly, if (d− 1)2 − 4β2R2 ≥ 0, solutions to (3.18) wd,l,±1,β,±, w
d,l,±
2,β,± : (0, π)→ C are

wd,l,±1,R,β,±(θ) =
1

sin
d
2
−1 θ

P
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2−4β2R2

(± cos θ),

wd,l,±2,R,β,±(θ) =
1

sin
d
2
−1 θ

Q
±( d

2
−1+l)

− 1
2
± 1

2

√
(d−1)2−4β2R2

(± cos θ).

Otherwise, if (d− 1)2 − 4β2R2 ≤ 0, the solutions to (3.18) are given in terms of Ferrers conical
functions [27, Section 14.20]

ud,l,±1,R,β,±(θ) =
1

sin
d
2
−1 θ

P
±( d

2
−1+l)

− 1
2
± i

2

√
4β2R2−(d−1)2

(± cos θ),

ud,l,±2,R,β,±(θ) =
1

sin
d
2
−1 θ

Q
±( d

2
−1+l)

− 1
2
± i

2

√
4β2R2−(d−1)2

(± cos θ).

Remark 3.1. If d
2 − 1 + l is a half odd integer (d odd), the solutions can be expressed

as elementary functions. From [27, equations (14.5.15)–(14.5.17)], then P
±( d

2
−1+l)

ν (cosh r)

and Q
±( d

2
−1+l)

ν (cosh r) with odd d can be found by using the order-recurrence relation [27,

equation (14.10.6)]. From [27, equations (14.5.11)–(14.5.14)], then P
±( d

2
−1+l)

ν (cos θ) and

Q
±( d

2
−1+l)

ν (cos θ) with odd d can be found by using the order-recurrence relation [27, equa-
tion (14.10.1)]. On the other hand, if d is even and (d − 1)2 − 4β2R2 = 0, the solutions to
(3.16), (3.18) can be written in terms of complete elliptic integrals of the first and second kind
K : [0, 1) → [π2 ,∞) and E : [0, 1] → [1, π2 ] respectively. These are given in terms of the Gauss
hypergeometric function, namely [27, equations (19.5.1) and (19.5.2)] or through definite inte-
grals [27, Section 19.2]. Using [27, equations (14.5.24)–(14.5.27)], then, P 1

− 1
2

(cosh r) is obtained
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from P 1
2
(cosh r) with P− 1

2
(cosh r), and Q1

− 1
2

(cosh r) from Q 1
2
(cosh r) with Q− 1

2
(cosh r), by the

recurrence relations [27, equation (14.10.7)]. Using [27, equations (14.5.20)–(14.5.23)], then,
P1
− 1

2

(cos θ) is obtained from P 1
2
(cos θ) with P− 1

2
(cos θ), and Q1

− 1
2

(cos θ) from Q 1
2
(cos θ) with

Q− 1
2
(cos θ), by the recurrence relations [27, equation (14.10.2)]. Subsequently, the recurrence

relation [27, equation (14.10.6)] can be used to find P
±( d

2
−1+l)

− 1
2

(cosh r) and Q
±( d

2
−1+l)

− 1
2

(cosh r) in

terms of complete elliptic integrals for all half odd integer values of ±(d2 −1+ l) by starting with
P− 1

2
(cosh r), P 1

− 1
2

(cosh r), Q− 1
2
(cosh r), and Q1

− 1
2

(cosh r). Similarly, [27, equation (14.10.1)] can

be used to find P
±( d

2
−1+l)

− 1
2

(cos θ) and Q
±( d

2
−1+l)

− 1
2

(cos θ) in terms of complete elliptic integrals for

all half odd integer values of ±(d2 − 1 + l) by starting with P− 1
2
(cos θ), P1

− 1
2

(cos θ), Q− 1
2
(cos θ),

and Q1
− 1

2

(cos θ).

4 A fundamental solution of
(
−∆ ± β2

)
in Riemannian spaces

of constant curvature

Due to the fact that the spaces Hd
R and SdR are homogeneous with respect to their isometry

groups, the pseudo-orthogonal group SO(d, 1) of Hd
R and the orthogonal group O(d) of SdR, and

therefore isotropic manifolds, we expect that there exists a fundamental solution of the Helmholtz
equation on each space with spherically symmetric dependence. We specifically expect these
solutions to be given on Hd

R in terms of the associated Legendre function of the second kind
with argument given by cosh r. This associated Legendre function naturally fits our requirements
because it is singular at r = 0 and vanishes at infinity, whereas the associated Legendre function
of the first kind, with the same argument, is regular at r = 0 and singular at infinity. One also
might expect a fundamental solution of the Helmholtz equation on hyperspheres to be a Ferrers
function of the second kind with argument given by cos θ, since this is the result we have found
previously for Laplace’s equation (see (4.11) below). However on hyperspheres for the Helmholtz
equation, there is a twist, as we will see in the next subsection.

4.1 Properties of fundamental solutions
of inhomogeneous Laplace/Helmholtz equations on Hd

R
and Sd

R

In computing a fundamental solution of the Helmholtz equation, we know that on Hd
R, SdR

respectively, a fundamental solution of Helmholtz operators satisfy(
−∆± β2

)
Hd,±R,β(x,x′) = δh(x,x′), (4.1)(

−∆± β2
)
Sd,±R,β(x,x′) = δs(x,x

′), (4.2)

where h and s are Riemannian metrics on Hd
R and SdR respectively, and δh(x,x′) and δs(x,x

′)
are the corresponding Dirac delta distributions on those Riemannian manifolds.

Remark 4.1. Note that solutions to the inhomogeneous Helmholtz equation corresponding to
the operator

(
−∆ − β2

)
on SdR exist except at a countably infinite number of ‘bad’ positive

values of β2. These correspond to the eigenvalues of the Laplace–Beltrami operator on SdR
and are given by ν ∈ N0. Also note that Szmytkowski [31] has studied a modified or reduced
fundamental solution to deal with this case, but we have not yet pursued this.

Consider Poisson’s equation on SdR, −∆u = ρ on a compact Riemannian manifold M with
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boundary ∂M . The divergence theorem on this manifold is given by (cf. [19, p. 43])∫
M

div XdV =

∫
∂M

〈X,N〉dṼ , (4.3)

where dV is the Riemannian volume measure on M , N is the outward unit normal to ∂M ,
and dṼ is the Riemannian volume measure of the induced metric on ∂M . If one invokes the
divergence theorem on SdR, with regard to Poisson’s equation on this manifold using X = ∇u,
then since ∂SdR = ∅, one ascertains∫

Sd
R

ρdV = 0.

Hence on SdR (and on all compact manifolds without boundary), there does not exist a source
density distribution ρ, satisfying Poisson’s equation, with non-vanishing integral. In fact, a fun-
damental solution of Laplace’s equation on SdR (4.11), as pointed out in [3, Section 5.4] is actually
the solution to the Poisson equation whose inhomogeneous source distribution is given by a point
source at the origin and another with opposite sign, on the opposite pole of the hypersphere
(both modeled by Dirac delta distributions).

Applying the divergence theorem to solutions of the inhomogeneous Helmholtz equations(
−∆± β2

)
u = ρ on SdR produces∫

SdR

ρdV = ±β2

∫
SdR

udV. (4.4)

Hence for the Helmholtz equation, the integral of the density distribution over the entire manifold
is not required to vanish. Instead, it must be equal to the total integral of the solution multiplied
by the wavenumber ±β2. Note that in the case where the total integral of the density distribution
vanishes, this implies that the total integral of the solution must also vanish. This is the case
for a fundamental solution of Laplace’s equation on SdR, in which case a fundamental solution
must be an odd function of the geodesic distance as measured from the equator θ = 1

2π of the
hypersphere SdR. We will also study odd solutions for Helmholtz operators on these manifolds
and compare the β → 0+ limit for Laplace operators for the opposite antipodal fundamental
solutions(

−∆± β2
)
Ad,±R,β(x,x′) = δs(x,x

′)− δs(−x,x′), (4.5)

whose total integral over the manifold must vanish.

Another important requirement for a fundamental solution of the
(
−∆ − β2

)
Helmholtz

operator in Euclidean space is the Sommerfeld radiation condition. Sommerfeld defined this
radiation condition for a scalar field satisfying the Helmholtz equation as [30, p. 189] (see also [29,
p. 396]) “. . . the sources must be sources, not sinks of energy. The energy which is radiated from
the sources must scatter to infinity; no energy may be radiated from infinity into the prescribed
singularities of the field.” On Rd, this radiation condition is expressed mathematically as

lim
r→∞

r
d−1
2

(
∂

∂r
− iβ

)
Gd,−β (r) = 0, (4.6)

where r = ‖x− x′‖, x,x′ ∈ Rd. The fundamental solution Gd,−β satisfying this condition will be
given in Theorem 4.2 below.
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4.2 A fundamental solution of the Helmholtz equation
in spaces of constant curvature

The Dirac delta distribution with metric g is defined for an open set U ⊂ Hd
R with x,x′ ∈ Hd

R,
or U ⊂ SdR with x,x′ ∈ SdR, such that

∫
U

δg(x,x
′)dvolg =

{
1, if x′ ∈ U,
0, if x′ /∈ U,

where dvolg is the Riemannian (volume) measure, invariant under the isometry group SO(d, 1)

of the Riemannian manifold Hd
R or O(d) of SdR, given in standard geodesic polar coordinates

on Hd
R by

dvolh = Rd sinhd−1 rdrdω := Rd sinhd−1 rdr sind−2 θd−1 · · · sin θ2dθ1 · · · dθd−1, (4.7)

and on SdR by

dvols = Rd sind−1 θdθdω := Rd sind−1 θdθ sind−2 θd−1 · · · sin θ2dθ1 · · · dθd−1,

where dω is the Riemannian volume measure on Sd−1. Notice that as r → 0+ and θ → 0+, dvolh
and dvols go to the Euclidean volume measure, invariant under the Euclidean motion group E(d),
in standard geodesic polar coordinates. Therefore in standard geodesic polar coordinates, we
have the following:

δh(x,x′) =
δ(r − r′)

Rd sinhd−1 r′

δ(θ1 − θ′1)δ(θ2 − θ′2) · · · δ(θd−1 − θ′d−1)

sin θ′2 sin2 θ′3 · · · sin
d−2 θ′d−1

,

δs(x,x
′) =

δ(θ − θ′)
Rd sind−1 θ′

δ(θ1 − θ′1)δ(θ2 − θ′2) · · · δ(θd−1 − θ′d−1)

sin θ′2 sin2 θ′3 · · · sin
d−2 θ′d−1

.

In general since we can add any function that satisfies the homogeneous Helmholtz equation
to a fundamental solution of the same equation and still have a fundamental solution, we will
use this freedom to make our fundamental solution as simple as possible. It is reasonable
to expect that there exists a particular spherically symmetric fundamental solution on each
manifold (Hd,±R,β(x,x′) on Hd

R and Sd,±R,β(x,x′) on SdR) with pure radial (ρh(x̂, x̂′) (3.5) on Hd
R or

ρs(x̂, x̂
′) (3.6) on SdR) and constant angular dependence (invariant under rotations centered about

the origin), due to the influence of the point-like nature of the Dirac delta distribution. For a
spherically symmetric solution of the Helmholtz equation, the corresponding ∆Sd−1 term vanishes
since only the l = 0 term survives. In other words, we expect there to exist a fundamental
solution of the Helmholtz equation such that, aside from a multiplicative constant which depends
on R, β, and d, Hd,±R,β(x,x′) = f1(ρh) on Hd

R and Sd,±R,β(x,x′) = f2(ρs) on SdR.

In the remainder of this section, we derive fundamental solutions for
(
−∆ ± β2

)
on Hd

R
(Section 4.3),

(
−∆ +β2

)
on SdR (Section 4.4.1), and study two candidate fundamental solutions

for
(
−∆ − β2

)
on SdR (Section 4.4.2). We will require a fundamental solution of Helmholtz

operators in Euclidean space Rd. These are well-known and can be found in, for instance, [4,
p. 139].

Theorem 4.2. Let d ∈ N. Define

Gd,+β (x,x′) =
1

(2π)
d
2

(
β

‖x− x′‖

) d
2
−1

K d
2
−1(β‖x− x′‖), (4.8)
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Gd,−β (x,x′) =
i

4

(
β

2π‖x− x′‖

) d
2
−1

H
(1)
d
2
−1

(β‖x− x′‖), (4.9)

then Gd,±β respectively are fundamental solutions for
(
−∆±β2

)
in Euclidean space Rd, where ∆

is the Laplace operator on Rd.

Note most authors only present the above theorem for the case d ≥ 2 but it is easily verified
to also be valid for the case d = 1 as well. Fundamental solutions for −∆ on Hd

R, SdR (opposite
antipodal) are respectively (see [6, Theorem 3.1], [7, equation (2.4)])

HdR(x,x′) :=
e−iπ( d

2
−1)

(2π)
d
2Rd−2 sinh

d
2
−1 ρh

Q
d
2
−1

d
2
−1

(cosh ρh), (4.10)

AdR(x,x′) :=
(d− 2)!

(2π)
d
2Rd−2 sin

d
2
−1 ρs

Q
1− d

2
d
2
−1

(cos ρs), (4.11)

where the geodesic distances are given by (3.9), (3.10). These fundamental solutions will be
useful to constrain the possible homogeneous solutions which are to be used to obtain our
fundamental solutions in the β → 0+ limit (when they exist, see Section 4.1).

Due to the fact that the spaces Hd
R and SdR are homogeneous with respect to their iso-

metry groups SO(d, 1) and O(d) respectively, and therefore isotropic manifolds, without loss of
generality, we are free to map the point x′ ∈ Hd

R or x′ ∈ SdR to the origin. In this case, the global
geodesic distance function ρh coincides with the radial parameter r in geodesic polar coordinates,
and ρs with θ; and therefore we may interchange r with ρh and θ with ρs accordingly (cf. (3.9)
with r′ = 0) in our representation of a fundamental solution for the Helmholtz equation on
each manifold. Notice that we can add any homogeneous solution to a fundamental solution
of the Helmholtz equations (3.14), (3.15), respectively, and still have a fundamental solution of
Helmholtz operators. This is because a fundamental solution of the Helmholtz equation must
satisfy∫

Hd
R

(−∆± β2) (ϕh(x′))HdR(x,x′)dvol′h = ϕh(x),∫
Sd
R

(−∆± β2) (ϕs(x
′))AdR(x,x′)dvol′s = ϕs(x),

for all ϕh ∈ D(Hd
R), ϕs ∈ D(SdR), where D is the space of test functions, and dvol′h,s are the

Riemannian (volume) measures on Hd
R, SdR respectively in the primed coordinates.

4.3 Fundamental solutions of Helmholtz operators on Hd
R

Theorem 4.3. Let d ∈ {2, 3, . . .}. Define Hd,+R,β : (Hd
R ×Hd

R) \ {(x,x) : x ∈ Hd
R} → R as

Hd,+R,β(x,x′) :=
e−iπ( d

2
−1)

(2π)
d
2Rd−2(sinh ρh)

d
2
−1
Q

d
2
−1

− 1
2

+ 1
2

√
(d−1)2+4β2R2

(cosh ρh),

where ρh := cosh−1([x̂, x̂′]) is the geodesic distance between x̂ and x̂′ on the pseudo-sphere of unit

radius Hd, with x̂ = x/R, x̂′ = x′/R. Then Hd,+R,β is a fundamental solution for the Helmholtz

operator
(
−∆ + β2

)
on Hd

R.

Remark 4.4. It has been brought to our attention by one of the referees that a fundamental
solution for the Helmholtz equation Hd,+1,β (x,x′) on the unit-radius hyperboloid Hd is given in
[24, Theorem 3.3]. Note that the half-space model of hyperbolic geometry is used there, rather
than the hyperboloid model which is used in this paper.
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Proof. Our derivation for a fundamental solution of the Helmholtz equation Hd,+R,β(x,x′) on the

R-radius hyperboloid Hd
R is as follows. By starting with the spherically symmetric solution

1

sinh
d
2
−1 r

Q
d
2
−1

− 1
2

+ 1
2

√
(d−1)2+4β2R2

(cosh r),

which is singular at r = 0, to the homogeneous the Helmholtz equation, we have

Hd,+R,β(x,x′) =
c

sinh
d
2
−1 r

Q
d
2
−1

− 1
2

+ 1
2

√
(d−1)2+4β2R2

(cosh ρh).

The constant c is obtained by matching to a Euclidean fundamental solution of the Helmholtz
equation in the flat-space limit R→∞ (see [7, Section 2.4]) with geodesic distance Rρh and thus

ρh → 0+. Using (2.13), ν = −1
2 + 1

2

√
(d− 1)2 + 4β2R2 ∼ βR →∞, as R →∞ and µ = d

2 − 1,
we have

Hd,+R,β(x,x′) ∼ c

sinh
d
2
−1(ρ)

eiπµνµ
(

ρh
sinh ρh

) 1
2

Kµ

(
(ν + 1

2)ρh
)

∼ cei( d
2
−1)πβ

d
2
−1 Rd−2

(Rρ)
d
2
−1
K d

2
−1(βRρ)

∼ cei( d
2
−1)πβ

d
2
−1 Rd−2

‖x− x′‖
d
2
−1
K d

2
−1(β‖x− x′‖), (4.12)

where we have used sinh ρh ∼ ρh as ρh → 0. By equating (4.12) with Gd,+β and solving for c, we

obtain c = e−iπ( d
2
−1)(2π)−

d
2R2−d, which completes the proof. �

Remark 4.5. For d = 2, the particular choice of β =
√

3/(2R), a fundamental solution for

this Helmholtz operator Hd,+R,β reduces to an expression involving complete elliptic integrals of
the first and second kind through [27, equations (14.5.24)–(14.5.27)]. This is also true for even
d ≥ 2 with different choices of β, namely

β =

√
(n+ 1)2 − (d− 1)2

2R
,

where n is an odd-integer, so that the associated Legendre function of the second kind becomes
a toroidal harmonic. All toroidal harmonics can be obtained, for instance, by using [27, equa-
tions (14.5.24)–(14.5.27)] as starting points for the recurrence relations for associated Legendre
functions of the second kind such as [27, equations (14.10.3), (14.10.6) and (14.10.7)].

Theorem 4.6. Let d ∈ {2, 3, . . .}. Define Hd,−R,β : (Hd
R ×Hd

R) \ {(x,x) : x ∈ Hd
R} → R as

Hd,−R,β(x,x′) :=
e−iπ( d

2
−1)

(2π)
d
2Rd−2(sinh ρh)

d
2
−1
Q

d
2
−1

ν (cosh ρh),

where ρh := cosh−1 ([x̂, x̂′]) is the geodesic distance between x̂ and x̂′ on the pseudo-sphere of
unit radius Hd,

ν =

{
−1

2 + 1
2

√
(d− 1)2 − 4β2R2, if (d− 1)2 − 4β2R2 ≥ 0,

−1
2 −

i
2

√
4β2R2 − (d− 1)2, if (d− 1)2 − 4β2R2 ≤ 0,

(4.13)

x̂ = x/R, x̂′ = x′/R. Then Hd,−R,β is a fundamental solution for the Helmholtz operator
(
−∆−β2

)
on Hd

R.



Fundamental Solutions and Gegenbauer Expansions of Helmholtz Operators 29

Proof. Our derivation for a fundamental solution of the Helmholtz equation Hd,−R,β(x,x′) on

the R-radius hyperboloid Hd
R is as follows. In the flat-space limit R → ∞, we must start with

a solution such that 4β2R2 > (d − 1)2. Therefore we look for spherically symmetric conical
solutions of the form

1

sinh
d
2
−1 r

Q
d
2
−1

− 1
2
± i

2

√
4β2R2−(d−1)2

(cosh r),

(singular at r = 0), of the homogeneous Helmholtz equation. Therefore we must decide which
conical form

Hd,−R,β(x,x′) =
c

sinh
d
2
−1 r

Q
d
2
−1

− 1
2
± i

2

√
4β2R2−(d−1)2

(cosh ρh),

where 4β2R2 > (d−1)2, is appropriate. Using Theorem 4.2, we know the flat-space limit should

produce a Hankel function of the first kind H
(1)
d
2
−1

, and therefore from Theorem 2.5, we see that

the solution with the minus sign in front of the imaginary unit is necessary. The constant c
is obtained by matching to a Euclidean fundamental solution of the Helmholtz equation in the
flat-space limit R → ∞ with geodesic distance Rρh and thus ρh → 0+. In the flat-space limit
τ ∼ βR and ρh ∼ r/R, where r is the geodesic distance between two points in Euclidean

space Rd. Using (2.22) (with the plus sign in the order), as R→∞ and µ = d
2 − 1, we have

Hd,−R,β(x,x′) ∼ iπceiπµτµ

2(sinh ρh)
d
2
−1

√
ρh

sinh ρh
H(1)
µ (τρh)

∼ ciπeiπ( d
2
−1)β

d
2
−1Rd−2

2r
d
2
−1

H
(1)
d
2
−1

(βr)

=
ciπeiπ( d

2
−1)β

d
2
−1Rd−2

2‖x− x′‖
d
2
−1

H
(1)
d
2
−1

(β‖x− x′‖). (4.14)

By equating (4.14) with Gd,−β in Theorem 4.2 and solving for c, we obtain

c =
e−i( d

2
−1)π

(2π)
d
2Rd−2

,

which proves the full behavior of Hd,−R,β for 4β2R2 > (d− 1)2. For the case 4β2R2 ≤ (d− 1)2, we

match up to a fundamental solution of −∆ on Hd
R (4.10) as β → 0 which requires a fundamental

solution with functional dependence as follows

Hd,−R,β(x,x′) =
g

sinh
d
2
−1 ρh

Q
d
2
−1

− 1
2

+ 1
2

√
(d−1)2−4β2R2

(cosh ρh).

Matching the constants c and g at β = (d− 1)/(2R), completes the proof. �

4.3.1 Uniqueness of fundamental solutions for
(
−∆ ± β2

)
on Hd

R

It is clear that, in general, a fundamental solution of the Helmholtz equation in the hyperboloid
model of hyperbolic geometry Hd,±R,β is not unique since one can add any homogeneous solution

of the Helmholtz equations h± : Hd
R → R to Hd,±R,β and still obtain solutions to (4.1) since h± is

in the kernel of
(
−∆± β2

)
.
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Proposition 4.7. There exists precisely one C∞-function H± : (Hd
R×Hd

R)\{(x,x) : x ∈ Hd
R} →

R such that for all x′ ∈ Hd
R the function (H±)x′ : Hd

R \ {x′} → R defined by (H±)x′(x) :=

(H±)(x,x′) is a function on Hd
R with

(
−∆± β2

)
(H±)x′ = δg(·,x′), and

lim
dh(x,x′)→∞

(H±)x′(x) = 0, (4.15)

where dh(x,x′) is the geodesic distance between two points x,x′ ∈ Hd
R.

Proof. Existence is clear. For uniqueness, suppose H± and H̃± are two such functions. Let

x′ ∈ Hd
R. Define the C∞-function h± : Hd

R \ {x′} → R by h± = (H±)x′ − (H̃±)
x′

. Then h±
is a function on Hd

R with
(
−∆ ± β2

)
h± = 0. Since Hd

R is locally Euclidean, one has by local

elliptic regularity that h± can be extended to a C∞-function ĥ± : Hd
R → R. It follows from (4.15)

for H± and H̃± that

lim
dh,s(x,x

′)→∞
ĥ±(x) = 0. (4.16)

The strong elliptic maximum/minimum principle on a Riemannian manifold for a bounded
domain Ω states that if u is a homogeneous solution to an elliptic operator, then the supre-
mum/infimum of u in Ω coincides with the supremum/infimum of u on the boundary ∂Ω. By
using a compact exhaustion sequence Ωk in a non-compact connected Riemannian manifold and
passing to a subsequence xk ∈ ∂Ωk such that xk → ∞, the strong elliptic maximum/minimum
principle can be extended to non-compact connected Riemannian manifolds with boundary
conditions at infinity (see for instance [13, Section 8.3.2]). Taking Ωk ⊂ Hd

R, the strong el-
liptic maximum/minimum principle for non-compact connected Riemannian manifolds implies
using (4.16) that ĥ± = 0. Therefore h± = 0 and H±(x,x′) = H̃±(x,x′) for all x ∈ Hd

R\{x′}. �

By Proposition 4.7, for d ≥ 2, the functions Hd,±R,β are the unique fundamental solutions for
these Helmholtz operators which satisfy the vanishing decay (4.15).

4.4 Fundamental solutions of Helmholtz operators
(
−∆ ± β2

)
on Sd

R

It has been discussed in Section 4.1 that on SdR there exists fundamental solutions of Helmholtz
operators with a single Dirac delta distribution at the origin. Such fundamental solutions should
have the properties that they are singular at the origin and bounded at the opposite pole
of the hypersphere. Since homogeneous solutions of the Helmholtz equation are of the form

(sin ρs)
−µ[c(±,±)

1 P±µν (± cos ρs) + c
(±,±)
2 Q±µν (± cos ρs)

]
, where µ = d

2 − 1 (see Section 3.3), one
should study the behavior of these homogeneous solutions as x → −1+. In fact, P−µν (−x) is
the unique solution to the associated Legendre differential equation with the required behavior
as x → −1+ (see Section 2.4.1). In particular, (sin ρs)

−µP−µν (−x) has the required spherically
symmetric regular behavior on the opposite pole.

Furthermore, as was seen in Section 4.1, a fundamental solution of the Helmholtz equa-
tion on SdR must also satisfy a total integral normalization property (4.4), due to applying the
divergence theorem. An alternative integration constraint due to the divergence theorem on
a hypersphere can be considered as follows. Consider the compact manifold with boundary by
a ball of radius Rε, 0 < ε � 1, embedded within SdR with center at the origin θ = 0. Let

X = ∇Sd,±R,β(x,x′) and through (4.2), one has

div X = ∆Sd,±R,β(x,x′) = −δs(x,x′)± β2Sd,±R,β(x,x′).
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Now use the divergence theorem (4.3), and one obtains what we refer to as the ε-ball integral
constraint, namely

−1± β2

∫
Sd
Rε

Sd,±R,β(x,x′)dV =

∫
Sd−1
Rε

[
1

R

∂

∂θ
Sd,±R,β(x,x′)

]
θ=ε

dṼ , (4.17)

which can be verified directly. This is because for some differentiable function u(θ) on SdR,
θ ∈ (0, π), the normal derivative in standard geodesic polar coordinates (3.2) is

〈∇u(θ), N〉 =
1

R

∂u(θ)

∂θ
.

Apart from these local behaviors, fundamental solutions of Helmholtz operators on SdR may
or may not have the desired limiting behaviors as β → 0 or in the flat-space limit R → ∞.
For instance, there does not exist a fundamental solution of Laplace’s equation on SdR with
non-vanishing total integral. Hence for fundamental solutions of a single Dirac delta distribu-
tion Sd,±R,β (4.2), the β → 0 limit should not exist. However, for an opposite antipodal fundamental

solution Ad,±R,β (4.5), the β → 0 limit should exist, namely (4.11)

lim
β→0
Ad,±R,β = AdR.

One would also expect that since all manifolds are locally Euclidean, that a fundamental
solution of Helmholtz operators should look locally like a Euclidean fundamental solutions of
Helmholtz operators (4.8), (4.9), namely

Sd,±R,β
R→∞∼ Gd,±β , Ad,±R,β

R→∞∼ Gd,±β .

Since the Sommerfeld radiation condition requirement does not apply to the Helmholtz operator(
−∆ + β2

)
, for this operator, problems associated with this requirement should not arise. In

fact, we will see the above requirements for this operator is easily satisfied.

4.4.1 Fundamental solutions on Sd
R

for
(
−∆ + β2

)
In analogy to solutions of a damped pendulum, for the operator under study in this section,
the following has been brought to our attention by one of the referees. If β2 is not constrained
to be either positive or negative, physicists would call the cases: (1) 4β2R2 − (d − 1)2 < 0,
“underdamped” or “oscillatory”; (2) 4β2R2− (d−1)2 > 0, “overdamped”; and (3) 4β2R2− (d−
1)2 = 0, “critically damped”. A fundamental solution for

(
−∆ + β2

)
will oscillate increasingly

on SdR when β2 is made increasingly negative, so that 4β2R2 − (d − 1)2 < 0 is increasingly
negative. However if β2 is made sufficiently positive, the oscillations in a fundamental solution
of
(
−∆ + β2

)
will disappear.

A fundamental solution with a single Dirac delta distribution at the origin for
(
−∆ + β2

)
on SdR is given in the following theorem.

Theorem 4.8. Let d ∈ {2, 3, . . .}. Define Sd,+R,β :
(
SdR × SdR

)
\
{

(x,x) : x ∈ SdR
}
→ R as

Sd,+R,β(x,x′) :=
Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

P−µν (− cos ρs), (4.18)

where

µ = d
2 − 1, ν =

{
−1

2 + 1
2

√
(d− 1)2 − 4β2R2, if (d− 1)2 − 4β2R2 ≥ 0,

−1
2 + i

2

√
4β2R2 − (d− 1)2, if (d− 1)2 − 4β2R2 ≤ 0,

(4.19)
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ρs := cos−1((x̂, x̂′)) is the geodesic distance between x̂ and x̂′ on the hypersphere of unit ra-

dius Sd, x̂ = x/R, x̂′ = x′/R. Then Sd,+R,β is a fundamental solution for the Helmholtz operator(
−∆ + β2

)
on SdR.

Proof. Apart from a constant in ν, µ, we guess a form of a fundamental solution for this
Helmholtz operator for a single Dirac delta distribution at the origin on SdR. Hence our ansatz
will be

Sd,+R,β(x,x′) :=
c(ν, µ)P−µν (−x)(

1− x2
)µ

2

,

where x = cos ρs, and c(ν, µ) is constant in x. This constant, for instance, can be determined
through the integral normalization requirement (4.4). We must verify∫

Sd
R

Sd,+R,β(x,x′)dvol′s =
1

β2
. (4.20)

Starting with the left-hand side of (4.20), and using (2.51), noting the standard volume integral∫
Sd−1
R

dvol′s =
2π

d
2

Γ
(
d
2

)Rd−1, (4.21)

after simplifying, one requires that

c(ν, µ) =
Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2

.

All that remains is to demonstrate that (4.18) produces (4.8) in the flat-space limit, R→∞. In
the flat-space limit ρs ∼

ϑ
R and ν ∼ −1

2 +iβR, with ϑ→ ‖x−x′‖. Using the uniform asymptotics
given by (2.64), the demonstration is validated. This completes the proof of Theorem 4.8. �

Remark 4.9. Note that (2.47) gives the strength of the cusp on the opposite pole (at θ = π)
for fundamental solutions on hyperspheres, such as that given in Theorem 4.8.

Remark 4.10. If one considers the β ∼ 0 approximation for (4.18), we see that as β → 0,

Sd,+R,β(x,x′) ∼ AdR(x,x′) +
Γ
(
d+1

2

)
2π

d+1
2 Rdβ2

.

In order to obtain this, we have used [27, equation (14.5.18)], the binomial and small angle

approximations for trigonometric functions. Hence lim
β→0
Sd,+R,β(x,x′) = ∞, and as one expects

(see Section 4.1) the β → 0 (Laplace) limit of Sd,+R,β(x,x′) does not exist.

Remark 4.11. The ε-ball integral constraint (4.17) for Sd,+R,β is satisfied. This can be verified
by noting that as ρs → 0+,

Sd,+R,β(x,x′) ∼
Γ
(
d
2 − 1

)
4π

d
2 (Rρs)

d−2
,

1

R

∂

∂ρs
Sd,+R,β(x,x′) ∼ −

Γ(d2)

2π
d
2 (Rρs)

d−1
,

and using (4.21).

A fundamental solution with two opposite antipodal Dirac delta distributions, one at the
origin and another on the opposite pole of SdR, for

(
−∆ + β2

)
is given in the following theorem.
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Theorem 4.12. Let d ∈ {2, 3, . . .}. Define Ad,+R,β :
(
SdR × SdR

)
\
{

(x,x) : x ∈ SdR
}
→ R by

Ad,+R,β(x,x′) :=
Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

f−µν (cos ρs), (4.22)

where µ and ν are given by (4.19), ρs = cos−1((x̂, x̂′)) is the geodesic distance between x̂ and x̂′

on the hypersphere of unit radius Sd, x̂ = x/R, x̂′ = x′/R, and fµν is the odd Ferrers function

defined by (2.48). Then Ad,+R,β is an opposite antipodal fundamental solution for the Helmholtz

operator
(
−∆ + β2

)
on SdR.

Proof. Since the opposite antipodal fundamental solution of the Helmholtz operator
(
−∆+β2

)
must be an odd function, it should be given through (2.48). Starting with (4.22) we then
perform the flat-space limit R → ∞ by using the asymptotics given by (2.70), along with
sin(π(ν − µ)) ∼ −1

2eπτe±iπµ; as in the proof of Theorem 4.8, we must consider that ρs ∼ ϑ/R,
ϑ ∼ ‖x−x′‖, x,x′ ∈ Rd. Note that the asymptotic contribution due to −P−µν (cos ρs) is negligible
as compared to P−µν (− cos ρs). One can then easily see that (4.22) correctly approaches (4.8).
Furthermore, since (4.22) is an odd function about θ = π

2 on the hypersphere SdR, the integral
normalization requirement (4.4) is clearly satisfied. This completes the proof. �

Remark 4.13. If one considers the β ∼ 0 approximation for (4.22), we see that as β → 0,

Ad,+R,β(x,x′) ∼ AdR(x,x′) =
(d− 2)!

(2π)
d
2Rd−2 sin

d
2
−1 ρs

Q
1− d

2
d
2
−1

(cos ρs),

the opposite antipodal fundamental solution of Laplace’s equation on the hypersphere (4.11).
In order to demonstrate this limit, we have used the binomial, small angle approximations for
trigonometric functions, as well as (2.42).

Remark 4.14. The ε-ball integral constraint (4.17) for Ad,+R,β is also satisfied. This can be
verified in an identical fashion to Remark 4.11 while also noting that P−µν (x) and its derivative
vanish as x→ 1−, <µ > 0.

Remark 4.15. Note that the integral normalization requirement (4.4) is satisfied trivially

since Ad,+R,β , is an odd function of ρs about π
2 .

4.4.2 Candidate fundamental solutions on Sd
R

for
(
−∆ − β2

)
Definition 4.16. Let d ∈ {2, 3, . . .}, R, β > 0. Define the candidate functions

Sd,−R,β :
(
SdR × SdR

)
\
{

(x,x) : x ∈ SdR
}
→ R,

Sd,−
R,β :

(
SdR × SdR

)
\
{

(x,x) : x ∈ SdR
}
→ C,

as

Sd,−R,β(x,x′) :=
Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

P−µν (− cos ρs), (4.23)

Sd,−
R,β(x,x′) :=

Γ(ν + µ+ 1)

Γ(ν − µ+ 1)Rd−2(2π)
d
2 (sin ρs)

d
2
−1

(
Q−µν (cos ρs) + i

π

2
P−µν (cos ρs)

)
=

Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

(
P−µν (− cos ρs)− eiπ(ν−µ)P−µν (cos ρs)

)
, (4.24)
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where

µ = d
2 − 1, ν = −1

2 + 1
2

√
4β2R2 + (d− 1)2, (4.25)

and ρs = cos−1([x̂, x̂′]) is the geodesic distance between x̂ and x̂′ on the hypersphere of unit
radius Sd, with x̂ = x/R, x̂′ = x′/R.

Remark 4.17. Note that apart from a sign difference (due to our choice of a positive Laplace–
Beltrami operator −∆) and the inclusion of the radius of curvature R of the hypersphere SdR,

the candidate function Sd,−R,β(x,x′) is identical to that which was found by Liu & Ryan (2002) [20,
equation (5.1)] and Szmytkowski (2007) [31, equation (3.23)] in terms of Gegenbauer functions
(cf. (2.37)) for unit radius hyperspheres. Note that in order to convert the wavenumber given
in [31], so that it is the same as given here, one must take β2R2 = λ(λ + d − 1), and therefore
take

λ = −d− 1

2
± 1

2

√
(d− 1)2 + 4β2R2,

with the plus sign chosen to match the formulae given here.

Remark 4.18. The candidate function Sd,−R,β satisfies the integral normalization requirement
(4.4), namely∫

Sd
R

Sd,−R,β(x,x′)dvol′s = − 1

β2
.

This follows straightforwardly using (2.51), (4.23), with (4.25).

Remark 4.19. The ε-ball integral constraint (4.17) for Sd,−R,β is also satisfied. This can be verified
by noting that as ρs → 0+,

Sd,−R,β(x,x′) ∼
Γ
(
d
2 − 1

)
4π

d
2 (Rρs)

d−2
,

1

R

∂

∂ρs
Sd,−R,β(x,x′) ∼ −

Γ(d2)

2π
d
2 (Rρs)

d−1
,

and using (4.21).

Remark 4.20. If one considers the small β approximation for Sd,−R,β(x,x′) we see that as β → 0,

Sd,−R,β(x,x′) ∼ SdR(x,x′)−
Γ
(
d+1

2

)
2π

d+1
2 Rdβ2

.

In order to obtain this we have used [27, equation (14.5.18)], the binomial and small angle

approximations for trigonometric functions. Hence lim
β→0

Sd,−R,β(x,x′) = ∞, and as one would

expect (see Section 4.1) the β → 0 (Laplace) limit of Sd,−R,β(x,x′) does not exist.

Remark 4.21. The flat-space limit R → ∞ of the function Sd,−R,β should not exist. In fact, it
oscillates wildly in this limit, as it approaches the following function

Sd,−R,β ∼
i

4

(
β

2π‖x− x′‖

) d
2
−1 (

i cot
(
πβR+ π(1−d)

2

)
J d

2
−1(β‖x− x′‖) + iY d

2
−1(β‖x− x′‖)

)
,

where x,x′ ∈ Rd.
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On the other hand, the candidate function Sd,−
R,β(x,x′) does approach the correct function in

the flat-space R→∞ limit (4.9), but does not obey the integral normalization requirement (4.4).

Theorem 4.22. In the flat-space limit R → ∞, the function Sd,−
R,β approaches the Euclidean

fundamental solution of
(
−∆− β2

)
, namely (4.9)

Sd,−
R,β(x,x′) ∼ Gd,−β (x,x′) =

i

4

(
β

2π‖x− x′‖

) d
2
−1

H
(1)
d
2
−1

(β‖x− x′‖).

Proof. In the flat-space limit R →∞, with geodesic distance Rρs bounded, and thus ρs → 0.

Using (2.52), (4.9), one has µ = d
2 − 1, ν = −1

2 + 1
2

√
(d− 1)2 + 4β2R2 ∼ βR, and as R → ∞,

ρs → 0+, that sin ρs ∼ ρs, Rρs ∼ ‖x− x′‖, and

Sd,−
R,β(x,x′) ∼ Gd,−β (x,x′),

since (ρs/ sin ρs) ∼ 1 as ρs → 0. This completes the proof. �

Remark 4.23. The candidate function Sd,−
R,β does not satisfy the integral normalization require-

ment (4.4), namely∫
Sd
R

Sd,−
R,β(x,x′)dvol′s = − 1

β2

(
1− eiπ(ν−µ)

)
.

This follows straightforwardly using (4.24), (2.51) with (4.25).

Remark 4.24. In the limit β → 0, the candidate function Sd,−
R,β approaches a Laplace funda-

mental solution, namely (4.9), except that it differs from (4.11) by a purely imaginary constant
(this satisfies the homogeneous Laplace equation), namely

Sd,−
R,0(x,x′) = SdR(x,x′) +

iΓ
(
d−1

2

)
4π

d−1
2 Rd−2

.

Definition 4.25. In contrast to the situation for the operator
(
−∆ + β2

)
on SdR, we may also

define the opposite antipodal candidate functions,

Ad,−R,β(x,x′) :=
Γ(ν + µ+ 1)Γ(µ− ν)

2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

f−µν (cos ρs),

Ad,−R,β(x,x′) :=
Γ(ν + µ+ 1)Γ(µ− ν)

(
1 + eiπ(ν−µ)

)
2
d
2

+1π
d
2Rd−2(sin ρs)

d
2
−1

f−µν (cos ρs),

where Ad,−R,β is constructed by converting (4.24) into an odd function using (2.48), and the variable
definitions are as in Definition 4.16.

Remark 4.26. The opposite antipodal candidate function Ad,−R,β(x,x′) approaches the Laplace
fundamental solution as β → 0+, namely (4.11)

lim
β→0+

Ad,−R,β(x,x′) = AdR(x,x′) =
(d− 2)!

(2π)
d
2Rd−2 sin

d
2
−1 ρs

Q
1− d

2
d
2
−1

(cos ρs),

and in the flat-space limit it approaches

Ad,−R,β ∼
i

4

(
β

2π‖x− x′‖

) d
2
−1 (

H(1)
µ (β‖x− x′‖)−

(
1 + i tan(π2 (ν − µ)

)
Jµ(β‖x− x′‖)

)
.
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Remark 4.27. The opposite antipodal candidate function Ad,−R,β(x,x′) approaches the Laplace
fundamental solution as β → 0+, namely (4.11)

lim
β→0+

Ad,−R,β(x,x′) = AdR(x,x′) =
(d− 2)!

(2π)
d
2Rd−2 sin

d
2
−1 ρs

Q
1− d

2
d
2
−1

(cos ρs),

and in the flat-space limit it approaches

Ad,−R,β ∼
i

4

(
β

2π‖x− x′‖

) d
2
−1 (

H(1)
µ (β‖x− x′‖)− eiπ(ν−µ)Jµ(β‖x− x′‖)

)
.

Remark 4.28. Note that for both functions, the integral normalization requirement (4.4) is

satisfied trivially since Ad,−R,β , Ad,−R,β are odd functions of ρs about π
2 .

Conjecture 4.29. Let d ∈ {2, 3, . . .}. Then the candidate function Sd,−R,β(x,x′) is a fundamen-

tal solution for the Helmholtz operator
(
−∆ − β2

)
on SdR. Similarly, the candidate function

Ad,−R,β(x,x′) is an opposite antipodal fundamental solution for the Helmholtz operator
(
−∆− β2

)
on SdR.

Conjecture 4.29 seems quite plausible since, unlike Sd,−
R,β , Sd,−R,β satisfies all the critical Re-

marks 4.17–4.20. Apart from having the correct flat-space limit, Sd,−
R,β does not satisfy the

integral normalization requirement (4.4) which is not allowed, as shown in Section 4.1. The

only critical property that Sd,−
R,β satisfies is the correct Euclidean flat-space limit. The flat-space

behavior of Sd,−R,β , displayed in Remark 4.21, may well be due to imposing incorrect boundary

conditions since SdR is a compact manifold without boundary, whereas Euclidean space is actually

a noncompact manifold with boundary (at infinity). Furthermore, Sd,−
R,β is partially ‘antipodal’

to the source point (diverges at the source point as well as at the antipole), which is not a de-
sirable property. It was also pointed out by one of the referees that due to the Γ(µ− ν) factor,

Sd,−R,β will diverge when β = 0, as is necessary (see Remark 4.19), and at an infinite number
of points in the underdamped (oscillatory) regime which correspond to the wavenumber being

one of the eigenvalues of the Laplace–Beltrami operator on SdR. Similarly, Ad,−R,β has all the right

properties that an opposite antipodal fundamental solution of the Helmholtz operator
(
−∆−β2

)
on SdR should satisfy, with the exception of the correct flat-space limit. Given a resolution of

the flat-space limit for Sd,−R,β , the same problem will be solved for Ad,−R,β . The ultimate resolution
of this Conjecture 4.29 must also be associated with a correct and consistent formulation of the
Sommerfeld radiation condition (4.6) on SdR.

5 Gegenbauer expansions in geodesic polar coordinates

For convenience, define the following degrees

ν+ :=

{
−1

2 + 1
2

√
(d− 1)2 − 4β2R2, if (d− 1)2 − 4β2R2 ≥ 0,

−1
2 + i

2

√
4β2R2 − (d− 1)2 if (d− 1)2 − 4β2R2 ≤ 0,

ν− := −1
2 + 1

2

√
(d− 1)2 + 4β2R2.

In the boundary case, (d− 1)2 − 4β2R2 = 0, or equivalently,

β 7→ d− 1

2R
, ν+ 7→ −

1

2
, ν− 7→

√
2(d− 1)− 1

2
,
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the wavenumber only has dependence on the dimension of the space d and the radius of curva-
ture of the manifold R. In this case, the Ferrers and associated Legendre functions reduce to
elementary or elementary transcendental functions. For instance, if µ = d

2 − 1 ∈ Z (d even),
then the fundamental solutions are given in terms of complete elliptic integrals (the Legendre
functions are toroidal harmonics, and the equivalent for the Ferrers functions). Alternatively,
if µ is a half odd integer (d odd), then the Ferrers functions and associated Legendre functions
reduce to trigonometric and hyperbolic functions respectively. Given starting points for various
degrees and orders, a lattice of degrees and orders which satisfy these properties can be ob-
tained using recurrence relations for these functions, namely [27, equations (14.10.3), (14.10.6)
and (14.10.7)], [27, equations (14.10.1) and (14.10.2)].

In fact, recent results due to Maier [23, Theorem 6.1] have shown that the space of Ferrers
and associated Legendre functions is much more rich than was previously expected. In fact if
the orders are integers and the degrees differ by ±1/r (r = 2, 3, 4, 6) from an integer, then the
resulting Legendre functions are also given in terms of complete elliptic integrals of the first and
second kind!

Define the constants

adR :=
Γ
(
d
2

)
2(d− 2)π

d
2Rd−2

, bd,±R,β :=
2µΓ(µ)Γ(ν± + µ+ 1)Γ(µ− ν±)

2
d
2

+2π
d
2Rd−2

.

Theorem 5.1. Let d ≥ 3, R > 0, β ∈ R, r, r′ ∈ (0,∞), r 6= r′, θ, θ′ ∈ (0, π), γ ∈ [0, π]. Then

Hd,+R,β(x,x′) =
e−iπ( d

2
−1)adR

(sinh r sinh r′)
d
2
−1

(5.1)

×
∞∑
l=0

(−1)l(2l + d− 2)P
−( d

2
−1+l)

ν+ (cosh r<)Q
d
2
−1+l

ν+ (cosh r>)C
d
2
−1

l (cos γ),

Hd,−R,β(x,x′) =
e−iπ( d

2
−1)adR

(sinh r sinh r′)
d
2
−1

(5.2)

×
∞∑
l=0

(−1)l(2l + d− 2)P
−( d

2
−1+l)

ν− (cosh r<)Q
d
2
−1+l

ν− (cosh r>)C
d
2
−1

l (cos γ),

Sd,+R,β(x,x′) =
bd,+R,β

(sin θ sin θ′)
d
2
−1

∞∑
l=0

(2l + d− 2)
(
ν+ + d

2

)
l

(
d
2 − 1− ν+

)
l

× P
−( d

2
−1+l)

ν+ (cos θ<)P
−( d

2
−1+l)

ν+ (− cos θ>)C
d
2
−1

l (cos γ), (5.3)

Ad,+R,β(x,x′) =
bd,+R,β

(sin θ sin θ′)
d
2
−1

∞∑
l=0

(2l + d− 2)
(
ν+ + d

2

)
l

(
d
2 − 1− ν+

)
l

× P
−( d

2
−1+l)

ν+ (cos θ<)f
−( d

2
−1+l)

ν+ (cos θ>)C
d
2
−1

l (cos γ), (5.4)

Sd,−R,β(x,x′) =
bd,−R,β

(sin θ sin θ′)
d
2
−1

∞∑
l=0

(2l + d− 2)
(
ν− + d

2

)
l

(
d
2 − 1− ν−

)
l

× P
−( d

2
−1+l)

ν− (cos θ<)P
−( d

2
−1+l)

ν− (− cos θ>)C
d
2
−1

l (cos γ), (5.5)

Sd,−
R,β(x,x′) =

adRΓ
(
ν− + d

2

)
Γ
(
ν− −

d
2 + 2

)
(sin θ sin θ′)

d
2
−1

×
∞∑
l=0

(−1)l(2l + d− 2)
(
ν− + d

2

)
l

(
−ν− + d

2 − 1
)
l
P
−(

d
2−1+l)

ν− (cos θ<) (5.6)
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×
[
Q
−( d

2
−1+l)

ν− (cos θ>) + i
π

2
P
−( d

2
−1+l)

ν− (cos θ>)

]
C
d
2
−1

l (cos γ), (5.7)

where for uniform convergence, θ 6= θ′, r 6= r′, and for (5.3)–(5.7), require (2.73). In (5.2),
i should be replaced with −i for 4β2R2 > (d− 1)2, in ν− (see (4.13)).

Proof. The Gegenbauer expansions for Hd,±R,β , Sd,+R,β , Ad,+R,β , Sd,−R,β , Sd,−
R,β , follow immediately from

(2.33), (2.76)–(2.78). �

Remark 5.2. Similar Gegenbauer expansions for Ad,−R,β , Ad,−R,β , can be easily obtained using
(2.76), (2.78). We leave these to the reader.

Theorem 5.3. In the flat-space limit, the fundamental solution Gegenbauer expansions for Hd,±R,β,

Sd,+R,β , Ad,+R,β, approach the corresponding Euclidean fundamental solution expansions, namely [36,
equations (11.41.4) and (11.41.8)]

H(1)
µ (β‖x− x′‖)
‖x− x′‖µ

=
2µΓ(µ)

(β‖x‖‖x′‖)µ
∞∑
l=0

(l + µ)Jµ+l(β‖x‖<)H
(1)
µ+l(β‖x‖>)Cµl (cos γ), (5.8)

Kµ(β‖x− x′‖)
‖x− x′‖µ

=
2µΓ(µ)

(β‖x‖‖x′‖)µ
∞∑
l=0

(l + µ)Iµ+l(β‖x‖<)Kµ+l(β‖x‖>)Cµl (cos γ). (5.9)

Proof. We have already shown in the flat-space limit that Hd,±R,β , Sd,+R,β , Ad,+R,β 7→ G
d,±
β (see proofs

of Theorems 4.3, 4.6, 4.8, 4.12). Now we only need to check that in the flat-space limits, the
expansions on the right-hand sides of Theorem 5.1 approach the correct series coefficients. Using
standard geodesic polar coordinates (3.1) or (3.2), in the flat-space limit (r, r′) ∼ (r̄, r̄′)/R, and
(θ, θ′) ∼ (r̄, r̄′)/R, where r̄ := ‖x‖, r̄′ := ‖x′‖, are the radial coordinates for the primed and
unprimed position vectors in d-dimensional Euclidean space x,x′ ∈ Rd. Let µ = d

2 − 1. In the
flat-space limit

adR ∼
Γ(µ)

4π
d
2Rd−2

, ν− ∼ −
1
2 + βR ∼ βR,

ν+ ∼ −
1
2 + iβR, bd,+R,β ∼

β2µΓ(µ)e−πβR

4π
d
2
−1

.

By applying the appropriate flat-space limits, the Gegenbauer expansions (5.1), (5.3), (5.4),
all approach (5.9) using (2.1), (2.2), (2.3), (2.12), (2.13), (2.60), (2.62), (2.70). Similarly, the
Gegenbauer expansions (5.2), (5.7) both approach (5.8) using (2.19), (2.21), (2.52), (2.54). �

Remark 5.4. For (5.5), the flat-space limit of this expansion does not exist.

Remark 5.5. Notice that (5.1)–(5.7) can be further expanded over the remaining (d − 2)-
quantum numbers in K in terms of a simply separable product of normalized hyperspherical
harmonics Y K

l (x̂)Y K
l (x̂′), where x̂, x̂′ ∈ Sd−1, using the addition theorem for hyperspherical

harmonics [1, Chapter 9]

C
d
2
−1

l (cos γ) =
2π

d
2 (d− 2)

(2l + d− 2)Γ
(
d
2

)∑
K

Y K
l (x̂)Y K

l (x̂′).
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5.1 Azimuthal Fourier series in two dimensions

It is interesting to consider how we can obtain azimuthal Fourier expansions for our fundamental
solutions. For the particular case where a fundamental solution is given in terms of an associated
Legendre function of the second kind, we can use the addition theorem (2.33) for the two-
dimensional case. One has the following azimuthal Fourier expansions in d = 2.

Corollary 5.6. Let β ∈ R, r, r′ ∈ (0,∞), r 6= r′, θ, θ′, φ− φ′ ∈ [0, π]. Then

H2,+
R,β(x,x′) =

∞∑
l=0

(−1)lεlP
−l
ν+

(cosh r<)Qlν+
(cosh r>)Tl(cos(φ− φ′)), (5.10)

H2,−
R,β(x,x′) =

∞∑
l=0

(−1)lεlP
−l
ν−

(cosh r<)Qlν−
(cosh r>)Tl(cos(φ− φ′)), (5.11)

S2,+
R,β(x,x′) =

−1

4 sin(πν+)

×
∞∑
l=0

εl(−ν+)l(ν+ + 1)lP
−l
ν+

(cos θ<)P−lν+
(− cos θ>)Tl(cos(φ− φ′)), (5.12)

A2,+
R,β(x,x′) =

−1

4 sin(πν+)

∞∑
l=0

εl(−ν+)l(ν+ + 1)lP
−l
ν+

(cos θ<)f−lν+
(cos θ>)Tl(cos(φ− φ′)),(5.13)

S2,−
R,β(x,x′) =

∞∑
l=0

(−1)lεlP
−l
ν−

(cos θ<)
[
Qlν−

(cos θ>) + i
π

2
Plν−

(cos θ>)
]
Tl(cos(φ− φ′)). (5.14)

For (5.11), in ν−, i should be replaced with −i for 4β2R2 > (d− 1)2 (see (4.13)).

Proof. This follows from (2.34), (2.85)–(2.87). �

If β = 1/(2R) then the fundamental solution H2,−
R,1/(2R) reduces to a complete elliptic integral

of the first kind through [27, equations (14.5.24)–(14.5.27)], namely

H2,−
R,1/(2R)(x,x

′) =
1

2π
sech

(
1
2ρ
)
K
(

sech
(

1
2ρ
))

=
1

2π

∞∑
m=0

εm(−1)mP−m− 1
2

(cosh r<)Qm− 1
2

(cosh r>) cos(m(φ− φ′)).

Similar expansions are possible for the other fundamental solutions.
Two-dimensions is the only case where we are able to compute azimuthal Fourier expansions

of our fundamental solutions whose coefficients are given without a sum. For dimensions greater
than two, the approach used previously for Laplace’s equation [6, Section 4] does not easily
generalize for the Helmholtz operator.

A Proof of the addition Theorem 2.19

Since the proof of the addition Theorem 2.19 is fairly long, we have delegated it to this appendix.
We begin by studying the convergence of (2.74)–(2.77) by determining the asymptotic behavior
of the nth terms as n → ∞. To this end, for (2.76) use [27, equation (14.15.1)], and from this
we deduce that as <µ→∞,

P−µν (cos θ) ∼
tanµ

(
1
2θ
)

Γ(1 + µ)
, P−µν (− cos θ) ∼

cotµ
(

1
2θ
)

Γ(1 + µ)
. (A.1)
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Then, from the large argument asymptotics for the gamma function (Stirling’s formula [27,
equation (5.11.3)]) we obtain

(n+ µ)(ν + µ+ 1)n(µ− ν)nP
−(µ+n)
ν

(
cos θ<

)
P−(µ+n)
ν

(
cos θ>

)
∼
{

tan
(

1
2θ<

)
tan
(

1
2θ>

)}µ+n

Γ(ν + µ+ 1)Γ(µ− ν)
. (A.2)

Using the connection formula [27, equation (14.9.7)] and (A.1) we have as <µ→∞,

Pµν (cos θ) ∼ Γ(ν + µ+ 1)Γ(µ− ν)

πΓ(µ+ 1)

{
− sin(νπ) tanµ

(
1
2θ
)

+ sin(µπ) cotµ
(

1
2θ
)}
. (A.3)

Hence, for (2.74), from (A.1), (A.3), and Stirling’s formula, one obtains as n→∞,

(n+ µ)P−(µ+n)
ν

(
cos θ<

)
Pµ+n
ν (cos θ>)

∼ 1

π
tanµ+n

(
1
2θ<

){
− sin(νπ) tanµ+n

(
1
2θ>

)
+ (−1)n sin (µπ) cotµ+n

(
1
2θ>

)}
. (A.4)

For (2.75), using the connection formula [27, equation (14.9.9)], one has as n→∞,

(n+ µ)P−(µ+n)
ν (cos θ<)Qµ+n

ν (cos θ>)

∼ 1

2
tanµ+n

(
1
2θ<

){
− cos(νπ) tanµ+n

(
1
2θ>

)
+ (−1)n cos(µπ) cotµ+n

(
1
2θ>

)}
. (A.5)

Similarly for (2.77), using (A.1), the connection formula [27, equation (14.9.10)], and Stirling’s
formula, yields for µ− ν /∈ N

(n+ µ)(ν + µ+ 1)n(µ− ν)nP
−(µ+n)
ν

(
cos θ<

)
Q−(µ+n)
ν (cos θ>) ∼

π tanµ+n
(

1
2θ<

)
2Γ(ν + µ+ 1)Γ(µ− ν)

×
{

cot((ν − µ)π) tanµ+n
(

1
2θ>

)
+ (−1)n+1 csc((ν − µ)π) cotµ+n

(
1
2θ>

)}
. (A.6)

It remains to estimate the Gegenbauer polynomials of the first kind which appear in (2.74)–
(2.76). We were not able to find asymptotic results in the literature for large n and complex
parameter µ. However the following estimate will suffice.

Proposition A.1. For γ ∈ (0, π) and µ ∈ C bounded, one has as n→∞,

Cµn(cos γ) = O
(
n<µ−1

)
. (A.7)

Proof. Assume first that <µ > 0. Then for γ ∈ (0, π) we use the following integral representa-
tion [27, equation (14.12.1)]

P
1
2
−µ

µ+n− 1
2

(cos γ) =

√
2(sin γ)

1
2
−µ

√
πΓ(µ)

∫ γ

0

cos((µ+ n)t)

(cos t− cos γ)1−µdt. (A.8)

Then with cos θ = 1
2

(
eiθ + e−iθ

)
, and substituting t 7→ γ − t, one arrives at∫ γ

0

cos((µ+ n)t)

(cos t− cos γ)1−µdt (A.9)

=
ei(µ+n)γ

2

∫ γ

0

e−iµte−int

(cos(γ − t)− cos γ)1−µdt+
e−i(µ+n)γ

2

∫ γ

0

eiµteint

(cos(γ − t)− cos γ)1−µdt.
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Thus from (A.8), (A.9), one has for γ ∈ (0, π), <µ > 0,

P
1
2
−µ

µ+n− 1
2

(cos γ) =

√
2(sin γ)

1
2
−µ

√
πΓ(µ)

[∫ ∞
0

φ+(t)eint dt+

∫ ∞
0

φ−(t)e−intdt

]
, (A.10)

where φ± : (0,∞)→ C are defined by

φ±(t) :=
e∓i(µ+n)γe±iµtH(γ − t)
2(cos(γ − t)− cos γ)1−µ ,

whereH(x) is the Heaviside function [27, equation (1.16.13)]. Next φ±(t)∼ 1
2e∓i(µ+n)γ(t sin γ)µ−1

as t → 0 and therefore from the asymptotics of Fourier integrals [37, Section 4.2, Theorem 1,
p. 199] applied to both integrals on the right-hand side of (A.10) we deduce for γ ∈ (0, π),
<µ > 0, n→∞,

P
1
2
−µ

µ+n− 1
2

(cos γ) = O
(
n−<µ

)
.

The estimate (A.7) then follows from (2.37) with λ = n and Stirling’s formula. Finally, to extend
this to bounded µ lying in the left half plane, we have from [27, equation (18.9.7)]

Cµ−1
n (cos γ) =

µ− 1

n+ µ− 1

(
Cµn(cos γ)− Cµn−2(cos γ)

)
= O

(
n<µ−2

)
, (A.11)

for <µ > 0. Hence (A.7) holds for <µ > −1, and on repeated applications of (A.11), for
<µ > −m for arbitrary bounded positive integer m. �

Theorem A.2. The series in (2.76) is absolutely convergent under the condition (2.73). The
series in (2.74), (2.75), (2.77)–(2.79) are absolutely convergent if (2.73) holds, and in addition
θ 6= θ′.

Proof. Using Proposition A.1, we see that absolute convergence of (2.74), (2.75), (2.77) is
assured if the right-hand sides of (A.2), (A.4)–(A.6) are exponentially small in n. For (2.76), we
see from (A.2) that this is so if (2.73) holds. Similarly we see that (A.4)–(A.6) are exponentially
small in n provided both of the following hold (unless one of the coefficient trigonometric functions
vanish, in which case one of these can be relaxed, as described below)

tan
(

1
2θ<

)
tan
(

1
2θ>

)
< 1 and tan

(
1
2θ<

)
cot
(

1
2θ>

)
< 1. (A.12)

But the latter of (A.12) is equivalent to tan
(

1
2θ<

)
< tan

(
1
2θ>

)
, i.e., θ< < θ>, or equivalently

θ 6= θ′. Thus convergence of (2.74), (2.75), (2.77) is also assured by condition (2.73) provided
θ 6= θ′. Absolute convergence of the expansions (2.78), (2.79) is proved similarly. �

Remark A.3. The condition θ< 6= θ> or equivalently θ 6= θ′, can be relaxed for (2.74) if µ
is an integer, and for (2.75) if µ is half an odd integer. Interestingly, if ν is an integer, then
from (A.4), (A.5) we see that (2.74), (2.75) converge without requiring (2.73), with the only
requirement in this case being θ 6= θ′.

Assume (2.73) and define

A(z;λ, θ, θ′) :=
∞∑
n=0

(−1)n(n+ λ)(2λ+ z + 1)n(−z)n

× P
−(λ+n)
λ+z (cos θ)P

−(λ+n)
λ+z (cos θ′)Cλn(cos γ). (A.13)
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Note that for all n ∈ N0,

(2λ+ z + 1)n(−z)n =
Γ(n+ 2λ+ z + 1)Γ(n− z)

Γ(2λ+ z + 1)Γ(−z)
= (−1)n

Γ(n+ 2λ+ z + 1)Γ(z + 1)

Γ(2λ+ z + 1)Γ(z + 1− n)
,

and is analytic for all z ∈ C.

Lemma A.4. Let l ∈ N0. Then

A(l;λ, θ, θ′) =
l∑

n=0

(−1)n(n+ λ)(2λ+ l + 1)n(−l)nP
−(λ+n)
λ+l (cos θ)P

−(λ+n)
λ+l (cos θ′)Cλn(cos γ)

=
1

2λΓ(λ)

(
sin θ sin θ′

sin Θ

)λ
P−λλ+l(cos Θ). (A.14)

Proof. The first equality of (A.14) comes from (A.13) and noting that (−l)n = 0 for n ≥
l+ 1. Next, use the addition theorem for Gegenbauer polynomials [27, equation (18.18.8)] with
degree l, which is a finite sum over n = 0, 1, 2, . . . , l. The Gegenbauer polynomial on the left-
hand side and the first two Gegenbauer polynomials appearing in the sum are expressed in terms
of Ferrers functions of the first kind using (2.37). Performing these replacements and simplifying
produces the second equality of (A.14). �

In what follows we shall make use the following uniqueness theorem of complex analysis, due
to Carlson (cf. [33, Section 5.81]).

Theorem A.5. Let κ < π, F : C → C be analytic and O
(
eκ|z|

)
for <z ≥ 0, and in addition

F(z) = 0 for z ∈ N0. Then F(z) = 0.

Remark A.6. The order restriction as stated is only required for <z = 0, and can be relaxed
to F(z) being of (arbitrary) exponential type for <z > 0; however the above weaker version of
Carlson’s theorem suffices for our purposes.

In order to apply the above theorem, we need estimates on A(z;λ, θ, θ′) for large complex z.
To do so, we need to temporarily assume that θ, θ′ are complex. To this end, we again use [27,
equation (14.12.1)] to obtain the integral representation for θ ∈ (0, π), <µ > −1

2 ,

P−µλ+z(cos θ) =

(
2

π

) 1
2 1

Γ
(
µ+ 1

2

) ∫ θ

0

cos
((
λ+ z + 1

2

)
t
)

(cos t− cos θ)
1
2

(
cos t− cos θ

sin θ

)µ
dt. (A.15)

Taking principal branches, we then use this to (uniquely) define P−µλ+z(cos θ) as an analytic
function of θ ∈ C with <θ ∈ (0, π). Then if we choose the path of integration in (A.15) to be
a straight line from t = 0 to t = θ, parameterize t = sθ (0 ≤ s ≤ 1), and use a Maclaurin series
for trigonometric functions, we have

cos t− cos θ

sin θ
=

1

2

(
1− s2

)
θ +O

(
θ3
)
. (A.16)

In addition, for t lying on this path we have

cos
((
λ+ z + 1

2

)
t
)

= cos
((
λ+ z + 1

2

)
sθ
)

= O
(
e|θz|

)
. (A.17)

From (A.15), (A.16), (A.17) it follows that for complex values of θ such that <θ > 0, |θ| <1
2π−1

(a bound clarified below), there is an assignable positive number a0 such that

P−µλ+z(cos θ) =
(a0|θ|)<µe|θz|

Γ
(
µ+ 1

2

) O(1), (A.18)

uniformly for one or both |z| and <µ large.
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Next from [27, equations (4.5.13) and (5.6.1)] and the definition of the Pochhammer symbol,
we have for unbounded positive n, and w ∈ C,∣∣(w)n

∣∣
Γ(n)

≤ n
1
2 en|w|(|w|+ 1)(|w|+ 2) · · · (|w|+ n)

(2π)
1
2nn

≤ n
1
2 en

(2π)
1
2

(
1 +
|w|
n

)n
≤ n

1
2 ene|w|

(2π)
1
2

,

and therefore from (A.18) and Stirling’s formula,

(n+ λ)(2λ+ z + 1)n(−z)nP
−(λ+n)
λ+z (cos θ)P

−(λ+n)
λ+z (cos θ′)

=
Γ2(n)

Γ2
(
n+ λ+ 1

2

)(a2
0e2|θθ′|

)n
e(2+|θ|+|θ′|)|z|O

(
n2
)

=
(
a2

0e2|θθ′|
)n

e(2+|θ|+|θ′|)|z|O
(
n1−2<λ).

Using (A.7), along with the temporary assumption that |θ|, |θ′| ≤ θ0 <
1
2π − 1 (for some posi-

tive θ0, to be specified shortly) we arrive at

(n+ λ)(2λ+ z + 1)n(−z)nP
−(λ+n)
λ+z (cos θ)P

−(λ+n)
λ+z (cos θ′)Cλn(cos γ)

= δneκ|z|O
(
n−<λ

)
, (A.19)

where κ := 2 + |θ| + |θ′| ≤ 2 + 2θ0 < π, and δ := a2
0e2|θθ′| ≤ a2

0e2θ2
0. We wish that δ < 1, and

this is achieved by choosing θ0 so that θ0 ∈
(
0,min

{
1
2π − 1, a−1

0 e−1
})

.

Next, from (2.72), we observe that Θ→ 0 as |θ|+ |θ′| → 0, and therefore there exists a posi-
tive θ1 such that |Θ| ≤ κ < π when max{|θ|, |θ′|} ≤ θ1. Now define θ2 := min{θ0, θ1}, and also
define

F(z;λ, θ, θ′) :=
1

2λΓ(λ)

(
sin θ sin θ′

sin Θ

)λ
P−λλ+z(cos Θ)− A(z;λ, θ, θ′). (A.20)

Then from (A.13), (A.18), (A.19), we see that for |θ|, |θ′| ∈ (0, θ2), <z ≥ 0, the function
F(z;λ, θ, θ′) is well-defined and analytic as a function of z, and is O

(
eκ|z|

)
as z → ∞, where

κ < π. Moreover from (A.14), (A.20), we see that F(z;λ, θ, θ′) = 0 for z ∈ N0, and therefore by
Carlson’s Theorem A.5 we deduce that F(z;λ, θ, θ′) is identically zero.

The restriction 0 < |θ|, |θ′| < θ2 can be relaxed as follows. For fixed z, λ, the function
given by (A.20) is also analytic in θ in a neighborhood of the origin with <θ > 0, and likewise
for θ′. Hence by analytic continuation, we deduce that it must be identically zero in larger
domains (open and connected) containing this neighborhood, and for which P−λλ+z(cos Θ) is an-
alytic in both of these variables, and for which the series in (A.13) is absolutely convergent.
In particular, it follows that F(z;λ, θ, θ′) = 0 for positive values of these variables such that
tan
(

1
2θ
)

tan
(

1
2θ
′) < 1. The identity (2.76) follows by replacing z 7→ ν − λ, λ 7→ µ, in (A.20) and

equating this function to zero.

It remains to prove (2.74), (2.75), (2.77)–(2.79). These come from (2.76) and connection
formulas. In (2.76), apply the connection relation (2.40) to the Ferrers function of the first kind
on the left-hand side and the one furthest to the right on the right-hand side. This produces two
separate sums which are given by (2.74), (2.75). In (2.75), applying the connection relation [27,
equation (14.9.1)] to the left-hand side, and to the Ferrers function of the second kind furthest on
the right, produces yet two more sums, one being (2.77). The addition theorems (2.78), (2.79),
then follow using (2.42), (2.43) in (2.76), (2.77). This completes the proof of Theorem 2.19.

Remark A.7. In terms of the validity of the series expansions, it should be noted that the
Ferrers function of the second kind Qµν (x) is not defined for ν + µ = −1,−2, . . ., except for the
anomalous cases ν = −3

2 ,−
5
2 , . . ., see (2.36).
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