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#### Abstract

This article describes a Maple package for the manipulation of generalized hypergeometric series. This package provides tools for automatic proofs of identities. The aim of this article is to present the package and to give some results obtained with it. It can be obtained by either e-mail (Bruno.Gauthier@univ-mlv.fr) or on the web site (http://www-igm.univ-mlv.fr/~gauthier/HYPERG.html).


## Introduction

HYPERG is a Maple package for the manipulation and identification of hypergeometric series and identities. It provides several tools for:

- transforming sums into hypergeometric notation;
- manipulating factorial expressions;
- applying summation and transformation formulas;
- applying contiguous relations;
- computing formal limits of hypergeometric expressions;
- manipulating linear recurrence equations;
- finding polynomial, rational and hypergeometric solutions of recurrences;
- using the Gosper and Zeilberger algorithms.

In the following sections, we describe Maple basic objects, principal features and applications.
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## Basic objects

First, we recall that a sequence $\left(U_{k}\right)$ is hypergeometric if the ratio of two consecutive terms is a rational function of the summation index $k$ :

$$
\begin{equation*}
\frac{U_{k+1}}{U_{k}}=\frac{p(k)}{q(k)} \tag{1}
\end{equation*}
$$

where $p$ and $q$ are polynomials in $k$.
Then we define two new hypergeometric objects in Maple: the rising factorial (also known as Pochhammer symbol) RF[a,k]:

$$
(a)_{k}:= \begin{cases}a(a+1) \ldots(a+k-1) & k>0 \\ 1 & k=0 \\ {[(a-1)(a-2) \ldots(a+k)]^{-1}} & k<0\end{cases}
$$

and also the hypergeometric series
HYP [ [a_1, ..., a_r], [b_1, ..., b_s], z]:

$$
{ }_{r} F_{s}\left[\begin{array}{l}
a_{1}, \ldots, a_{r} \\
b_{1}, \ldots, b_{s}
\end{array} ; z\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \ldots\left(a_{r}\right)_{k}}{\left(b_{1}\right)_{k} \ldots\left(b_{s}\right)_{k}} \frac{z^{k}}{k!}
$$

The hypergeometric series were already defined in the Maple computer algebra system by hypergeom ([a_1, . . , a_r], [b_1, . . , b_s] , z), but we prefered redefine them to avoid Maple automatic simplifications.

It is important to recognize when a given series is hypergeometric, because the general theory of hypergeometric functions is very powerful. So, what we want to do is to show how one may identify a given hypergeometric series with a particular ${ }_{r} F_{s}$ :

```
> SumToHyp( Sum(x^k/k!,k) ); # exponential series
    HYP[[], [], x]
> SumToHyp( Sum(1/(2*k-1)/(2*k+1)!,k=0..infinity) );
```

    - HYP [[-1/2], [3/2, 1/2], 1/4]
    > SumToHyp( Sum ( $\left.4 * k^{\wedge} 2+1, k\right)$ ); \# hypergeometric series with complex parameters
$\operatorname{HYP}[[1-1 / 2 \mathrm{I}, 1+1 / 2 \mathrm{I}, 1],[-1 / 2 \mathrm{I}, 1 / 2 \mathrm{I}], 1]$
> SumToHyp ( $\operatorname{Sum}\left(\mathrm{k}^{\wedge} 2+\mathrm{k}!, k\right)$ );
Error, (in SumToHyp) Not a hypergeometric series

## Database of formulas

This package contains a lot of summation, transformation and contiguous formulas involving hypergeometric series. (The numbering of these formulas is similar as for the Krattenthaler's

Mathematica package HYP [6].) Here, we give examples showing how these classical hypergeometric formulas can be used.

From Watson's theorem, we derive Gauss's second theorem :

```
> eg := HypSumPrint( HYP[[a,b,c],[d,e],z], 33 );
# z must be equal to 1
# 1/2+1/2*a+1/2*b must be equal to d
# 2*c must be equal to e
eg := HYP[[a, b, c], [d, e], z] =
    1/2
Pi GAMMA(1/2 + c) GAMMA(1/2 + 1/2 a + 1/2 b) GAMMA(1/2 - 1/2 a - 1/2 b + c)
    /
    / (GAMMA(1/2 + 1/2 a) GAMMA(1/2 + 1/2 b) GAMMA(1/2 - 1/2 a + c)
    /
GAMMA(1/2 - 1/2 b + c))
> eg := subs( z=1, d=1/2+1/2*a+1/2*b, e=2*c, eg );
eg := HYP[[a, b, c], [1/2 + 1/2 a + 1/2 b, 2 c], 1] =
    1/2
Pi GAMMA(1/2 + c) GAMMA(1/2 + 1/2 a + 1/2 b) GAMMA(1/2 - 1/2 a - 1/2 b + c)
            /
            / (GAMMA (1/2 + 1/2 a) GAMMA(1/2 + 1/2 b) GAMMA (1/2 - 1/2 a + c)
GAMMA(1/2 - 1/2 b + c))
> eg := Lim( eg, c=infinity );
eg :=
                        1/2
                    Pi GAMMA(1/2 + 1/2 a + 1/2 b)
HYP[[a, b], [1/2 + 1/2 a + 1/2 b], 1/2] = --------------------------------------
    GAMMA(1/2 + 1/2 a) GAMMA(1/2 + 1/2 b)
```

Ramanujan hypergeometric identity

$$
\begin{aligned}
& 1-\left(\frac{1}{2}\right)^{3}+\left(\frac{1 / 23 / 2}{2}\right)^{3}+\cdots \\
= & { }_{3} F_{2}\left[\begin{array}{c}
1 / 2,1 / 2,1 / 2 ;-1 \\
1,1
\end{array}\right] \\
= & \frac{\Gamma\left(\frac{9}{8}\right)^{2}}{\Gamma\left(\frac{5}{4}\right)^{2} \Gamma\left(\frac{7}{8}\right)^{2}} .
\end{aligned}
$$

> H := $\operatorname{HYP}[[1 / 2,1 / 2,1 / 2],[1,1],-1]:$

```
> Ht := HypTransf( H, 34 );
```

2
Ht := $\operatorname{HYP}[[1 / 4,1 / 4],[1],-1]$
> HypSum ( Ht, 4 ); \# Kummer's theorem
$\left(2+2^{1 / 2}\right) \operatorname{GAMMA}(3 / 4)^{2}$
$1 / 4--4$

## Formal limits

This section deals with formal limits of hypergeometrc expression.

```
> #obviously
> expr := RF[-n,r]/RF[1+a+b-c-n,r];
    expr := -----------------------
> Lim( expr, n=infinity );
1
```

```
> #confluent principle
```

> \#confluent principle
> Lim( HYP[[a,2*b],[c],z/b], b=infinity );
> Lim( HYP[[a,2*b],[c],z/b], b=infinity );
HYP[[a], [c], 2 z]
HYP[[a], [c], 2 z]
> \# From Wilson polynomials, we get Continuous dual Hahn polynomials
> W(n):= HYP[[-n,n+a+b+c+d-1,a+I*x,a-I*x],[a+b,a+c,a+d],1]
* RF[a+b,n] * RF[a+c,n] * RF[a+d,n]:
> Lim( W(n)/RF[a+d,n], d=infinity );
GAMMA(a + b + n) GAMMA(a + c + n)
HYP[[- n, a + I x, a - I x], [a + b, a + c], 1]/(GAMMA (a + b) GAMMA (a + c))

```

\section*{Manipulating recurrence equations}

The package HYPERG is fully compatible with gfun [9], therefor we need to add gfun's features. In fact we are interested in the tools handling recurrence equations and differential equations. We state the existence of the rectodiffeq and diffeqtorec functions which compute the recurrence associated with the differential equation and vice versa. For instance:
```

> with(gfun):
> rectodiffeq( {(5*n+10)*u(n)+k*u(n+1)-u(n+2),u(0)=0,u(1)=0},u(n), f(t) );

```
```

    2 3
    (- 10t -k t + 1) f(t) - 5 t D(f)(t)

```

The others important tools are closure operations such as:
\begin{tabular}{llll} 
borel & cauchyproduct & invborel & rectrec \\
diffeq+diffeq & diffeq*diffeq & hadamardproduct &
\end{tabular}

In this example we biuld from holonomic recurrences of \(2^{n}\) and \(n\) ! the recurrence satisfied by \(2^{n}+n\) ! using two methodes : closure by addition and the computation of the following casoratian determinant
\[
\left|\begin{array}{ccc}
y(n) & n! & 2^{n} \\
y(n+1) & (n+1)! & 2^{n+1} \\
y(n+2) & (n+2)! & 2^{n+2}
\end{array}\right|
\]
```

> with(HYPERG):
> with(gfun):
> rec1 := HypergToRec( 2^n, U(n) );
rec1 := 2 U(n)-U(n + 1) = 0
> rec2 := HypergToRec( n!, U(n) );
rec2 := U(n)(n+1)-U(n + 1) = 0
> 'rec+rec'( rec1, rec2, U(n) ); \# closure by addition
2 2
{(2n + 2n)U(n) + (- 3n+2-n )U(n + 1) + (n-1) U(n + 2),
U(0) = _C[0], U(1) = _C[1], U(2) = 2 _C[1], U(3) = 4 _C[0] + 2 _C[1]}
> GenRec( {2^n,n!}, U(n) ); \# casoratian determinant

```
    2
    \(2 n(n+1) U(n)+(-3 n+2-n) U(n+1)+(n-1) U(n+2)=0\)

\section*{Solving recurrence relation}

It is possible to manipulate and find polynomial [8], rational [1] and hypergeometric [7] solutions of linear recurrence relation
```

> PolySolRec( 3*U(n+2)-n*U(n+1)+(n-1)*U(n)=0,U(n) );
2
_x2(27 - 11 n + n )
> PolySolRec( r(n+2)-2*r(n+1)+r(n)=2,r(n),{r(0)=-1,r(1)=m});
2
- 1 +mn + n
> RatioSolRec( (n+4)*(2*n+1)*(n+2)*U(n+3)-(2*n+3)*(n+3)*(n+1)*U(n+2)

```
```

+n*(n+2)*(2*n-3)*U(n+1)-(n-1)*(2*n-1)*(n+1)*U(n)=0, U(n) );
1/2 --x2 (2 n- 3)

```

The following HypSolRec function doesn't return the hypergeometric solution but the ratio of two consecutive terms:
```

>HypSolRec( (n+4)*a(n+2)+a(n+1)-(n+1)*a(n)=0,a(n) );
{\mp@code{ln+1)(2n+5) n n+1}

```

Here, we verify that the recurrence of the previous section is satisfied by \(2^{n}\) and \(n!\) :
```

>HypSolRec}(2*n*(n+1)*U(n)+(-n^2-3*n+2)*U(n+1)+(n-1)*U(n+2)=0, U(n) )
{2,n+1}

```

\section*{Finding a recurrence}

\section*{Gosper algorithm}

The Gosper algorithm [4] deals with the question of finding an upward antidifference \(T(k)\) for given \(U(k)\), i.e. a sequence \(T(k)\) for which
\[
T(k+1)-T(k)=U(k)
\]
in the particular case when \(U(k)\) is a hypergeometric term.
```

> T := Gosper( k^2, k );
T := _x0 + 1/6k - 1/2 k

```
> \(\mathrm{U}:=\operatorname{subs}(\mathrm{k}=\mathrm{k}+1, \mathrm{~T})-\mathrm{T}\);
\[
U:=1 / 6-1 / 2(k+1)^{2}+1 / 3(k+1)^{3}+1 / 2 k^{2}-1 / 3 k^{3}
\]
```

> simplify( U );

```

\section*{k!}
```

> Gosper( (k/2)!, k );
Error, (in Gosper) (1/2*k)!, is not hypergeometric in, k

```

Remark: Gosper's algorithm is in the computational heart of Zeilberger's fast algorithm described in the next section.

\section*{Zeilberger algorithm}

The (fast) Zeilberger algorithm [11, 12] deals with the definite summation of hypergeometric terms. It is a direct application of the Gosper algorithm. It finds a linear homogeneous recurrence relation for the sum
\[
s(n):=\sum_{k} F(n, k),
\]
where \(F(n, k)\) is a hypergeometric term in \(n\) and \(k\).
The first step is finding a recurrence relation for the summand \(F(n, k)\). It is an extension of the Gosper algorithm which finds polynomials \(a_{j}(n)\) and \(G(n, k)\) such that:
\[
\begin{equation*}
\sum_{j=0}^{J} a_{j}(n) F(n+j, k)=G(n, k+1)-G(n, k), \tag{2}
\end{equation*}
\]
ith \(G(n, k)=R(n, k) F(n, k)\) where \(R(n, k)\) is a rational function called "certificate".
Summing (2) over all integers \(k\), we get by creative telescoping [13]
\[
\begin{equation*}
\sum_{j=0}^{J} a_{j}(n) s(n+j)=G(n, \infty)-G(n,-\infty) \tag{3}
\end{equation*}
\]
and checking that \(G(n, \pm \infty)=0\), the recurrence over the initial sum \(s(n)\) is proved:
\[
\begin{equation*}
a_{0}(n) s(n)+a_{1}(n) s(n+1)+\cdots+a_{J}(n) s(n+J)=0 \tag{4}
\end{equation*}
\]
```

> SummandToRec( binomial(n,k), k, n, F, G, 'cert' );

```
    \(-2 F(n, k)+F(n+1, k)=G(n, k+1)-G(n, k)\)
```

> cert;

```
```

                        k
                            - n - 1 + k
    ```

\section*{Applications}

\section*{Sum of binomial coefficients}

This is a first trivial example which evals the sum of binomial coefficients:
```

> rec := SumToRec( Sum(binomial(n,k),k), n, S );
rec := - 2 S(n) + S(n + 1) = 0

```
> HypSolRec ( rec, S(n) );

\section*{Terminating hypergeometric series}

Following suggestions of Koornwinder [5], we give a new proof of Kummer's theorem involving Zeilberger's algorithm, the WZ method and asymptotic estimates.

In the following Kummer's theorem
\[
{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{5}\\
1+a-b
\end{array} ;-1\right]=\frac{\Gamma\left(1+\frac{a}{2}\right) \Gamma(1+a-b)}{\Gamma(1+a) \Gamma\left(1+\frac{a}{2}-b\right)},
\]
let us replace \(a\) by \(a+2 n\) where \(n\) is a new variable that stands for a nonnegative integer. The resulting formula
\[
{ }_{2} F_{1}\left[\begin{array}{c}
a+2 n, b  \tag{6}\\
1+a+2 n-b
\end{array} ;-1\right]=\frac{\Gamma\left(1+\frac{a}{2}+n\right) \Gamma(1+a+2 n-b)}{\Gamma(1+a+2 n) \Gamma\left(1+\frac{a}{2}+n-b\right)}
\]
is clearly equivalent to (5).
The introduction of the free parameter \(n\) is the key to this new computer-assisted proof.
Formula (6) can be written as:
\[
\begin{equation*}
\frac{\sum_{k} f(n, k)}{S(n)}=1 \tag{7}
\end{equation*}
\]
where
\[
f(n, k)=\frac{(a+2 n)_{k}(b)_{k}}{(1+a+2 n-b)_{k}} \frac{(-1)^{k}}{k!}
\]
and
\[
S(n)=\frac{\Gamma\left(1+\frac{a}{2}+n\right) \Gamma(1+a+2 n-b)}{\Gamma(1+a+2 n) \Gamma\left(1+\frac{a}{2}+n-b\right)} .
\]
(The coefficient 2 in the substitution \(a \rightarrow a+2 n\) makes \(S(n)\) hypergeometric in \(n\).)
Formula (7) can be rewritten as:
\[
\begin{equation*}
\sum_{k} F(n, k)=1 \quad \text { where } F(n, k)=\frac{f(n, k)}{S(n)} . \tag{8}
\end{equation*}
\]

We shall actually prove this last formula. Using HYPERG, we apply Zeilberger's algorithm to obtain:
\[
\begin{equation*}
F(n, k)-F(n+1, k)=G(n, k+1)-G(n, k), \tag{9}
\end{equation*}
\]
with \(G(n, k)=F(n, k) C(n, k)\) and \(C(n, k)=-\frac{(b-1) k}{(1+a+2 n-b+k)(a+2 n)}\).
This \(C(n, k)\) is the so-called certificate of the WZ-pair \((F, G)\).
After summing (9) for \(k\) from 0 to \(K\), the right-hand side telescopes:
\[
\begin{align*}
\sum_{k=0}^{K} F(n, k)-\sum_{k=0}^{K} F(n+1, k) & =\sum_{k=0}^{K} G(n, k+1)-\sum_{k=0}^{K} G(n, k)  \tag{10}\\
& =G(n, K+1)-G(n, 0)  \tag{11}\\
& =F(n, K+1) C(n, K+1) . \tag{12}
\end{align*}
\]

We now let \(K\) tend to infinity. Clearly,
\[
\lim _{K \rightarrow+\infty} C(n, K+1)=-\frac{b-1}{a+2 n} .
\]

To determine \(\lim _{K \rightarrow+\infty} F(n, K+1)\), we use the well-known estimate (see e.g. [5]):
\[
\begin{equation*}
\frac{\Gamma(a+k)}{\Gamma(b+k)} \sim k^{a-b} \quad \text { as } k \rightarrow \infty . \tag{13}
\end{equation*}
\]

First,
\[
\begin{aligned}
F(n, k) & =\frac{(a+2 n)_{k}(b)_{k}}{(1+a+2 n-b)_{k}} \frac{(-1)^{k}}{k!} \frac{1}{S(n)}, \\
& =\frac{\Gamma(a+2 n+k) \Gamma(b+k)(-1)^{k}}{\Gamma(1+a+2 n-b+k) \Gamma(k+1)} T(n),
\end{aligned}
\]
where \(T(n)=\frac{(a+2 n) \Gamma\left(1+\frac{a}{2}+n-b\right)}{\Gamma(b) \Gamma\left(1+\frac{a}{2}+n\right)}\) does not depend on \(k\).
Then,
\[
\begin{aligned}
|F(n, k)| & \sim k^{a+2 n-(1+a+2 n-b)} k^{b-1} T(n) \\
& \sim k^{2 b-2} T(n)
\end{aligned}
\]

We know that \(\operatorname{Re}(b)<1\) (necessary condition for the convergence of the series in (5)). Therefore
\[
\lim _{K \rightarrow+\infty} F(n, K+1)=0 .
\]

By a dominated convergence argument [3], we can let \(K\) to infinity in (12) to obtain :
\[
\sum_{k=0}^{\infty} F(n, k)-\sum_{k=0}^{\infty} F(n+1, k)=0 .
\]

Hence, the sum \(\sum_{k=0}^{\infty} F(n, k)\) is independent of \(n\). Then
\[
\begin{aligned}
\sum_{k=0}^{\infty} F(n, k) & =\lim _{n \rightarrow+\infty} \sum_{k=0}^{\infty} F(n, k) \\
& =\sum_{k=0}^{\infty} \lim _{n \rightarrow+\infty} F(n, k)
\end{aligned}
\]
where the last equality is justified by dominated convergence. Moreover,
\[
\begin{aligned}
\sum_{k=0}^{\infty} F(n, k) & =\sum_{k=0}^{\infty} \lim _{n \rightarrow+\infty}(F(n, k) \\
& =\sum_{k=0}^{\infty} 2^{b} \frac{(b)_{k}(-1)^{k}}{(k)!} \\
& =2^{b} \sum_{k=0}^{\infty} \frac{(b)_{k}(-1)^{k}}{k!}, \\
& =2^{b}(1-(-1))^{b}=1, \quad \text { by binomial theorem. }
\end{aligned}
\]

This is precisely formula (8).
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