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THE NUMBER OF INDECOMPOSABLE SCHUR RINGS OVER A
CYCLIC 2-GROUP

I. KOVÁCS*

Abstract. Indecomposable Schur rings over a cyclic group Zn of order n are con-
sidered. In the case n = pm, p an odd prime, the total number of such rings was
described in terms of Catalan numbers by Liskovets and Pöschel [Discr. Math. 214
(2000), 173–191]. Here, a closed formula is shown for the total number of indecom-
posable Schur rings over Z2m using Catalan and Schröder numbers. The result is
obtained after the initial problem is turned into a lattice path problem.

1. Introduction

Let H be a finite group with identity element e. Denote by Z[H] the group ring
of all formal sums

∑
h∈H ahh, ah ∈ Z, h ∈ H. For T ⊆ H, the group ring element∑

h∈T h will be denoted by T . Such an element is also called a simple quantity. The
transpose of α =

∑
h∈H ahh is defined as α> =

∑
h∈H ah(h

−1). A subring S of Z[H]
is called a Schur ring over H (for short S-ring) if it is generated as a module over Z
by the simple quantities T 1, . . . , T r such that they satisfy the axioms:

• T1 = {e}, Ti ∩ Tj = ∅ for all i 6= j,
•

∑r
i=1 Ti = H,

• for each i ∈ {1, . . . , r} there exists some j ∈ {1, . . . , r} such that Ti
> = Tj.

The sets Ti are called the basic sets of S. We will denote by B(S) the set of all basic
sets of S.

Trivial examples for S-rings are provided by the full group ring Z[H], and the
module generated by the basic sets {e} and H \ {e}. The latter one is also called the
trivial S-ring over H.

The notion of an S-ring was created by I. Schur to use them in his investigation
of permutation groups, see [10]. Later it was developed to a powerful tool in group
theory, see [11, 13].

It was observed later that S-rings can also be applied in algebraic combinatorics.
For a given subset S ⊆ H, the Cayley digraph of H with respect to S is defined as the
digraph (V, E), where V = H and E = {(h, hs) : h ∈ H, s ∈ S}. Cayley digraphs of
cyclic groups are also called circulant digraphs. From now on Zn will denote a cyclic
group of order n. M. Klin and R. Pöschel started an approach based on S-rings to
study circulant digraphs, see [3]. For a recent survey on this approach, see [9].

Let S be an S-ring over Zn. S is called wreath-decomposable (or shortly decom-
posable), if there is a nontrivial, proper subgroup H < Zn such that for every basic
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set T , T ⊂ H or T =
⋃

h∈T Hh. Otherwise, S is called indecomposable. If an S-
ring is decomposable, then it can be obtained as the wreath product of two smaller
S-rings, see [9]. Indecomposable S-rings play a crucial role in the description of the
automorphism group of circulant graphs with pm vertices, p a prime, see [4, 6].

In this paper we consider the problem of counting the number of indecomposable
rings. For m ∈ N and a prime p, we set the notation:

I(m, p) = #{ indecomposable S-rings over Zpm}.
It was shown in [8] that if p > 2, then

I(m, p) = δ(p− 1)cm−1,

where δ(p− 1) is equal to the number of positive divisors of (p− 1), and for k ∈ N0,
ck is the k-th Catalan number: ck = 1

k+1

(
2k
k

)
, cf. [12, page 172]. In this paper, a closed

formula is derived for the numbers I(m, 2). For this purpose, besides the Catalan
numbers, we will also need the so called Schröder numbers. For k ∈ N0, the k-th
Schröder number is: sk =

∑n
k=0

1
k+1

(
2k
k

)(
n+k
2k

)
, cf. [12]. In Section 4, the interpretation

of both type of numbers will be recalled in terms of certain lattice paths. Our main
result is the following theorem.

Theorem 1.1. If m ≥ 3 then

I(m, 2) = 1 +
1

3
√

17

m−1∑
k=0

am−1−k

[ (11 + 3
√

17

4

)k+1

−
(11− 3

√
17

4

)k+1 ]
,

where a0 = 2, a1 = −9 and

ai = (2ci − 4ci−1) + (si − 2si−1)− 3
i−1∑
j=0

cisi−1−j, i ≥ 2.

Here, ci and si are the i-th Catalan and Schröder number, respectively.

It is easy to derive that I(1, 2) = 1 and I(2, 2) = 2. The values of I(m, 2) for
m ≤ 10 are shown in the following table.

m 1 2 3 4 5 6 7 8 9 10
I(m, 2) 1 2 5 16 63 271 1225 5726 27461 134461

We refer to the characterization of S-rings over Z2m given in [2]. This paper contains
a table which lists all S-rings over Z2m , m ≤ 5. One can select the indecomposable ones
to find that their total numbers completely agree with the numerical data presented
above.

We conclude the introduction with a brief outline of our paper. The starting point
of our examinations is the classification of S-rings over Z2m proved in [1, 2]. This
will be shortly recalled in Section 2. In Section 3, this classification will be used
to establish a bijection between the set of all nontrivial, indecomposable S-rings over
Z2m and the collection of so-called indecomposable parameter vectors of length m (see
also [5]). In Section 4, the initial counting problem will be turned into a lattice path
counting problem. It will be shown that the set indecomposable parameter vectors
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of length m is in one-to-one correspondence with a nicely described set of paths in
the (m− 1)× (m− 1) plane integer lattice consisting of steps (1, 0), (0, 1), and (1, 1).
Theorem 1.1 will be settled in Section 5 based on this correspondence.

2. S-rings over cyclic 2-groups

Throughout the section n = 2m and m ≥ 2 are assumed. Let Zn = 〈g〉. Denote

by Hi the subgroup of Zn of order 2i, i = 0, . . . ,m, i.e., Hi = 〈g2m−i〉. We set the
notation Li = Hm−i \Hm−1−i, i = 0, . . . ,m− 1, and Lm = {e}.

Let S be an S-ring over Zn. Next we describe its basic sets following [1, 2]. Let
T ∈ B(S), T 6= {e}. It was proved in [1, 2] (cf. also [7]) that there are two main
possibilities for T : either T = Hj \Hk for some 0 ≤ k < j ≤ m, or T is contained in
some set Li. The basic relation θ of S is an equivalence relation which is defined on
the set {0, 1, . . . ,m− 1} in such a manner that it has equivalence classes of the form
{i, . . . , i + j}, i ∈ {0, . . . ,m− 1}, j ∈ {0, . . . ,m− 1− i}. The set {i, . . . , i + j} with
j > 0 is an equivalence class of θ if and only if Hm−i \Hm−i−j−1 is a basic set of S.
The set {i} is an equivalence class if and only if Li cannot be obtained as a proper
subset of a basic set of S.

Assume that T ⊆ Li. According to the classical theory of S-rings, see [13], the basic
sets of S contained in Li are the orbits of some subgroup K ≤ Aut(Zn). Consequently,
T can be obtained as one of the orbits of K. For every i ∈ {0, . . . ,m− 1}, denote by
Ki the maximal subgroup of Aut(Zn) such that the sets Li ∩ T , T ∈ B(S) are orbits
of Ki. We refer to the groups K0, . . . , Km−1 as the basic groups of S.

It follows from the above observations that S is uniquely determined by its basic
relation and basic groups. In [1, 2] the basic relation together with the basic groups
were called the S-system of S. To recall the characterization of S-rings in terms
of their basic relation and basic groups we need to give explicitly the subgroups of
Aut(Zn). It is clear that Aut(Zn) = {gi 7→ gi·k : 1 ≤ k < n, gcd(k, n) = 1}. In
what follows, we identify Aut(Zn) with the multiplicative group modulo n of elements
1 ≤ k ≤ n, gcd(k, n) = 1. It is well-known that Aut(Z2m) = 〈−1, 5〉. (Operations are
taken modulo n = 2m.) The subgroups of Aut(Zn) are

G3i+1 = {±1 + 2i+2k | 0 ≤ k < 2m−i−2} (i = 0, . . . ,m− 2),

G3i+2 = {1 + 2i+2k | 0 ≤ k < 2m−i−2} (i = 0, . . . ,m− 2), (1)

G3i = {(−1)k + 2i+1k | 0 ≤ k < 2m−i−1} (i = 1, . . . ,m− 2).

In fact, it is not hard to see that G3i+1 = 〈−1, 52i〉, G3i+2 = 〈52i〉, and G3i = 〈−52i−1〉.
The S-rings over Z2m (m ≥ 2) are characterized in the following theorem.

Theorem 2.1. [1, 2]
Let θ be a relation on {0, . . . ,m−1}, and let Ki ≤ Aut(Zn), i = 0, . . . ,m−1 (m ≥ 2).
Then they form the basic relation and basic groups, respectively, of some S-ring over
Z2m if and only if the following properties hold:

(i) Every equivalence class of θ is of the form {i, . . . , i + j},
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(ii) If {i, . . . , i + j} is an equivalence class of θ with j > 0, then Ki = Ki+1 =
· · · = Ki+j = G1, and Ki−1 = G1, Ki−2 ∈ {G1, G2} (if i = 0 or i = 1, then
delete the conditions where negative indices appear),

(iii) Km−1 = G1, Km−2 ∈ {G1, G2},
(iv) Let 1 ≤ j ≤ m − 2. If Kj = G3i+1 or Kj = G3i+3 for some 0 ≤ i ≤ m − 2,

then

Kj−1 ∈ {G2} ∪ {G3s+1 | 0 ≤ s ≤ i + 1} ∪ {G3r+3 | 0 ≤ r ≤ i},

If Kj = G3i+2 for some 0 ≤ i ≤ m− 2, then

Kj−1 ∈ {G1} ∪ {G3s+2 | 0 ≤ s ≤ i + 1}.

Denote by S(m) the set of all S-rings over Z2m . It follows immediately that the
trivial S-ring is indecomposable. In what follows, we will ignore this possibility. Ac-
tually, the first summand 1 in the main formula (Theorem 1.1) will be responsible for
the trivial S-ring. In the rest of this section it will be shown: if S is a nontrivial,
indecomposable S-ring over Z2m , m ≥ 2, then its basic relation is equal to the identity
relation ωm on {0, . . . ,m− 1}, i.e., ωm consists of singleton classes. We introduce the
notation S∗(m) for the collection of S-rings over Z2m that have basic relation ωm. We
remark that not all members of S∗(m) are indecomposable. The description of the
indecomposable rings will be completed in the next section.

We introduce the functions fi : S(m) → Z, i = 0, . . . ,m − 1, which act on an
S ∈ S(m) by

fi(S) = max{k : Hkg
2i ⊆ T ∩ Li, T ∈ B(S)}.

In particular, if T ′ is a basic set of S which is contained in Li, then fi(S) is the
maximal number k such that T ′ is the union of Hk-cosets. The value fi(S) can be
calculated from the basic group Ki of S by using (1). We have

fi(S) =

{
m− 2− a− i, if Ki = G3a+b 6= G1,

m− 1− i, if Ki = G1.
(2)

Proposition 2.2. Let S be an S-ring over Z2m having basic groups K0, . . . , Km−1. If
K1 6= G1, then f0(S) ≥ f1(S).

Proof. Let K1 = Gk, k = 3a + b. Since we assumed k > 1, by (2) we have

f1(S) = m− 3− a.

Let K0 = Gk′ , k′ = 3a′ + b′. Because of Theorem 2.1(iv), we have a′ ≤ a + 1. If
k′ = 1, then f0(S) = m − 1, which is clearly larger than f1(S). If k′ > 1, then (2)
and a′ ≤ a + 1 imply

f0(S) = m− 2− a′ ≥ m− 3− a = f1(S).

2

Proposition 2.3. If S is a nontrivial, indecomposable S-ring over Z2m, then its basic
relation is ωm.



THE NUMBER OF INDECOMPOSABLE SCHUR RINGS OVER A CYCLIC 2-GROUP 5

Proof. Let S have basic relation θ and let it have basic groups K0, . . . , Km−1. We
are going to show that if θ 6= ωm, then S is decomposable. We proceed by induction
on m. The cases m ≤ 3 can be checked directly, hence we assume that m ≥ 4.

If K0 = G1, then there is a subgroup Hk such that Zn \Hk is a basic set of S. If
k = 0, then S is the trivial S-ring. This possibility is excluded, hence k > 0, and by
definition it follows that S is decomposable.

Assume that K0 6= G1. Then Hm−1 ∈ S, hence we can consider the S-ring over
Hm−1 generated by the basic sets of S contained in Hm−1. Denote this S-ring by S∗.
It follows that the basic relation of S∗ is equal to θ∗ = {(i, j) : (i + 1, j + 1) ∈ θ}.
Thus θ∗ 6= ωm−1, and, because of the induction hypothesis, S∗ is decomposable. This
means by definition that there is some 1 ≤ r ≤ m− 2 such that every basic set of S∗

(which are the basic sets of S contained in Hm−1) not contained in Hr is the union
of some Hr-cosets. This implies that f1(S) ≥ r. A basic set in L0 = Hm \ Hm−1 is
the union of Hd-cosets, where d = f0(S). Thus if d ≥ r, then S is decomposable. In
case K1 6= G1 this follows from Proposition 2.2, for d = f0(S) ≥ f1(S) ≥ r.

Therefore, it remains to consider the case K1 = G1. The assertion that L1 =
Hm−1 \ Hm−2 is not a basic set is equivalent to saying that θ has equivalence class
{1, . . . , i} with i > 1. According to Theorem 2.1(ii), we have K0 = G1, i.e., d = m−1,
which clearly exceeds r and, consequently, S is decomposable. Assume finally that L1

is a basic set, i.e., Hm−2 ∈ S∗. This gives K0 = Gk with k ≤ 4, see Theorem 2.1(iv).

Thus, by (2),

d = f0(S) ≥ m− 3. (3)

As before, the S-ring over Hm−2 which is generated by the basic sets of S contained in
Hm−2 is decomposable because of the induction hypothesis. This implies that every
basic set of S which is contained in Hm−2 \ Hs is the union of Hs-cosets for some
1 ≤ s ≤ m − 3. Since d ≥ m − 3 ≥ s, see (3), and since L1 is a basic set, we obtain
finally that S is decomposable as required. The proof now is completed. 2

For our purpose, only the S-rings in S∗(m) need to be considered. An S-ring S ∈
S∗(m) is uniquely determined by its basic groups K0, . . . , Km−1 since, by definition,
its basic relation is θ = ωm. Now, Km−1 = G1, Km−2 ∈ {G1, G2} (Theorem 2.1(iii)),
and for i < m − 2 the basic group Ki is determined recursively from Ki+1 (see
Theorem 2.1(iv)). This can be interpreted via a rooted tree, which will be denoted by
T (m). Each vertex of T (m) is labeled by one of the groups Gi. Label the root, which
is also considered as the 0-th level of the tree, by G1. Put two points on the 1-th level,
label them by G1 and G2, respectively, and join the root with both using a directed
edge. The i-th level, 1 < i ≤ m−1, is built based on the recursion in Theorem 2.1(iv).
As an illustration, T (4) is shown in Figure 1. Then the rings in S∗(m) can be naturally
identified with the directed paths in T (m) of length m − 1. The S-ring S ∈ S∗(m)
having basic groups (K0, . . . , Km−1) corresponds to the directed path of T (m) that
passes the i-th level at the vertex labeled with Km−1−i; and conversely, any such
directed path induces an ring in S∗(m) by considering the labels of its vertices.
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Figure 1. The directed rooted tree T (4)

3. Parameter vectors

In this section we will identify the S-rings in S∗(m), m ≥ 2, with a collection of
parameters. The main purpose is to give a formal description of the parameters that
correspond to indecomposable rings in S∗(m). (Hence, they will also describe all
nontrivial, indecomposable S-rings over Z2m .)

Introduce the set M = {0, . . . ,m− 1}×{0, +,−}. For the element (s,±) ∈ M and
(s, 0) ∈ M , respectively, we agree to use the notations s± and s, respectively.

Definition 3.1. Let S ∈ S∗(m), and let it have basic groups K0, . . . , Km−1 (m ≥ 2).
The parameter vector ~u = (uε0

0 , . . . , u
εm−1

m−1 ) ∈ Mm of S is defined as

ui = fi(S) =

{
m− 2− a− i, if Ki = G3a+b 6= G1,

m− 1− i, if Ki = G1,
(4)

and

εi =

 −, if Ki = G3a,
+, if Ki = G3a+1 and a > 0,
0, if Ki = G1 or Ki = G3a+2.

(5)

The parameter vector ~u is called indecomposable if and only if S is indecomposable.

As a direct consequence of Definition 3.1 we have the following proposition.

Proposition 3.2. If (uεi
i ) is a parameter vector of length m, then

ui ≤
{

m− 3− i, if εi 6= 0,
m− 1− i, if εi = 0,

for all i ∈ {0, . . . ,m− 1}.

The parameter vectors of length m can be easily obtained using T (m). First, replace
the labels of T (m) by elements of M in the following manner: if a vertex on the i-th
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level is labeled by G3a+b, then assign to it the “new” label uε ∈ M , where

u =

{
i− 1− a, if 3a + b > 1,

i, if 3a + b = 1,

and

ε =

 +, if b = 1 and a > 0,
−, if b = 0,
0, if b = 2 or 3a + b = 1.

See Figure 2 below, where the tree T (4) is shown with its “new” labels.
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Figure 2. T (4) with “new” labels

Now the parameter vector (uεi
i ) of a given S-ring S ∈ S∗(m) can be easily obtained.

Consider the directed path of T (m) corresponding to S, and then write down the
“new” labels of T (m) that are passed by the path. (Note: the label of the root
provides u

εm−1

m−1 , and so on.) Based on Figure 2, we list all parameter vectors of length
at most 4 in Table 1.

m parameter vectors
2 (1, 0) (0, 0)∗

3 (2, 1, 0) (2, 0, 0) (1, 1, 0) (1, 0, 0)∗ (0−, 1, 0)∗

(0+, 1, 0)∗ (0, 0, 0)∗

4 (3, 2, 1, 0) (3, 2, 0, 0) (3, 1, 1, 0) (3, 1, 0, 0) (3, 0−, 1, 0)
(3, 0+, 1, 0) (3, 0, 0, 0) (2, 2, 1, 0) (2, 2, 0, 0) (2, 1, 1, 0)
(2, 1, 0, 0)∗ (2, 0−, 1, 0)∗ (2, 0+, 1, 0)∗ (2, 0, 0, 0)∗ (1−, 2, 1, 0)
(1−, 2, 0, 0)∗ (1−, 0−, 1, 0)∗ (1−, 0+, 1, 0)∗ (1+, 2, 1, 0) (1+, 2, 0, 0)∗

(1+, 0−, 1, 0)∗ (1+, 0+, 1, 0)∗ (1, 1, 1, 0) (1, 1, 0, 0)∗ (1, 0, 0, 0)∗

(0−, 0+, 1, 0)∗ (0+, 0+, 1, 0)∗ (0, 0, 0, 0)∗

Table 1. The parameter vectors of S-rings in S∗(m), m = 2, 3, 4.
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The decomposability of an S-ring in S∗(m) can easily be checked in terms of its
parameter vector as stated in the following proposition.

Proposition 3.3. If ~u = (uεi
i ) is the parameter vector of an S-ring S ∈ S∗(m), then

S is decomposable if and only if there exits some r ∈ {1, . . . ,m− 1}, such that ui ≥ r
for all i = 0, . . . ,m− 1− r.

Proof. Recall that ui = fi(S), see (4). By the definition of fi (cf. Section 2), the
value ui can also be regarded as the maximal number k that every basic set in Li is the
union of Hk-cosets. Our claim is an immediate consequence of this interpretation. S
is decomposable by definition if there exists some r ∈ {1, . . . ,m− 1} such that every
basic set is either contained in Hr or is the union of Hr-cosets (cf. Section 1). For our
S ∈ S∗(m), this is equivalent to saying that every basic set in Li, i = 0, . . . ,m−1−r,
is the union of some Hr-cosets for some r ∈ {1, . . . ,m − 1}. This is equivalent to
saying that ui ≥ r for all i = 0, . . . ,m− 1− r. 2

Using Proposition 3.3, it is easy to check that the indecomposable parameter vectors
in Table 1 are exactly those that are marked with the sign ∗.

At the end of this section, we establish a formal description of indecomposable
parameter vectors (Theorem 3.8). To prepare for this description, we give next further
properties of the parameter vectors. Let S ∈ S∗(m), and let S have basic groups

K0 = G3a0+b0 , . . . , Km−2 = G3am−2+bm−2 , Km−1 = G1.

Let ~u = (uεi
i ) denote the parameter vector of S. For the next three propositions

assume that i ∈ {1, . . . ,m− 1}.

Proposition 3.4. If εi−1 6= 0 and εi = 0, then ui−1 = ui − 1 = m− 2− i. Otherwise,
ui−1 ≥ ui.

Proof. Because of (5), the conditions εi−1 6= 0 and εi = 0 are equivalent with(
bi−1 = 0 ∨ (bi−1 = 1 ∧ ai−1 > 0)

)
∧

(
3ai + bi = 1 ∨ bi = 2

)
. (6)

Theorem 2.1(iv) shows that (6) holds exactly when 3ai + bi = 1 and 3ai−1 + bi−1 ∈
{3, 4}. By (4), these equalities imply ui−1 = m − 2 − 1 − (i − 1) = m − 2 − i and
ui = m− 1− i.

Assume that (6) does not hold. By Theorem 2.1(iv) we know that ai−1 ≤ ai + 1. If
3ai + bi 6= 1, then, according to (4), we have ui = m− 2− ai − i. Therefore,

ui ≤ m− 2− (ai−1 − 1)− i = m− 2− ai−1 − (i− 1) ≤ ui−1.

Let 3ai + bi = 1. Since (6) does not hold, we have 3ai−1 + bi−1 ∈ {1, 2}. This implies
ui = m− 1− i and ui−1 ∈ {m− i, m− 1− i}, hence ui−1 ≥ ui as required. The proof
is completed. 2

Corollary 3.5. If S is indecomposable, then ui = m− 1− i if and only if i = m− 1
or (i ≥ 1 ∧ εi−1 6= 0 ∧ εi = 0).
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Proof. If i = m − 1, then Km−1 = G1, see Theorem 2.1(iii). This gives um−1 =
m − 1 − (m − 1) = 0. If i ≥ 1 and εi−1 6= 0 and εi = 0, then ui = m − 1 − i by
Proposition 3.4.

Conversely, assume that ui = m − 1 − i holds and i ∈ {0, . . . ,m − 2}. Then
3ai + bi = 1, see (4). If i = 0, then L0 is a basic set, hence S is decomposable, a
contradiction. Thus i ≥ 1 and we can consider ui−1. According to Proposition 3.4,
we have ui−1 ≥ ui or ui−1 = ui − 1.

Assume that ui−1 ≥ ui. We show next

uj ≥ m− 1− i, for all j = 0, . . . , i. (7)

We use induction on j. The relation in (7) is clear for j ∈ {i, i − 1}. Assume that
i > 1 and that (7) holds for j ∈ {1, . . . , i − 1}. By Proposition 3.4, either uj−1 ≥ uj

or uj−1 = m− 2− j. Note that in both cases uj−1 ≥ m− 1− i, as required.
By choosing r = m − i − 1 in Proposition 3.3, one obtains via (7) that S is

decomposable, a contradiction. Therefore, we have ui−1 = ui−1. By Proposition 3.4,
this implies that εi−1 6= 0 and εi = 0, and this completes the proof. 2

Proposition 3.6. If εi−1 = 0 and εi 6= 0, then ui−1 ∈ {m− i, m− 1− i}.

Proof. Because of (5), the conditions εi−1 = 0 and εi 6= 0 are equivalent with(
3ai−1 + bi−1 = 1 ∨ bi−1 = 2

)
∧

(
bi = 0 ∨ (bi = 1 ∧ ai > 0)

)
.

Theorem 2.1(iv) shows that the only possibility that this may occur is that 3ai−1 +
bi−1 = 1 or 3ai−1 + bi−1 = 2. By (4), we have ui−1 = m − 1 − (i − 1) or ui−1 =
m− 2− (i− 1), i.e., ui−1 ∈ {m− i, m− 1− i}. 2

Proposition 3.7. If εi−1 6= 0, εi 6= 0 and ui−1 = ui, then εi = +.

Proof. By (4) and (5), the conditions εi−1 6= 0, εi 6= 0 and ui−1 = ui give

ui−1 = m− 2− ai−1 − (i− 1) = m− 2− ai − i = ui.

Thus ai−1 = ai + 1. Theorem 2.1(iv) shows that this may occur only when bi = 1,
which, by (5), gives εi = +. 2

In fact, the above properties completely describe the indecomposable parameter
vectors among the elements of Mm.

Theorem 3.8. The parameter vector ~u = (uεi
i ) ∈ Mm (m ≥ 2) is indecomposable if

and only if it satisfies the properties:

(i) for all i ∈ {0, . . . ,m− 1}, ui ≤
{

m− 3− i, if εi 6= 0,
m− 1− i, if εi = 0,

(ii) ui = m− 1− i if and only if i = m− 1 or i ≥ 1 and εi−1 6= 0 and εi = 0,
(iii) if εi−1 6= 0 and εi = 0, then ui−1 = ui − 1; otherwise, ui−1 ≥ ui,
(iv) if εi−1 = 0 and εi 6= 0, then ui−1 ∈ {m− i, m− 1− i},
(v) if εi−1 6= 0, εi 6= 0 and ui−1 = ui, then εi = +.

Proof. If ~u is an indecomposable parameter vector, then the properties (i)-(v) are
just a reformulation of Proposition 3.2, Propositions 3.4, 3.6, 3.7, and Corollary 3.5.
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Conversely, assume that ~u = (uεi
i ) ∈ Mm satisfies (i)-(v). We are going to prove

by induction on m that ~u is an indecomposable parameter vector, i.e., that it is the
parameter vector of a nontrivial, indecomposable S-ring over Z2m . If m = 2, then
it can be directly checked that (0, 0) is the only element of M × M satisfying all
properties (i)-(v).

Assume that m ≥ 3. For a given uεi
i , i ∈ {0, . . . ,m − 1}, substitute ui into the

equation (4). This will determine a unique number ai. Then consider the equation in
(5) which corresponds to our given εi. It will hold for a unique bi ∈ {0, 1, 2} as ai is
already fixed. Then put Ki = G3ai+bi

.
In fact, it suffices to show that the groups K0, . . . , Km−1 are the basic groups of an

indecomposable S-ring S ∈ S∗(m), for then ~u is clearly the parameter vector of S.
We prove first that they are the basic groups of an S-ring in S∗(m) by showing that
K0, . . . , Km−1 satisfy Theorem 2.1(iii)-(iv). We distinguish two cases.

Case 1: u1 < m− 2.
We set ~u′ = (uε1

1 , . . . , u
εm−1

m−1 ) ∈ Mm−1. It can be checked that in this case ~u′

satisfies all properties (i)-(v). Therefore, the induction hypothesis yields that ~u′ is
the parameter vector of an indecomposable S-ring S′ over Z2m−1 . It follows from this
that the groups K1, . . . , Km−1 satisfy the conditions Theorem 2.1(iii)-(iv). Therefore,
we only have to check K0.

Assume that ε1 = 0. Since u1 < m−2, it follows that K1 = G3a1+2. If ε0 6= 0, then,
by (ii), we have u1 = m− 2, a contradiction. Also, ε0 = 0. If K0 6= G1, then b0 = 2,
and, by (2) and (i),

0 ≤ a0 = m− 2− u0 ≤ m− 3− (u1) + 1 = a1 + 1.

Therefore, we obtain

K0 ∈ {G1} ∪ {G3i+2 | 0 ≤ i ≤ a1 + 1},
as stated in Theorem 2.1(iv).

Assume next that ε1 6= 0. This is the same as K1 = 3a1 +1 or K1 = 3a1 for a1 > 0.
If now ε0 = 0, then, by (iv), we have u0 ∈ {m − 1, m − 2}. By (2), this implies that
K0 ∈ {G1, G2}. If ε0 6= 0, then K1 = 3a0 + 1 or K1 = 3a0 for a0 > 0. By (2) and (i),
we have 0 ≤ a0 ≤ a1 + 1, and a0 = a1 + 1 is the same as u0 = u1. In this case, by
(iii) it follows that ε1 = +. Furthermore, we have b1 = 1. Altogether we obtain that
in case K1 = G3a1+1 or K1 = G3a1+3,

K0 ∈ {G2} ∪ {G3i+1 | 0 ≤ i ≤ a1 + 1} ∪ {G3i+3 | 0 ≤ i ≤ a1}.
Thus, K0 satisfies Theorem 2.1(iv).

Case 2: u1 = m− 2.
Then, according to (4) and (5), we have K1 = G1 and ε1 = 0. We set ~u′ =

(uε1
2 , . . . , u

εm−1

m−1 ) ∈ Mm−2. In this case, u2 < m − 3, since otherwise ε1 6= 0 would
follow because of (iii). It follows from this that the groups K2, . . . , Km−1 satisfy the
conditions Theorem 2.1(iii)-(iv). Therefore, we only have to check K1 and K0.

Since K1 = G1, it satisfies Theorem 2.1(iii)-(iv) independently of K2. According to
(ii), we have ε0 6= 0 and ε1 = 0. Thus, u0 = m− 3 because of (i), hence, from (4), we
get that K0 ∈ {G3, G4}. This shows that K0 satisfies Theorem 2.1(iv), as required.
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We proved that ~u is the parameter vector of an S-ring S ∈ S∗(m). It remains to
show that S is indecomposable. By way of contradiction, assume that S is decom-
posable. Because of Proposition 3.3, there is some r ∈ {1, . . . ,m− 1} such that

ui ≥ r for all i = 0, . . . ,m− 1− r. (8)

In particular, um−1−r ≥ r = m − 1 − (m − 1 − r). Because of (i) and (ii), we
have um−1−r = r, m − 1 − r > 0, εm−1−r = 0, and εum−2−r 6= 0. Now (iii) implies
um−2−r = um−1−r− 1 = r− 1, which contradicts (8). The proof of the theorem is now
completed. 2

4. Lattice paths

In this section, we consider lattice paths (for short paths) in the integer plane
lattice, which consist of steps →= (1, 0), ↑= (0, 1) and ↗= (1, 1). A path π is
uniquely determined by its starting point and the sequence of its steps. We express
this as π = (s1, . . . ., sk), si ∈ {→, ↑,↗}. The path induced by π′ = (si, si+1, . . . , sj),
1 ≤ i ≤ j ≤ k, will be called a subpath of π.

In this section we are going to associate a path with any indecomposable parameter
vector. Let ~u = (uε0

0 , . . . , u
εm−1

m−1 ) be an indecomposable parameter vector. The associ-
ated path will have starting point (0, 0), and its steps will be constructed recursively
in m− 1 steps. In each step, a subpath will be determined, which will be denoted by
πi, whose end point will be denoted by (xi, yi). As initial value, let π0 be the empty
path with starting point (0, 0), so that (x0, y0) = (0, 0).

Assume that πi is already defined, connecting (0, 0) with (xi, yi), 0 ≤ i < m − 2.
Then define πi+1 as the concatenation of πi with π′, where π′ has starting point (xi, yi),
and where its steps are determined by the following rules:

If εi = 0 then

π′ :=

 (→, ↑), if i ≥ 1, εi−1 6= 0,
(→, . . . ,→︸ ︷︷ ︸

r

, ↑) if i = 0 or (i ≥ 1, εi−1 = 0), (9)

where r = max(m− 1− xi − ui, 0).

If εi 6= 0 then

π′ :=


(

s︷ ︸︸ ︷
↑, . . . , ↑, ↑,→) if εi = +,
(↑, . . . , ↑︸ ︷︷ ︸

s−1

,↗) if εi = −, (10)

where s = max(m− 2− yi − ui, 0).
It is easy to see that for the end point of πi+1 we have

(xi+1, yi+1) =

 (xi + 1, yi + 1), if i ≥ 1, εi = 0, εi−1 6= 0,
(xi + r, yi + 1), if εi = 0, (i = 0 or i ≥ 1, εi−1 = 0),
(xi + 1, yi + s), if εi 6= 0.

Given this construction, we associate ~u with the path πm−1. We set the notation
π(~u) = πm−1.
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Example 4.1. π(~u), ~u = (2−, 2+, 3, 0+, 1, 0).

By definition π0 is the empty path, (x0, y0) = (0, 0). As for π1, since uε0
0 = 2−, apply

(10) with s = 2 to find π1 = π′ = (↑,↗), (x1, y1) = (1, 2). π2 is the concatenation of
π1 with π′, where π′ starts at (1, 2) and, according to (10), π′ = (→). Continuing in
this way, we obtain:

�
�

�
�

��

����

π1

�
�

�
�

��

����

π2

�
�

�
�

��

����

π3

�
�

�
�

��

����

π4

�
�

�
�

��

����

π(~u) = π5

Next, we provide more paths associated with indecomposable parameter vectors.
For sake of simplicity, we put π(~u) = π(uε0

0 , . . . , uεm
m ) if ~u = (uε0

0 , . . . , uεm
m ).

Example 4.2. The paths associated with indecomposable parameter vectors of length
m, 2 ≤ m ≤ 4.

m = 2: There is only one path: π(0, 0) = (→, ↑).
m = 3:

�
��

π(0, 0, 0)

�
��

π(1, 0, 0)

�
��

π(0+, 1, 0)

�
��

����
π(0−, 1, 0)

m = 4:

�
�

��

π(0, 0, 0, 0)

�
�

��

π(1, 1, 0, 0)

�
�

��

π(1, 0, 0, 0)

�
�

��

π(1, 0+, 1, 0)
�

�
��

����

π(1, 0−, 1, 0)
�

�
��

π(2, 1, 0, 0)

�
�

��

π(2, 0, 0, 0)

�
�

��

π(0+, 0+, 1, 0)
�

�
��

����

π(0−, 0+, 1, 0)
�

�
��

π(1+, 0+, 1, 0)
�

�
��

����

π(1+, 0−, 1, 0)
�

�
��

����
π(1−, 0+, 1, 0)

�
�

��

�
��

�
��

π(1−, 0−, 1, 0)
�

�
��

π(1+, 2, 0, 0)
�

�
��

����
π(1−, 2, 0, 0)

It will turn out that the class of paths which can be obtained from indecomposable
parameter vectors can be nicely described by using classical paths such as Catalan
and Schröder paths.

Catalan paths are defined as paths connecting two points lying on the line y = x
such that they consist of steps → and ↑, and reach no point above the line y = x.
The total number of Catalan paths from (0, 0) to (n, n) is the n-th Catalan number
cn, [12, Exercise 6.20/c]. Schröder paths connect two points lying on the diagonal
line, consist of steps →, ↑ and ↗, and reach no point below the line y = x. The
total number of Schröder paths from (0, 0) to (n, n) is equal to n-th Schröder number
sn, [12, Exercise 6.39/j]. For our purpose we will need a slight modification of the
Schröder paths. Namely, we call a path a long Schröder path if it is the extension of
a Schröder path with two additional steps → and ↑.

By examining the paths in the examples, one might observe that they can be
described as concatenation of Catalan and long Schröder paths. We are going to
show that this is true in general.
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Theorem 4.3. If m ≥ 2, then the mapping ~u 7→ π(~u) is a bijection from the set of
all indecomposable parameter vectors of length m to the class of paths described by

concatenations of Catalan and long Schröder paths from (0, 0) to (m− 1,m− 1). (11)

The proof of Theorem 4.3 will be based on induction on m. This requires a few
preparatory propositions. As these are straightforward consequences of the definitions,
we leave the proofs to the reader.

Let ~u = (uεi
i ) ∈ Mm be an indecomposable parameter vector, and let m ≥ 3. We

introduce the vector ~u ′ = (wξ0
0 , . . . , w

ξm−2

m−2 ) by

wξ0
0 =

{
uε1

1 , if u1 < m− 2,
m− 3, otherwise,

and for i ∈ {1, . . . ,m− 2} let wξi

i = u
εi+1

i+1 . The vector ~u ′ will be called the derivation
of ~u.

Proposition 4.4. If ~u is an indecomposable parameter vector of length m ≥ 3, then
so is its derivation ~u ′.

Let π = (s1, . . . , sk) be a path starting at (0, 0). For the numbers 1 ≤ i1 <
· · · < it ≤ k, we denote by π− i1,...,it the path starting at (0, 0), and whose steps are
obtained from those of π by deleting the steps si1 , . . . , sit . For a path π = (s1, . . . , sk)
connecting (0, 0) with (m, m), we define its derivation as the path π′ connecting (0, 0)
with (m− 1, m− 1) such that:

π′ =

 π− 1, if s1 =↗,
π− 1,l+1, if s1 = · · · = sl =→ (↑), sl+1 =↑ (→),
π− (l+1), if s1 = · · · sl =↑, sl+1 =↗ .

(12)

Example 4.5. The derivation of π = π(3−, 4, 0+, 0+, 1, 0) and ρ = π(3, 2, 2, 0+, 1, 0).
(The derivations are shown after translating them by the vector (1, 1).)

�
�

�
�

��

����
π

7→
�

�
�

��

π′
�

�
�

�
��

ρ

7→
�

�
�

��

ρ′

The vectors (3−, 4, 0+, 0+, 1, 0) and (3, 2, 2, 0+, 1, 0) are indecomposable parameter
vectors, see Theorem 3.8. It can be seen that the derivation paths are also con-
catenations of Catalan and long Schröder paths. Moreover, π′ = π(3, 0+, 0+, 1, 0),
ρ′ = π(2, 2, 0+, 1, 0), and (3, 0+, 0+, 1, 0) and (2, 2, 0+, 1, 0) are the derivations of
(3−, 4, 0+, 0+, 1, 0) and (3, 2, 2, 0+, 1, 0), respectively. In general, we have the following
relation between the derivation of vectors and paths.

Proposition 4.6.

(i) If π is a path as described in (11) with m ≥ 3, then π′ is also a concatenation
of Catalan and long Schröder paths, connecting (0, 0) with (m− 2, m− 2).

(ii) If ~u is an indecomposable parameter vector of length m, m ≥ 3, then (π(~u)) ′ =
π(~u ′).
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Now everything is prepared to prove Theorem 4.3.

The proof of Theorem 4.3. We proceed by induction on m. The assertion is true
for m = 2, see Table 1 and Example 4.2.

Assume that m ≥ 3. It follows from (9) and (10) that ~u 7→ π(~u) is an injection. We
show next that if ~u is an indecomposable parameter vector of length m, then π(~u) is a
path as described in (11). Let π = π(~u). We have π′ = π(~u ′), see Proposition 4.6(ii).
Since ~u ′ is an indecomposable parameter vector, see Proposition 4.4, π′ is a concate-
nation of Catalan and long Schröder paths connecting (0, 0) with (m−2, m−2). Now
one can use (9), (10), and (12) to conclude that π must be a path as described in
(11).

The proof will be completed by showing that if ρ is a path which connects (0, 0)
with (m − 1, m − 1) such that it is a concatenation of Catalan and long Schröder
paths, then ρ = π(~u) for some indecomposable parameter vector ~u of length m.
Let ρ = (s1, . . . , sk). Use Proposition 4.6(i) and the induction hypothesis to deduce
ρ′ = π(~v) for some indecomposable vector ~v of length m − 1. Furthermore, let ~v =

(vξ0
0 , . . . , v

ξm−2

m−2 ).

We distinguish two cases depending on whether ρ starts with a Catalan or with
a long Schröder subpath. We consider only the first case as the second one can be
settled along the same line of reasoning.

Let the starting Catalan subpath of ρ have first steps s1 = · · · = sl =→, sl+1 =↑,
1 ≤ l ≤ m− 2. Now define ~u = (uεi

i ) by

uεi
i =

{
(m− 1− l)0, if i = 0,

v
ξi−1

i−1 , if 1 < i ≤ m− 1.

We are going to complete the proof by showing that ~u is an indecomposable parameter
vector of length m, and ρ = π(~u). Now, ~u being an indecomposable parameter vector
is equivalent to the conditions

u0 ≤ m− 2,

ε1 6= 0 ⇒ u0 = m− 2,

u0 ≥ u1,

see Theorem 3.8. It immediately follows that u0 ≤ m−2. Let ε1 6= 0. We have ξ0 6= 0.
Moreover, ρ′ starts with a long Schröder path, see (10). As ρ starts with a Catalan
subpath, this can only occur if l = 1, see (12). Hence u0 = m− 2. It remains to show
that u0 ≥ u1. We have u1 = v0 ≤ m − 3 since ~v is an indecomposable parameter
vector of length m− 1. Hence we may assume that u1 < m− 2, so that l > 1. Thus,
by (12), the path ρ′ starts with the Catalan subpath (s2, . . . , sl, sl+1, . . . ). Now use
(9) to obtain l − 1 ≤ m− 2− v0. It follows that u1 = v0 ≤ m− 1− l = u0.

It is clear that ~u ′ = ~v. Therefore, we have (π(~u))′ = ρ′, see Proposition 4.6(ii).
Moreover, for π(~u) = ρ it is enough to show that the two paths share the same first
l + 1 steps. This is however clear since it follows that the first iteration of π(~u) is
(s1, . . . , sl+1), see (9). 2
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5. The proof of Theorem 1.1

Recall that I(m, p) denotes the number of indecomposable S-rings over Zpm . If
m ≥ 2, then the nontrivial, indecomposable S-rings over Z2m were parameterized by
the indecomposable parameter vectors of length m in Section 3. In Section 4 these
vectors were shown to be in a one-to-one correspondence with paths as described in
(11). Since the trivial S-ring is always indecomposable, for m ≥ 2 we have

I(m, 2) = 1 + #{paths as described in (11)}. (13)

Our derivation of the expression for I(m, 2) given in Theorem 1.1 will be based on
this interpretation. If n ≥ 1, let pn denote the number of paths from (0, 0) to (n, n)
as described in (11), and for convenience put p0 = 1. Thus, I(m, 2) = 1 + pm−1 if
m ≥ 2. We set P (x) =

∑
n≥0 pnx

n.
Recall that the total numbers of Catalan and Schröder paths, respectively, connect-

ing (0, 0) with (n, n) are given by

cn =
1

n + 1

(
2n

n

)
and sn =

n∑
k=0

1

k + 1

(
2k

k

)(
n + k

2k

)
. (14)

The corresponding generating functions are, see [12, page 178],

C(x) =
∑
n≥0

cnx
n =

1−
√

1− 4x

2x
, S(x) =

∑
n≥0

snx
n =

1− x−
√

1− 6x + x2

2x
. (15)

If s̃n denotes the number of long Schröder paths, n ∈ N, then the corresponding
generating function is S̃(x) = (S(x)− 1)x, as is immediate to see.

The proof of Theorem 1.1. I(1, 2) = 1 is clear, hence assume m ≥ 2. As our
paths are concatenations of Catalan and long Schröder paths, we have the following
recursion:

pn =
n∑

i=0

s̃ipn−i +
n−1∑
i=0

cipn−1−i, n ≥ 1.

In terms of generating functions, P (x) = P (x)S̃(x) + P (x)C(x)x + 1. Substitute
S̃(x) = (S(x)− 1)x and use (15) to deduce

P (x) =
2

3x +
√

1− 4x +
√

1− 6x + x2
.

By getting rid of the square roots in the denominator and using (15) again, one can
obtain

P (x) =
1 + 4x + (4x− 2)C(x) + (2x− 1)S(x) + 3xC(x)S(x)

4x2 + 11x− 2
.

From this, for the numerator we have:

−2 + 9x +
∑
n≥2

( 4cn−1 − 2cn + 2sn−1 − sn + 3
n−1∑
i=0

cisn−1−i )x
n.
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Using partial fraction decomposition, the denominator can be expanded to

1

4x2 + 11x− 2
=

∑
n≥0

1

3
√

17

[ (11− 3
√

17

4

)n+1

−
(11 + 3

√
17

4

)n+1 ]
xn.

Eventually, these facts are combined to derive the desired expression for pm−1. The
proof now is completed. 2
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