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GRÖBNER BASIS TECHNIQUES IN ALGEBRAIC
COMBINATORICS

TAKAYUKI HIBI

Abstract. Gröbner basis techniques in the algebraic study of triangulations of
convex polytopes as well as of the number of faces of simplicial complexes will
be discussed. Of these two traditional topics in combinatorics, the first will be
studied by using initial ideals of toric ideals and the second will be studied by
using generic initial ideals of monomial ideals.

Introduction

It turns out that, in the current trends on the study of convex polytopes and
simplicial complexes, the algebraic techniques based on the theory of Gröbner bases
could play fundamental roles. Especially, Gröbner basis techniques exert a great
influence on the developments of the traditional topics in combinatorics such as
triangulations of convex polytopes and the number of faces of simplicial complexes.

The present article will provide the reader with the way how to use Gröbner
bases in algebraic combinatorics. No special knowledge on commutative algebra
and algebraic combinatorics will be required.

First of all, in Section 1 we will present fundamental materials on Gröbner bases
as quickly as possible. Our discussion will open with Dickson’s lemma in classical
combinatorics on monomials. In the language of commutative algebra, Dickson’s
lemma is equivalent to saying that every monomial ideal of the polynomial ring is
finitely generated. Based on Dickson’s lemma, the notion of initial ideals together
with Gröbner bases will be introduced. In one word, a Gröbner basis of an ideal
I of the polynomial ring is a finite set of polynomials belonging to I which enjoys
certain distinguished algebraic properties. In the language of Gröbner bases, the
Hilbert basis theorem is an immediate consequence of the fact that every Gröbner
basis of an ideal I is a system of generators of I. On the other hand, the Buchberger
criterion gives an explicit answer to the problem when a system of generators of an
ideal I can be a Gröbner basis of I. Moreover, the Buchberger criterion supplies
an algorithm to compute a Gröbner basis of an ideal I starting from a system of
generators of I.

The theory of toric ideals is one of the fascinating topics lying between commu-
tative algebra and combinatorics (Sturmfels [24]). Section 2 will be devoted to the
basic idea of the study of triangulations of convex polytopes by using initial ideals
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of toric ideals. Unimodular triangulations together with flag triangulations will ex-
plain the reason why the initial ideal generated by squarefree quadratic monomials
would be of interest in combinatorics. Typical examples of initial ideals generated by
squarefree quadratic monomials arise from finite distributive lattices [11], classical
root systems [21], finite bipartite graphs [20], and decomposable models in algebraic
statistics [6].

Algebraic shifting, introduced by Gil Kalai in 1988, is a powerful tool for the study
of the number of faces of simplicial complexes. Kalai defined algebraic shifting in
the framework of combinatorics. However, in Section 3, we will introduce algebraic
shifting by using the notion of generic initial ideals. The generic initial ideal is one
of the indispensable and fundamental tools for the developments of computational
commutative algebra. Among many pending problems (Kalai [14] and Herzog [9])
related with algebraic shifting, one of the most fundamental problems is to compute
the algebraic shifted complexes of simplicial spheres. A simplicial sphere is, by
definition, a simplicial complex whose geometric realization is homeomorphic to the
sphere. In particular the boundary complex of a simplicial polytope is a simplicial
sphere. In [13] Kalai introduced the squeezed sphere and showed that the class
of squeezed spheres is much bigger than that of boundary complexes of simplicial
polytopes. Even though Kalai introduced the squeezed sphere in the language of
combinatorics, following Murai [15] we will define the squeezed sphere by using
strongly stable monomial ideals. Murai [16] succeeded in computing the algebraic
shifted complexes of squeezed spheres. The final goal of Section 3 is to state this
nice result due to Murai.

1. Gröbner bases

Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over a field K
with deg xi = 1 for i = 1, 2, . . . , n, and let

Mon(S) = {xa1
1 x

a2
2 · · ·xan

n : ai ∈ Z+, i = 1, 2, . . . , n},
be the set of monomials of S, where Z+ is the set of nonnegative integers. In
particular 1 ∈ Mon(S). For monomials xa = xa1

1 x
a2
2 · · ·xan

n and xb = xb1
1 x

b2
2 · · ·xbn

n

of S, we say that xb divides xa if bi ≤ ai for i = 1, 2, . . . , n. We write xb |xa if xb

divides xa. Let M be a nonempty subset of Mon(S). A monomial xa ∈ M is said
to be a minimal element of M with respect to divisibility if whenever xb |xa with
xb ∈M, then xb = xa. Let Mmin denote the set of minimal elements of M.

Theorem 1.1 (Dickson’s lemma). Let M be a nonempty subset of Mon(S).
Then Mmin is a finite set.

Proof. We prove Dickson’s lemma by using induction on n, the number of variables
of S = K[x1, x2, . . . , xn]. Let n = 1. If d is the smallest integer for which xd

1 ∈ M,
then Mmin = {xd

1}. Thus Mmin is a finite set.
Let n ≥ 2 and B = K[x] = K[x1, x2, . . . , xn−1]. We use the notation y instead

of xn. Thus S = K[x1, x2, . . . , xn−1, y]. Let M be a nonempty subset of Mon(S).
Write N for the subset of Mon(B) which consists of those monomials xa, where
a ∈ Zn−1

+ , such that xayb ∈ M for some b ≥ 0. Our induction hypothesis says that
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Nmin is a finite set. Let Nmin = {u1, u2, . . . , us}. By the definition of N , for each
1 ≤ i ≤ s, there is bi ≥ 0 with uiy

bi ∈ M. Let b = max{b1, b2, . . . , bs}. Now, for
each 0 ≤ ξ < b, define the subset Nξ of N to be

Nξ = {xa ∈ N : xayξ ∈M}.
Again, our induction hypothesis says that, for each 0 ≤ ξ < b, the set Nξ

min is finite.

Let Nξ
min = {u(ξ)

1 , u
(ξ)
2 , . . . , u

(ξ)
sξ }. We now show that each monomial belonging to

M is divisible by one of the monomials which appear in the following list:

u1y
b1 , u2y

b2 , . . . , usy
bs ,

u
(0)
1 , u

(0)
2 , . . . , u(0)

s0
,

u
(1)
1 y, u

(1)
2 y, . . . , u(1)

s1
y,

· · · · · ·

u
(b−1)
1 yb−1, u

(b−1)
2 yb−1, . . . , u(b−1)

sb−1
yb−1.

In fact, since, for each monomial w = xayγ ∈ M with xa ∈ Mon(B), one has
xa ∈ N , it follows that if γ ≥ b, then w is divisible by one of the monomials
u1y

b1 , u2y
b2 , . . . , usy

bs , and that if 0 ≤ γ < b, then w is divisible by one of the

monomials u
(γ)
1 yγ, u

(γ)
2 yγ, . . . , u

(γ)
sγ y

γ. Clearly, the monomials listed above are in M.
Hence Mmin is a subset of the set of monomials listed above. Thus Mmin is finite,
as desired. �

A monomial order on S is a total order < on Mon(S) such that

• 1 < u for all 1 6= u ∈ Mon(S);
• if u, v ∈ Mon(S) and u < v, then uw < vw for all w ∈ Mon(S).

Example 1.2. (a) Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be vectors belong-
ing to Zn

+. We define the total order <lex on Mon(S) by setting xa <lex xb if either (i)∑n
i=1 ai <

∑n
i=1 bi, or (ii)

∑n
i=1 ai =

∑n
i=1 bi and the left-most nonzero component

of the vector a−b is negative. It follows that <lex is a monomial order on S, which
is called the lexicographic order on S induced by the ordering x1 > x2 > · · · > xn.

(b) Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be vectors belonging to Zn
+. We

define the total order <rev on Mon(S) by setting xa <rev xb if either (i)
∑n

i=1 ai <∑n
i=1 bi, or (ii)

∑n
i=1 ai =

∑n
i=1 bi and the right-most nonzero component of the

vector a−b is positive. It follows that <rev is a monomial order on S, which is called
the reverse lexicographic order on S induced by the ordering x1 > x2 > · · · > xn.

For example, x2x3 <lex x1x4 and x1x4 <rev x2x3 in K[x1, x2, x3, x4]. Among the
monomials of degree 2 of K[x1, x2, x3], one has

x2
3 <lex x2x3 <lex x

2
2 <lex x1x3 <lex x1x2 <lex x

2
1

and
x2

3 <rev x2x3 <rev x1x3 <rev x
2
2 <rev x1x2 <rev x

2
1.

Exercise 1.3. List the 10 monomials of degree 3 of K[x1, x2, x3] with respect to
each of <lex and <rev.
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Lemma 1.4. Let < be a monomial order on S. Let u, v ∈ Mon(S) with u 6= v and
suppose that u divides v. Then u < v.

Proof. Write v = uw with w ∈ Mon(S). Since w 6= 1, one has 1 < w. Thus
1 · u < w · u. Hence u < v, as desired. �

We will work with a fixed monomial order < on S. Let f =
∑

u∈Mon(S) auu be a
nonzero polynomial of S with each au ∈ K. The support of f is the finite set

supp(f) = {u ∈ Mon(S) : au 6= 0}.

The initial monomial of f with respect to < is the biggest monomial with respect
to < among the monomials belonging to supp(f).

Recall that an ideal of S is a nonempty subset I of S such that

• if f, g ∈ I, then f ± g ∈ I;
• if f ∈ I and h ∈ S, then fh ∈ I.

Given a subset {fλ}λ∈Λ of S, we write ({fλ}λ∈Λ) for the set of polynomials of the
form

∑
λ∈Λ hλfλ, where {λ ∈ Λ : hλ 6= 0} is finite. Then ({fλ}λ∈Λ) is an ideal

of S, which is called the ideal of S generated by {fλ}λ∈Λ. When Λ is finite, say,
Λ = {1, 2, . . . , s}, we write (f1, f2, . . . , fs) instead of ({f1, f2, . . . , fs}). Conversely,
given an ideal I of S, there exists a subset ({fλ}λ∈Λ) of S with I = ({fλ}λ∈Λ). We call
{fλ}λ∈Λ a system of generators of I. We say that an ideal I of S is finitely generated
if I possesses a system of generators consisting of a finite number of polynomials.
Later, we will see that every ideal of S is finitely generated (Corollary 1.9).

A monomial ideal is an ideal which is generated by a set of monomials. Let I ⊂ S
be a monomial ideal. It follows that I is generated by a subset N ⊂ Mon(S) if and
only if (I ∩ Mon(S))min ⊂ N . Hence (I ∩ Mon(S))min is a unique minimal system
of monomial generators of I. Dickson’s lemma guarantees that (I ∩Mon(S))min is
finite. Thus in particular every monomial ideal is finitely generated.

Let I be a nonzero ideal of S. The initial ideal of I with respect to < is the
monomial ideal of S which is generated by {in<(f) : 0 6= f ∈ I }. We write in<(I)
for the initial ideal of I. Thus

in<(I) = ({in<(f) : 0 6= f ∈ I }).

Since (in<(I) ∩Mon(S))min is a minimal system of monomial generators of in<(I),
and since in<(I) ∩ Mon(S) = ({in<(f) : 0 6= f ∈ I }), there exists a finite number
of nonzero polynomials g1, g2, . . . , gs belonging to I such that in<(I) is generated by
the set {in<(g1), in<(g2), . . . , in<(gs)} of their initial monomials.

Definition 1.5. Let I be a nonzero ideal of S. A finite set {g1, g2, . . . , gs} of nonzero
polynomials with each gi ∈ I is said to be a Gröbner basis of I with respect to < if
the initial ideal in<(I) of I is generated by the set {in<(g1), in<(g2), . . . , in<(gs)} of
their initial monomials.

A Gröbner basis of I with respect to < exists. If G is a Gröbner basis of I with
respect to <, then every finite set G ′ with G ⊂ G ′ ⊂ I is also a Gröbner basis of
I with respect to <. If G = {g1, . . . , gs} is a Gröbner basis of I with respect to <
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and if f1, . . . , fs are nonzero polynomials belonging to I with each in<(fi) = in<(gi),
then {f1, . . . , fs} is also a Gröbner basis of I with respect to <.

Example 1.6. Let S = K[x1, x2, . . . , x7] and I = (f, g), where f = x1x4−x2x3 and
g = x4x7 − x5x6. Let <lex the lexicographic order on S induced by x1 > x2 > · · · >
x7. One has in<lex

(f) = x1x4 and in<lex
(g) = x4x7. We claim that {f, g} is not a

Gröbner basis of I with respect to <lex. In fact, the polynomial h = x7f − x1g =
x1x5x6 − x2x3x7 belongs to I, but its initial monomial in<lex

(h) = x1x5x6 can be
divided by neither in<lex

(f) nor in<lex
(g). Hence in<lex

(h) 6∈ (in<lex
(f), in<lex

(g)).
Thus in<lex

(I) 6= (in<lex
(f), in<lex

(g)). In other words, {f, g} is not a Gröbner basis
of I with respect to <lex. Later, we will show that {f, g, h} is a Gröbner basis of I
with respect to <lex (Example 1.16).

Lemma 1.7. Let < be a monomial order on S = K[x1, . . . , xn]. Then, for any
monomial u of S, there is no infinite descending sequence of the form

u = u0 > u1 > u2 > · · · .(1)

Proof. Suppose, on the contrary, that one has an infinite descending sequence (1) and
write M for the set of monomials {u0, u1, u2, . . .}. It follows from Dickson’s lemma
that Mmin is a finite set, say Mmin = {ui1 , ui2 , . . . , uis} with i1 < i2 < · · · < is.
Then the monomial uis+1 is divided by uij for some 1 ≤ j ≤ s. Thus by Lemma 1.4
one has uij < uis+1, which contradicts ij < is + 1. �

Theorem 1.8. Let I be a nonzero ideal of S = K[x1, . . . , xn] and G = {g1, . . . , gs} a
Gröbner basis of I with respect to a monomial order < on S. Then I = (g1, . . . , gs).
In other words, every Gröbner basis of I is a system of generators of I.

Proof. (Gordan) Let 0 6= f ∈ I. Since in<(f) ∈ in<(I) and since G is a Gröbner
basis of I, i.e., in<(I) = (in<(g1), . . . , in<(gs)), it follows that there is gi0 such
that in<(gi0) divides in<(f). Let in<(f) = w0 in<(gi0) with w0 ∈ Mon(S). Let
h0 = f − c−1

i0
c0w0gi0 , where c0 is the coefficient of in<(f) in f and where ci0 is the

coefficient of in<(gi0) in gi0 . Then h0 ∈ I. Since in<(w0gi0) = w0 in<(gi0) it follows
that in<(h0) < in<(f). If h0 = 0, then f ∈ (g1, . . . , gs).

Let h0 6= 0. Then the same technique as we used for f can be applied for h0. Thus
h1 = f − c−1

i1
c1w1gi1 − c−1

i0
c0w0gi0 , where c1 is the coefficient of in<(h0) in h0 and

where ci1 is the coefficient of in<(gi1) in gi1 . Then h1 ∈ I and in<(h1) < in<(h0). If
h1 = 0, then f ∈ (g1, . . . , gs).

If h1 6= 0, then we proceed as before. Lemma 1.7 guarantees that this procedure
must terminate. Thus we obtain an expression of the form f =

∑N
q=0 c

−1
iq
cqwqgiq . In

particular, f belongs to (g1, g2, . . . , gs). Thus I = (g1, g2, . . . , gs), as desired. �

Corollary 1.9 (Hilbert basis theorem). Every ideal of the polynomial ring
S = K[x1, . . . , xn] is finitely generated.

It is natural to ask if the converse of Theorem 1.8 is true or false. That is to
say, if I = (f1, f2, . . . , fs) is an ideal of S = K[x1, . . . , xn], then does there exist
a monomial order < on S such that {f1, f2, . . . , fs} is a Gröbner basis of I with
respect to < ?
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Example 1.10 ([18]). Let S = K[x1, x2, . . . , x10] and I the ideal of S generated by

f1 = x1x8 − x2x6, f2 = x2x9 − x3x7, f3 = x3x10 − x4x8,
f4 = x4x6 − x5x9, f5 = x5x7 − x1x10.

We claim that there exists no monomial order < on S such that {f1, . . . , f5} is a
Gröbner basis of I with respect to <.

Suppose, on the contrary, that there exists a monomial order < on S such that
G = {f1, . . . , f5} is a Gröbner basis of I with respect to <. First, note that each of
the five polynomials

x1x8x9 − x3x6x7, x2x9x10 − x4x7x8, x2x6x10 − x5x7x8,
x3x6x10 − x5x8x9, x1x9x10 − x4x6x7

belongs to I. Let, say, x1x8x9 > x3x6x7. Since x1x8x9 ∈ in<(I), there is g ∈ G
such that in<(g) divides x1x8x9. Such g ∈ G must be f1. Hence x1x8 > x2x6. Thus
x2x6 6∈ in<(I). Hence there exists no g ∈ G such that in<(g) divides x2x6x10. Hence
x2x6x10 < x5x7x8. Thus x5x7 > x1x10. Continuing these arguments, we obtain

x1x8x9 > x3x6x7, x2x9x10 > x4x7x8, x2x6x10 < x5x7x8,
x3x6x10 > x5x8x9, x1x9x10 < x4x6x7

and

x1x8 > x2x6, x2x9 > x3x7, x3x10 > x4x8,
x4x6 > x5x9, x5x7 > x1x10.

Hence

(x1x8)(x2x9)(x3x10)(x4x6)(x5x7) > (x2x6)(x3x7)(x4x8)(x5x9)(x1x10).(2)

The opposite relation in (2) occurs in case of x1x8x9 < x3x6x7. However, both sides
of the inequality (2) coincide with x1x2 · · ·x10.

In high school mathematics, we learn that, given polynomials f and g 6= 0 in one
variable x, there exist unique polynomials q and r such that f = gq+r, where either
r = 0 or deg r < deg g. The division algorithm generalizes this well-known result.

Theorem 1.11 (Division algorithm). Let S = K[x1, . . . , xn] denote the poly-
nomial ring in n variables over a field K and fix a monomial order < on S. Let
g1, g2, . . . , gs be nonzero polynomials of S. Then, given a polynomial 0 6= f ∈ S,
there exist polynomials f1, f2, . . . , fs and f ′ of S with

f = f1g1 + f2g2 + · · ·+ fsgs + f ′(3)

such that the following conditions are satisfied:

(i) if f ′ 6= 0 and if u ∈ supp(f ′), then none of in<(g1), . . . , in<(gs) divides u,
i.e., no u ∈ supp(f ′) belongs to (in<(g1), . . . , in<(gs));

(ii) if fi 6= 0, then
in<(figi) ≤ in<(f).

The right hand side of equation (3) is said to be a standard expression for f with
respect to g1, g2, . . . , gs, and the polynomial f ′ is called a remainder of f with respect
to g1, g2, . . . , gs.

Instead of giving a detailed proof of Theorem 1.11, we discuss a typical example
which clearly explains the procedure to obtain a standard expression.



GRÖBNER BASIS TECHNIQUES IN ALGEBRAIC COMBINATORICS 7

Example 1.12. Let <lex denote the lexicographic order on S = K[x, y, z] induced
by x > y > z. Let g1 = x2 − z, g2 = xy − 1 and f = x3 − x2y − x2 − 1. Each of

f = x3 − x2y − x2 − 1 = x(g1 + z)− x2y − x2 − 1

= xg1 − x2y − x2 + xz − 1 = xg1 − (g1 + z)y − x2 + xz − 1

= xg1 − yg1 − x2 + xz − yz − 1 = xg1 − yg1 − (g1 + z) + xz − yz − 1

= (x− y − 1)g1 + (xz − yz − z − 1)

and

f = x3 − x2y − x2 − 1 = x(g1 + z)− x2y − x2 − 1

= xg1 − x2y − x2 + xz − 1 = xg1 − x(g2 + 1)− x2 + xz − 1

= xg1 − xg2 − x2 + xz − x− 1 = xg1 − xg2 − (g1 + z) + xz − x− 1

= (x− 1)g1 − xg2 + (xz − x− z − 1)

is a standard expression of f with respect to g1 and g2, and each of xz − yz − z − 1
and xz − x− z − 1 is a remainder of f .

Example 1.12 says that a remainder of a nonzero polynomial may not be unique.
However, we have the following fact.

Lemma 1.13. If G = {g1, . . . , gs} is a Gröbner basis of I = (g1, . . . , gs), then for
any nonzero polynomial f of S, there is a unique remainder of f with respect to
g1, . . . , gs.

Proof. Suppose there exist remainders f ′ and f ′′ with respect to g1, . . . , gs with
f ′ 6= f ′′. Since 0 6= f ′ − f ′′ ∈ I, the initial monomial w = in<(f ′ − f ′′) must
belong to in<(I). However, since w ∈ supp(f ′) ∪ supp(f ′′), none of the monomials
in<(g1), . . . , in<(gs) divides w. Hence in<(I) 6= (in<(g1), . . . , in<(gs)). �

Given nonzero polynomials f and g of S, the notation lcm(in<(f), in<(g)) stands
for the least common multiple of in<(f) and in<(g). Let cf denote the coefficient of
in<(f) in f and cg the coefficient of in<(g) in g. The polynomial

S(f, g) =
lcm(in<(f), in<(g))

cf in<(f)
f − lcm(in<(f), in<(g))

cg in<(g)
g

is called the S-polynomial of f and g.
We say that f has remainder 0 with respect to g1, g2, . . . , gs if, in the division

algorithm, there is a standard expression (3) of f with respect to g1, g2, . . . , gs with
f ′ = 0.

Lemma 1.14. Let f and g be nonzero polynomials and suppose that in<(f) and
in<(g) are relatively prime, i.e., lcm(in<(f), in<(g)) = in<(f) in<(g). Then S(f, g)
has remainder 0 with respect to f, g.

Proof. To simplify notation we will assume that each of the coefficients of in<(f) in
f and in<(g) in g is equal to 1. Let f = in<(f) + f1 and g = in<(g) + g1. Since
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in<(f) and in<(g) are relatively prime, it follows that

S(f, g) = in<(g)f − in<(f)g

= (g − g1)f − (f − f1)g

= f1g − g1f.

We claim (in<(f1) in<(g) =) in<(f1g) 6= in<(g1f) (= in<(g1) in<(f)). In fact, if
in<(f1) in<(g) = in<(g1) in<(f), then, since in<(f) and in<(g) are relatively prime,
it follows that in<(f) must divide in<(f1). However, since in<(f1) < in<(f), this is
impossible. Let, say, in<(f1) in<(g) < in<(g1) in<(f). Then in<(S(f, g)) = in<(g1f)
and S(f, g) = f1g− g1f turns out to be a standard expression of S(f, g) in terms of
f and g. Hence S(f, g) has remainder 0 with respect to f and g, and similarly for
in<(g1) in<(f) < in<(f1) in<(g). �

We now come to the most fundamental theorem in the theory of Gröbner bases.

Theorem 1.15 (Buchberger criterion). Let I be a nonzero ideal of S and
G = {g1, g2, . . . , gs} a system of generators of I. Then G is a Gröbner basis of I if
and only if the following condition is satisfied:

(∗) For all i 6= j, S(gi, gj) has remainder 0 with respect to g1, . . . , gs.

We refer the reader to a standard textbook on Gröbner bases, e.g., [1], [4] and
[5] for a proof of the Buchberger criterion. However, for a (general) Gröbner basis
“user,” it may not be required to understand a detailed proof of the Buchberger
criterion.

In Example 1.6, by using Lemma 1.14 together with the Buchberger criterion, it
follows immediately that the set {f, g} is a Gröbner basis of I = (f, g) with respect
to the reverse lexicographic order <rev induced by x1 > x2 > · · · > x7.

The Buchberger criterion supplies an algorithm to compute a Gröbner basis start-
ing from a system of generators of an ideal.

Let {g1, g2, . . . , gs} be a system of generators of a nonzero ideal I of S and suppose
that {g1, g2, . . . , gs} is not a Gröbner basis of I. The Buchberger criterion then
guarantees that there is an S-polynomial S(gi, gj) such that no remainder of S(gi, gj)
with respect to g1, g2, . . . , gs is 0. Let hij ∈ I be a remainder of a standard expression
of S(gi, gj) with respect to g1, g2, . . . , gs. Then in<(hij) can be divided by none of
the monomials in<(g1), in<(g2), . . . , in<(gs). In other words, the inclusion

(in<(g1), in<(g2), . . . , in<(gs)) ⊂ (in<(g1), in<(g2), . . . , in<(gs), in<(hij)).

is strict. With setting gs+1 = hij, suppose that {g1, g2, . . . , gs, gs+1} is not a Gröbner
basis of I. Again, by using the Buchberger criterion, there is a S-polynomial S(gk, g`)
such that no remainder of S(gk, g`) with respect to g1, g2, . . . , gs, gs+1 is 0. Let hk` ∈ I
be a remainder of S(gk, g`) with respect to g1, g2, . . . , gs, gs+1. Then the inclusion

(in<(g1), in<(g2), . . . , in<(gs), in<(gs+1))

⊂ (in<(g1), in<(g2), . . . , in<(gs), in<(gs+1), in<(hk`)).

is strict. By virtue of Dickson’s lemma, these procedures must terminate after a
finite number of steps, and a Gröbner basis of I can be obtained.
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The above algorithm to find a Gröbner basis starting from a system of generators
of an ideal is said to be the Buchberger algorithm.

Example 1.16. We continue Example 1.6. Let S = K[x1, x2, . . . , x7] and <lex the
lexicographic order on S induced by x1 > x2 > · · · > x7. Let f = x1x4 − x2x3

and g = x4x7 − x5x6. Thus in<lex
(f) = x1x4 and in<lex

(g) = x4x7. Let I = (f, g).
Then {f, g} is not a Gröbner basis of I with respect to <lex. Now, as a remainder
of S(f, g) = x7f −x1g = x1x5x6−x2x3x7 with respect to f and g, we choose S(f, g)
itself. Let h = x1x5x6−x2x3x7 with in<lex

(h) = x1x5x6. Then in<lex
(g) and in<lex

(h)
are relatively prime. On the other hand, S(f, h) = x2x3(x4x7−x5x6) has remainder
0 with respect to f, g, h. It follows from the Buchberger criterion that {f, g, h} is a
Gröbner basis of I with respect to <lex.

2. Initial ideals and triangulations of convex polytopes

Let A = (aij) 1≤i≤d
1≤j≤n

∈ Zd×n, i.e., A is a d× n integer matrix, with a1, . . . , an their

column vectors. Such a matrix A is called a configuration if there exists a vector
c ∈ Rd such that 〈aj, c〉 = 1 for each 1 ≤ j ≤ n, where 〈aj, c〉 is the usual inner
product in Rd.

Let, as before, S = K[x1, . . . , xn] denote the polynomial ring in n variables over
a field K with deg xi = 1 for i = 1, 2, . . . , n. If b = (b1, . . . , bn) ∈ Zn, then we define
the binomial

fb =
∏
bi>0

xbi
i −

∏
bi<0

x−bi
i

of S. For example, if n = 5 and b = (−1, 3, 2, 0,−4), then fb = x3
2x

2
3 − x1x

4
5.

The toric ideal of a configuration A ∈ Zd×n is the ideal IA of S which is generated
by those binomials fb with Ab> = 0, where b ∈ Zn and where b> stands for the
transposed matrix of b. Thus

IA = ( { fb : b ∈ Zn, Ab> = 0 } ).

The convex polytope arising from a configuration A ∈ Zd×n is the convex polytope
PA ⊂ Rd which is the convex hull of the column vectors a1, . . . , an of A.

Fix a monomial order < on S and write, as before, in<(IA) for the initial ideal of
IA with respect to <.

Example 2.1. The 4× 5 matrix

A =


0 1 1 0 1
0 1 0 1 1
0 0 1 1 1
1 1 1 1 1


is a configuration, since (0, 0, 0, 1)A = (1, 1, 1, 1). The toric ideal IA is generated by
the binomial x1x

2
5 − x2x3x4 and the convex polytope PA ⊂ R4 is a bipyramid on a

triangle. One has either in<(IA) = (x1x
2
5) or in<(IA) = (x2x3x4).

We now discuss the triangulations of the convex polytope PA ⊂ Rd arising from
a configuration A ∈ Zd×n. Let a1, . . . , an be the column vectors of A. To simplify
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the situation, we may assume that the additive group Zd is generated by the set
{a1, . . . , an} of column vectors. In other words, every vector belonging to Zd is of
the form c1a1 + · · ·+cnan with each cj ∈ Z. In particular, since A is a configuration,
it follows that the dimension of PA is d− 1.

When Zd cannot be generated by the set {a1, . . . , an} of column vectors of A,
write L for the subgroup of Zd generated by the set of column vectors of A. Thus
L ' Ze with e < d. Let {ai1 , . . . , aie} with 1 ≤ i1 < · · · < ie ≤ n be a Z-basis
of L. Each vector a ∈ L has a unique expression of the form a =

∑e
j=1 qjaij

with each qj ∈ Z. We then introduce the Z-isomorphism ψ : L → Ze by setting
ψ(a) = (q1, . . . , qe)

>. Let A′ = (a′ij) 1≤i≤e
1≤j≤n

denote the e × n integer matrix with

the column vectors ϕ(a1), . . . , ϕ(an). Since A is a configuration, it follows that∑e
i=1 a

′
ij = 1 for each 1 ≤ j ≤ n. Thus A′ ∈ Ze×n is a configuration and the set of

columns of A′ generates Ze. Clearly discussing the toric ideal and the triangulations
of A is equivalent to discussing the toric ideal and the triangulations of A′.

Example 2.2. The 3× 5 matrix

A =

 0 2 0 1 1
0 0 2 1 −1
1 1 1 1 1


is a configuration. The additive group L generated by the set {a1, . . . , a5} of column
vectors of A is L = {(a1, a2, a3) ∈ Z3 : a1 + a2 ∈ 2 ·Z}, where 2 ·Z is the set of even
integers, with {a1, a4, a5} its Z-basis. One has

A′ =

 1 −1 −1 0 0
0 1 1 1 0
0 1 −1 0 1

 .
Given a subset F = {ai1 , . . . , air} of {a1, . . . , an}, the notation conv(F ) stands

for the convex hull of ai1 , . . . , air in Rd. A subset F of {a1, . . . , an} is called a
simplex belonging to A if conv(F ) is an (r− 1)-simplex in Rd, where r = |F |. Every
subset of a simplex belonging to A is again a simplex belonging to A. A simplex
F = {ai1 , . . . , air} belonging to A is called unimodular if F is a subset of a Z-basis
of Zd. If F is unimodular and if F ′ ⊂ F , then F ′ is again unimodular.

A triangulation of PA ⊂ Rd is a collection ∆ of simplices belonging to A such that

• If F belongs to ∆ and F ′ ⊂ F , then F ′ belongs to ∆;
• If F and G belong to ∆, then conv(F ) ∩ conv(G) = conv(F ∩G);
• PA =

⋃
F∈∆ conv(F ).

Each simplex F ∈ ∆ is called a face of ∆. A facet of ∆ is a face F of ∆ with
|F | = d. A triangulation ∆ of PA is called unimodular if every F ∈ ∆ is unimodular.
A simplex F belonging to A is called a nonface of ∆ if F 6∈ ∆. A triangulation ∆ of
PA is called flag if every minimal nonface of ∆ is a 2-element subset of {a1, . . . , an}.

Why is a unimodular triangulation of interest in combinatorics? Let c ∈ Rd

with 〈aj, c〉 = 1 for each j and H ⊂ Rd the hyperplane {a ∈ Rd : 〈a, c〉 = 1}.
One has PA ⊂ H. Fix an invertible affine transformation % : H → Rd−1 with
%(Zd ∩ H) = Zd−1. The image %(PA) of PA under % is a convex polytope in Rd−1
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of dimension d − 1. Hence the volume (Lebesgue measure) vol(%(PA)) of %(PA) is
positive and is independent of the particular choice of %. We call the positive integer
(d− 1)! vol(%(PA)) the normalized volume of PA. If ∆ is a triangulation of PA, then
it follows that the number of the facets of ∆ is at most the normalized volume of
PA and is equal to the normalized volume of PA if and only if ∆ is unimodular.
Consequently, the existence of a unimodular triangulation of PA makes it easy to
compute the normalized volume of PA.

Remark 2.3. A combinatorial way to see the reason why vol(%(PA)) is independent
of the particular choice of % is to show that the Ehrhart polynomial [10, p. 80] of
PA coincides with that of %(PA). It is well known, e.g., [23, Theorem 10.3, p. 45]
and [10, Proposition (28.5)] that the leading coefficient of the Ehrhart polynomial
of %(PA) is vol(%(PA)).

Why is a flag triangulation of interest in combinatorics? Given a triangulation ∆
of PA, we write G∆ for the finite graph on [n] = {1, . . . , n} whose edges, E(G∆),
are those {i, j}, where i 6= j, with {ai, aj} ∈ ∆. We call G∆ the skeleton of ∆, and
we denote the set of edges by E(G∆), as usual. A clique of G∆ is a subset C ⊂ [n]
such that {i, j} ∈ E(G∆) for all i, j ∈ C with i 6= j. Let C(G∆) denote the set
of cliques of G∆. It then follows that ∆ ⊂ {{ai : i ∈ C} : C ∈ C(G∆)} and that
∆ = {{ai : i ∈ C} : C ∈ C(G∆)} if and only if ∆ is flag. Consequently, when ∆ is
flag, we can discuss the combinatorics on ∆ (for example, the number of faces of ∆)
in terms of the combinatorics on the skeleton G∆ of ∆.

Example 2.4. Let A be the configuration discussed in Example 2.1. The simplices
belonging to A are

F1 = {a1, a2, a3, a4}, F2 = {a2, a3, a4, a5},
F3 = {a1, a5, a2, a3}, F4 = {a1, a5, a2, a4}, F5 = {a1, a5, a3, a4},

together with their subsets. Since {a1, a2, a3, a4} cannot be a Z-basis of Z4, it follows
that F1 is not unimodular. Each of the simplices F2, F3, F4 and F5 is unimodular.

Let ∆1 be the triangulation of PA with the facets F1, F2, and let ∆2 be the
triangulation of PA with the facets F3, F4, F5. Then ∆1 is flag and ∆2 is unimodular.
Since F1 ∈ ∆1, it follows that ∆1 is not unimodular. Since {a2, a3, a4} is a minimal
nonface of ∆2, it follows that ∆2 is not flag.

Let A ∈ Zd×n be a configuration with a1, . . . , an its columns and PA ⊂ Rd the
convex polytope arising from A. Let IA ⊂ S be the toric ideal of A and in<(IA)
the initial ideal of IA with respect to a monomial order < on S. For a monomial
u = xa1

1 · · ·xan
n , the notation

√
u stands for the squarefree monomial

∏
i : ai>0 xi. For

example, if u = x1x
5
3x

2
4, then

√
u = x1x3x4. Moreover, when in<(IA) is generated

by monomials u1, . . . , us, the notation
√

in<(IA) stands for the ideal of S which
is generated by the squarefree monomials

√
u1, . . . ,

√
us. Since a monomial ideal

possesses a unique minimal system of monomial generators, it follows that
√

in<(IA)
is independent of the particular choice of a system of monomial generators of IA.
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Lemma 2.5. Let F be a subset of {a1, . . . , an} and suppose that∏
ai∈F

xi 6∈
√

in<(IA).(4)

Then F is a simplex belonging to A.

Theorem 2.6 (Sturmfels [24]). Write ∆(in<(IA)) for the set of those simplices
F of A satisfying (4). Then ∆(in<(IA)) is a triangulation of PA.

Such a triangulation ∆(in<(IA)) of PA is called a regular triangulation of PA. A
typical example of a nonregular triangulation appears in, say, [24]. Now, it is natural
to ask when a regular triangulation ∆(in<(IA)) is unimodular or flag.

Theorem 2.7 ([24]). A regular triangulation ∆(in<(IA)) of PA is unimodular if

and only if in<(IA) is generated by squarefree monomials, i.e., in<(IA) =
√

in<(IA).

Lemma 2.8. A regular triangulation ∆(in<(IA)) of PA is flag if and only if√
in<(IA) is generated by quadratic monomials.

Corollary 2.9. A regular triangulation ∆(in<(IA)) of PA is unimodular and flag if
and only if in<(IA) is generated by squarefree quadratic monomials.

Example 2.10. Let ∆1 and ∆2 be the triangulations of PA discussed in Ex-
ample 2.4. Recall from Example 2.1 that one has either in<(IA) = (x1x

2
5) or

in<(IA) = (x2x3x4). When in<(IA) = (x1x
2
5), its regular triangulation ∆(in<(IA))

coincides with the flag nonunimodular triangulation ∆1. When in<(IA) = (x2x3x4),
then its regular triangulation ∆(in<(IA)) coincides with the unimodular nonflag
triangulation ∆2.

In [19] we discovered an example of a configuration A for which the toric ideal
IA possesses no initial ideal generated by squarefree monomials, but the convex
polytope PA possesses a (nonregular) unimodular triangulation.

Corollary 2.9 does explain the reason why the existence of an initial ideal gen-
erated by squarefree quadratic monomials of a toric ideal is important in algebraic
combinatorics on convex polytopes. In commutative algebra, such an existence is
useful to show that the toric ring of a configuration is normal and Koszul.

We now discuss initial ideals generated by squarefree quadratic monomials arising
in combinatorics. We refer the reader to [22] for the fundamental techniques behind
the proof of each of Theorems 2.12, 2.14 and 2.15.

(a) Finite distributive lattices

Let L = {α1, . . . , αn} be a finite distributive lattice [10, p. 118], where i < j if
αi < αj in L, and β1, . . . , βd the join-irreducible elements [10, p. 119] of L. In the
literature on combinatorics, the unique minimal element of L may not be regarded
as a join-irreducible element of L. However, we will regard the unique minimal
element of L as a join-irreducible element of L. We then introduce the configuration
A(L) = (aij) 1≤i≤d

1≤j≤n
∈ Zd×n by setting aij = 1 if βi ≤ αj and aij = 0 if βi 6≤ αj. Since

we will regard the unique minimal element of L as a join-irreducible element of L,
it turns out that A(L) is, in fact, a configuration.
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Example 2.11. Let L be the finite distribute lattice drawn below.sα8

sα7sα6

sα5sα4

sα3sα2

sα1 
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J
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J

J
J
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Figure 2.1. A finite distributive lattice

Its join-irreducible elements are α1, α2, α3, α5 and α6. The configuration AL is
1 1 1 1 1 1 1 1
0 1 0 1 0 1 1 1
0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 1

 .
Let S = K[x1, . . . , xn] and IA(L) ⊂ S the toric ideal of A(L). For each pair (αi, αj)

with i < j such that αi and αj are incomparable in L, we introduce the binomial
fi,j = xixj − xkx`, where αk = αi ∧ αj and α` = αi ∨ αj. One has fi,j ∈ IA(L).
Write G for the finite set of those binomials fi,j of IA(L). Let <rev denote the reverse
lexicographic order on S induced by the ordering x1 > · · · > xn of the variables.

Theorem 2.12 ([11]). Working with the same notation as above, G is a Gröbner
basis of IA(L) with respect to <rev.

For example, in the finite distributive lattice of Figure 2.1, the Gröbner basis G
consists of the quadratic binomials

x2x3 − x1x4, x2x5 − x1x7, x4x5 − x3x7,
x5x6 − x3x8, x6x7 − x4x8.

(b) Classical root systems

Let Φ ⊂ Zn be one of the classical irreducible root systems An−1,Bn,Cn and Dn

([12, pp. 64–65]) and write Φ(+) for the matrix whose column vectors are all positive
roots of Φ together with the origin of Rn. Let Φ̃(+) be the configuration obtained
by adding the row vector (1, 1, , . . . , 1) to Φ(+). For example,

Ã
(+)
2 =


0 1 1 0
0 −1 0 1
0 0 −1 −1
1 1 1 1

 , D̃
(+)
3 =


0 1 1 0 1 1 0
0 1 0 1 −1 0 1
0 0 1 1 0 −1 −1
1 1 1 1 1 1 1

 ,
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B̃
(+)
3 =


0 1 0 0 1 1 0 1 1 0
0 0 1 0 1 0 1 −1 0 1
0 0 0 1 0 1 1 0 −1 −1
1 1 1 1 1 1 1 1 1 1

 ,

C̃
(+)
3 =


0 2 0 0 1 1 0 1 1 0
0 0 2 0 1 0 1 −1 0 1
0 0 0 2 0 1 1 0 −1 −1
1 1 1 1 1 1 1 1 1 1

 .

Theorem 2.13 ([7]). The toric ideal of the configurations Ã
(+)
n−1 possesses an initial

ideal generated by squarefree quadratic monomials.

Theorem 2.14 ([21]). The toric ideal of each of the configurations B̃
(+)
n , C̃

(+)
n and

D̃
(+)
n possesses an initial ideal generated by squarefree quadratic monomials.

(c) Finite bipartite graphs

Let G be a finite graph on the vertex set [d] = {1, . . . , d} and e1, . . . , en its edges.
The incidence matrix of G is the configuration AG = {aij} 1≤i≤d

1≤j≤n
, where aij = 1 if

i ∈ ej and aij = 0 if i 6∈ ej. For example, if G is the finite graph on [6] with
edges e1 = {1, 2}, e2 = {2, 3}, e3 = {1, 3}, e4 = {3, 4}, e5 = {4, 5}, e6 = {5, 6} and
e7 = {4, 6}, then the configuration AG is

1 0 1 0 0 0 0
1 1 0 0 0 0 0
0 1 1 1 0 0 0
0 0 0 1 1 0 1
0 0 0 0 1 1 0
0 0 0 0 0 1 1

 .

Theorem 2.15 ([20]). Let G be a finite bipartite graph and IAG
the toric ideal of

the configuration AG arising from G. Then the following conditions are equivalent:

(i) IAG
is generated by quadratic binomials;

(ii) IAG
possesses an initial ideal generated by squarefree quadratic monomials;

(iii) Every cycle of G of length > 4 has a chord.

Finally, we refer the reader to, e.g., [2] for initial ideals generated by squarefree
quadratic monomials arising in algebraic statistics.

3. Generic initial ideals and algebraic shifting

Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over an infinite
field K with deg xi = 1 for i = 1, 2, . . . , n. Write GLn(K) for the group of all
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invertible n× n matrices with entries in K. For each ϕ = (aij) 1≤i≤n
1≤j≤n

∈ GLn(K) and

for each f = f(x1, . . . , xn) ∈ S, one defines

ϕ(f) = f

(
n∑

i=1

ai1xi, . . . ,

n∑
i=1

ainxi

)
.

If I is a homogeneous ideal of S, i.e., an ideal of S generated by homogeneous
polynomials, and if ϕ = (aij) 1≤i≤n

1≤j≤n
∈ GLn(K), then ϕ(I) = {ϕ(f) : f ∈ I} is again

a homogeneous ideal of S.

Theorem 3.1 (Galligo, Bayer–Stillman). Work with the reverse lexicographic
order <rev on S induced by x1 > · · · > xn. Let I be a homogeneous ideal of S. If
ϕ, ϕ′ ∈ GLn(K) are “generic,” then in<rev(ϕ(I)) = in<rev(ϕ

′(I)).

To understand the precise definition that ϕ, ϕ′ ∈ GLn(K) are “generic,” the
language of algebraic geometry will be required. What Theorem 3.1 guarantees is
that, whenever we choose the entries of ϕ and ϕ′ “randomly,” one has in<rev(ϕ(I)) =
in<rev(ϕ

′(I)). We write
Gin(I) = in<rev(ϕ(I)),

where ϕ ∈ GLn(K) is generic, and call Gin(I) the generic initial ideal of I. We refer
the reader who is familiar with commutative algebra and algebraic geometry to [8]
for the foundations of generic initial ideals.

Example 3.2. Let n = 2 and write x and y instead of x1 and x2 respectively. Let
I = (x2, y2) ⊂ K[x, y] and

ϕ =

[
a b
c d

]
.

Thus ϕ(I) = ((ax + by)2, (cx + dy)2. Suppose that ad − bc 6= 0 and ac 6= 0. We
compute in<rev(ϕ(I)). Let f = (ax+ by)2 and g = (cx+ dy)2).

• Since a 6= 0, one has in<rev(f) = x2 ∈ in<rev(ϕ(I)). Since c2f − a2g ∈ I and
ad− bc 6= 0, it follows that h0 = 2acxy + (ad+ bc)y2 ∈ I. Since ac 6= 0, one
has in<rev(h0) = xy ∈ in<rev(ϕ(I)).

• One has y2 6∈ in<rev(ϕ(I)). In fact, if y2 ∈ in<rev(ϕ(I)), then y2 ∈ I. Thus
Cy2 = Af +Bg, where A,B,C ∈ K with C 6= 0. Hence a2A+ c2B = 0 and
abA+ cdB = 0. However, since ad− bc 6= 0 and ac 6= 0, one has A = B = 0.

• Let h1 = 2cyf − axh0 = a(3bc− ad)xy2 + 2b2cy3 ∈ I. Since

2ch1 − (3bc− ad)yh0 = (ad− bc)2y3 ∈ I
and ad− bc 6= 0, one has y3 ∈ I. Thus y3 ∈ in<rev(ϕ(I)).

• Consequently, since (x2, xy, y3) ⊂ in<rev(ϕ(I)), it follows that all monomials
in K[x, y] except for x, y and y2 must belong to in<rev(ϕ(I)). Since deg f =
deg g = 2, it is clear that none of x and y belongs to in<rev(ϕ(I)). Finally,
since y2 6∈ in<rev(ϕ(I)), it follows that in<rev(ϕ(I)) = (x2, xy, y3).

If we choose the entries a, b, c and d of ϕ “randomly,” then we could expect ad−bc 6= 0
and ac 6= 0. Hence if ϕ is “generic,” then one has in<rev(ϕ(I)) = (x2, xy, y3). Thus
the generic initial ideal of I = (x2, y2) is Gin(I) = (x2, xy, y3).
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Let Mn denote the set of monomials in the variables x1, . . . , xn, and M(sq)
n the

subset of Mn consisting of all squarefree monomials belonging to Mn. Let M =⋃∞
n=1Mn and M(sq) =

⋃∞
n=1M

(sq)
n . Given a monomial

u = xi1xi2 · · ·xij · · ·xir

of M, where

1 ≤ i1 ≤ i2 ≤ · · · ≤ ij ≤ · · · ≤ ir,

we introduce the squarefree monomial uσ ∈M(sq) by setting

uσ = xi1xi2+1 · · ·xij+(j−1) · · ·xir+(r−1).

For example,

(x3
1x2x

2
3x5)

σ = (x1x1x1x2x3x3x5)
σ = x1x2x3x5x7x8x11.

The operator σ : M→M(sq) is called the squarefree operator on M.

Example 3.3. Let Mn(d) denote the set of monomials of degree d belonging to

Mn and M(sq)
n (d) the set of squarefree monomials of degree d belonging to M(sq)

n .
Since (xd

1)
σ = x1x2 · · ·xd and (xd

n)σ = xnxn+1 · · ·xn+d−1, it follows that σ induces a

bijection between Mn(d) and M(sq)
n+d−1(d).

We summarize fundamental materials on simplicial complexes from, e.g., [10] and
[23]. Let [n] = {1, 2, . . . , n} be the vertex set and ∆ a simplicial complex on [n].
Thus ∆ is a collection of subsets of [n] satisfying that (i) {i} ∈ ∆ for all i ∈ [n]
and (ii) if F ∈ ∆ and F ′ ⊂ [n] with F ′ ⊂ F , then F ′ ∈ ∆. Each element F ∈ ∆
is called a face of ∆. The dimension of a face F is |F | − 1, where the notation
|F | stands for the cardinality of F . The dimension of ∆ is dim ∆ = d − 1, where
d = max{|F | : F ∈ ∆}. A facet of ∆ is a maximal face of ∆ (with respect to
inclusion). We say that ∆ is pure if all facets of ∆ have the same cardinality.

For each i = 0, 1, . . . , d − 1, we write fi = fi(∆) for the number of faces of ∆ of
dimension i. The sequence f(∆) = (f0, f1, . . . , fd−1) is called the f -vector of ∆. The
h-vector h(∆) = (h0, h1, . . . , hd) is defined by the formula

d∑
i=0

fi−1(x− 1)d−i =
d∑

i=0

hix
d−i

with f−1 = 1. In particular h0 = 1, h1 = n− d and h0 + h1 + · · ·+ hd = fd−1.
In order to visualize a simplicial complex ∆ we often identify ∆ with its geometric

realization |∆|. For example, Figure 3.1 illustrates the simplicial complex ∆ on [5]
of dimension 2 whose facets are {1, 2, 4}, {1, 2, 5}, {2, 3} and {3, 4}. Its f -vector is
f(∆) = (5, 7, 2) and its h-vector is h(∆) = (1, 2, 0,−1).
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Figure 3.1. A geometric realization of ∆

We associate each subset F ⊂ [n] with the squarefree monomial xF =
∏

i∈F xi

of S. A squarefree ideal of S is an ideal of S which is generated by squarefree
monomials. Given a simplicial complex ∆ on [n], we define its Stanley–Reisner ideal
to be the squarefree ideal

I∆ = ({xF : F ⊂ [n], F 6∈ ∆})
of S. Conversely, it follows easily that, given a squarefree ideal I of S with xi 6∈ I
for each 1 ≤ i ≤ n, there exists a unique simplicial complex ∆ on [n] with I = I∆.

Example 3.4. Let ∆ be the simplicial complex of Figure 3.1. Its Stanley–Reisner
ideal is I∆ = (x1x3, x3x5, x4x5, x2x3x4).

Algebraic shifting, introduced by Gil Kalai in 1984, turns out to be one of the
powerful techniques in algebraic combinatorics on convex polytopes. In [14] the
symmetric algebraic shifted complex is defined in a combinatorial way. However,
our definition given here is algebraic and will require the generic initial ideal.

Let ∆ be a simplicial complex on [n] and I∆ ⊂ S = K[x1, . . . , xn] its Stanley–
Reisner ideal. Let Gin(I∆) denote the generic initial ideal of I∆ and {u1, . . . , uq}
the (unique) minimal system of monomial generators of Gin(I∆).

Lemma 3.5 ([9]). Each squarefree monomial uσ
i belongs to S. In other words,

(uσ
1 , . . . , u

σ
q ) is a squarefree ideal of S.

Definition 3.6 ([9]). The symmetric algebraic shifted complex of ∆ is the simplicial
complex ∆s on [n] with I∆s = (uσ

1 , . . . , u
σ
q ).

The operator ∆ → ∆s is called symmetric algebraic shifting. In [14] exterior
algebraic shifting as well as symmetric algebraic shifting is introduced.

A simplicial complex ∆ on [n] is called shifted if F ∈ ∆, j ∈ F and i > j imply
(F \ {j}) ∪ {i} ∈ ∆. The shifted complexes played an important role in classical
combinatorics on finite sets.

Lemma 3.7 ([9] and [14]). Let ∆ and ∆′ be simplicial complexes.

• ∆s is shifted;
• f(∆s) = f(∆);
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• If ∆ is shifted, then ∆s = ∆;
• If ∆ ⊂ ∆′, then ∆s ⊂ (∆′)s.

Let P ⊂ RN be a simplicial polytope [10, p. 9] of dimension d with n vertices
and ∆(P) its boundary complex [10, p. 10]. It follows that ∆(P) is a simplicial
complex on [n] of dimension d− 1 whose geometric realization is homeomorphic to
the (d− 1)-sphere Sd−1.

A simplicial (d − 1)-sphere is a simplicial complex of dimension d − 1 whose
geometric realization is homeomorphic to the (d− 1)-sphere Sd−1. Every boundary
complex of a simplicial polytope of dimension d is a simplicial (d− 1)-sphere. The
h-vector h(∆) = (h0, h1, . . . , hd) of a simplicial (d − 1)-sphere is nonnegative ([10,
pp. 44–45]) and symmetric ([10, p. 24]), i.e., each hi ≥ 0 and hi = hd−i for 0 ≤ i ≤ d.

One of the outstanding conjectures in algebraic and enumerative combinatorics
is the “g-conjecture,” which gives a complete characterization of the h-vectors of
simplicial spheres. We recall what the g-conjecture is.

Let M denote the set of monomials in the variables x1, x2, . . . with deg xi = 1
for i = 1, 2, . . . . A finite subset B of M is called an order ideal of monomials if
whenever u and v are monomials with u ∈ B and if v divides u, then v ∈ B. A finite
sequence (h0, h1, . . . , hs) of integers is called an M-vector if there exists an order
ideal of monomials B such that |{u ∈ B : deg u = i}| = hi for 0 ≤ i ≤ s.

Theorem 3.8 (Billera–Lee, Stanley). Given a finite sequence (h0, h1, . . . , hd)
of positive integers, there exists a simplicial polytope P of dimension d with
h(∆(P) = (h0, h1, . . . , hd) if and only if the following conditions are satisfied:

(i) h0 = 1;
(ii) hi = hd−i for 0 ≤ i ≤ d;
(iii) (h0, h1 − h0, h2 − h1, . . . , h[d/2] − h[d/2]−1) is an M-vector.

In particular, the h-vector h(∆(P) = (h0, h1, . . . , hd) of the boundary complex of
a simplicial polytope of dimension d satisfies

h0 ≤ h1 ≤ · · · ≤ h[d/2].

Conjecture 3.9 (g-conjecture). Let ∆ be a simplicial (d−1)-sphere with h(∆) =
(h0, h1, . . . , hd). Then (h0, h1 − h0, h2 − h1, . . . , h[d/2] − h[d/2]−1) is an M-vector.

Let n > d. We write C(n, d) for the convex hull of n points a(t1), . . . , a(tn),
where t1 < · · · < tn, in the moment curve {a(t) = (t, t2, . . . , td) ∈ Rd : t ∈ R}.
It is known ([10, p. 26]) that C(n, d) is a simplicial polytope of dimension d with
{a(t1), . . . , a(tn)} its vertex set. We say that C(n, d) is the cyclic polytope of type
(n, d). The combinatorial type [10, p. 27] of the boundary complex ∆(C(n, d))
is independent of the particular choice of real numbers t1 < · · · < tn. Thus in
particular the f -vector (and h-vector) of ∆(C(n, d)) is independent of the particular
choice of real numbers t1 < · · · < tn.

Kalai computed the symmetric algebraic shifted complex of ∆(C(n, d)). The
following conjecture due to Kalai and Sarkaria is called the “Shifting Theoretic
Upper Bound Conjecture.”
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Conjecture 3.10. Every simplicial (d− 1)-sphere ∆ on [n] satisfies

∆s ⊂ ∆(C(n, d))s.

Conjecture 3.10 is much stronger than Conjecture 3.9. In fact, the conclusion in
the above conjecture implies the conclusion in Conjecture 3.9.

Lemma 3.11 (Kalai). Let ∆ be a simplicial (d−1)-sphere with h(∆) = (h0, h1, . . . ,
hd). Suppose that ∆s ⊂ ∆(C(n, d))s. Then (h0, h1−h0, h2−h1, . . . , h[d/2]−h[d/2]−1)
is an M-vector.

From a computational viewpoint of commutative algebra, it is strongly desirable
to characterize the symmetric shifted complexes of simplicial (d− 1)-spheres.

Let Ad
n denote the set of simplicial complexes Σ on [n] of dimension d − 1 such

that

(i) Σ is pure;
(ii) Σ is shifted;
(iii) the h-vector of Σ is symmetric;
(iv) Σ ⊂ ∆(C(n, d))s.

Conjecture 3.12. (a) Every simplicial (d− 1)-sphere ∆ on [n] satisfies ∆s ∈ Ad
n.

(b) Conversely, for each Σ ∈ Ad
n, there exists a simplicial (d− 1)-sphere ∆ on [n]

with ∆s = Σ.

Later, Conjecture 3.12 (b) will be proved in Theorem 3.18 (b).
In 1988 Gil Kalai [14] introduced the squeezed sphere. The original definition

given by Kalai is purely combinatorial. We will follow [16] and introduce the
squeezed sphere in the language of monomial ideals.

A monomial ideal I of S = K[x1, . . . , xn] is called strongly stable if, for each
monomial u ∈ I and for each i ∈ [n] such that xi divides u, one has xj(u/xi) ∈ I
for all i < j.

Example 3.13. Each of the monomial ideals (x3
1, x

2
1x2, x1x

2
2, x

3
2) and (x3

1, x
2
1x2, x1x

2
2)

ofK[x1, x2] is strongly stable. However, the monomial ideal (x3
1, x1x

2
2, x

3
3) ofK[x1, x2]

is not strongly stable.

Fix p ≥ 0. Let Tp = K[x1, . . . , xp] denote the polynomial ring in p variables with
deg xi = 1 for i = 1, 2, . . . , p and m = (x1, . . . , xp). An m-primary ideal of Tp is an
ideal I of Tp for which mN ⊂ I for N � 0. Here mN is the ideal of Tp generated by
all monomials of T of degree N .

Given a strongly stable m-primary ideal I of Tp with I ⊂ m2, we construct the
squeezed sphere arising from I as follows:

• Let δ = δ(I) denote the largest number i ≥ 1 for which mi 6⊂ I.
• Fix an integer n ≥ p+ 2δ. Let d = n− p− 1.
• Let {u1, . . . , uq} denote the (unique) minimal system of monomial generators

of I.
• Since n ≥ p+ 2δ, it follows that (uσ

i )σ belongs to S = K[x1, . . . , xn] for each
1 ≤ i ≤ q.

• Let (Iσ)σ denote the squarefree ideal ((uσ
1 )σ, . . . , (uσ

q )σ) of S.
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• Write Bd(I) for the simplicial complex on [n] whose Stanley–Reisner ideal
coincides with (Iσ)σ.

Lemma 3.14 ([13]). The geometric realization of the simplicial complex Bd(I) is
homeomorphic to the d-ball Bd.

We say that Bd(I) is the squeezed ball arising from I. Let Sd−1(I) denote the
boundary complex of Bd(I). It follows that the geometric realization of Sd−1(I) is
homeomorphic to the (d−1)-sphere Sd−1. We say that Sd−1(I) is the squeezed sphere
arising from I.

In the above algebraic definition of the squeezed ball, since the maximal ideal
I = m is excluded, the simplex cannot be a squeezed ball. However, for the sake of
convenience, we will regard the simplex as a squeezed ball.

Example 3.15. Let p = 2 and I = m3 = (x3
1, x

2
1x2, x1x

2
2, x

3
2). Thus δ = 2. Let

n = p + 2δ = 6. Hence d = n − p − 1 = 3. Since ((x3
1)

σ)σ = x1x3x5, (x
2
1x2)

σ)σ =
x1x3x6, (x1x

2
2)

σ)σ = x1x4x6 and (x3
2)

σ)σ = x2x4x6, one has

(Iσ)σ = (x1x3x5, x1x3x6, x1x4x6, x2x4x6).

The facets of the squeezed sphere S2(I) arising from I are {1, 2, 3}, {1, 3, 4}, {1, 4, 5},
{1, 5, 6}, {1, 2, 6}, {2, 3, 6}, {3, 4, 6}, {4, 5, 6}. It follows that S2(I) is the unique
simplicial 2-sphere, up to isomorphism, on [6] with a vertex of degree 5.

Example 3.16. The boundary complex of an octahedron cannot be a squeezed
sphere.

The h-vector of the squeezed sphere arising from I can be computed easily. We
write hi, 0 ≤ i ≤ δ, for the number of monomials u of Sp of degree i with u 6∈ I.
Thus in particular h0 = 1, h1 = p = n− (d + 1) and hδ 6= 0. It follows that such a
sequence (h0, h1, . . . , hδ) is an M -vector. Lemma 3.17 below then says immediately
that every squeezed sphere satisfies the g-conjecture.

Lemma 3.17. (a) The h-vector of the squeezed ball Bd(I) is (h0, h1, . . . , hδ, 0, . . . , 0).
(b) Let δ′ = min{δ, [d− 1/2]}. Then the h-vector of the squeezed sphere Sd(I) is

(h0, h0 + h1, . . . ,
δ′−1∑
i=0

hi,
δ′∑

i=0

hi, . . . ,

δ′∑
i=0

hi,

δ′−1∑
i=0

hi, . . . , h0 + h1, h0).

Murai [16] succeeded in giving a complete characterization of the symmetric al-
gebraic shifted complexes of squeezed spheres.

Theorem 3.18 (Murai [16]). (a) Every squeezed (d− 1)-sphere ∆ on [n] satisfies
∆s ∈ Ad

n.
(b) Conversely, for each Σ ∈ Ad

n, there exists a squeezed (d− 1)-sphere ∆ on [n]
with ∆s = Σ.

Here is a brief outline of Murai’s proof of Theorem 3.18.

• Each Σ ∈ Ad
n is strong Lefschetz. Thus in particular Σ ∈ Ad

n is determined
by its faces of dimension ≤ bd/2c − 1.
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• Kalai [13] constructed for the (bd/2c − 1)-skeleton Σbd/2c−1 of each Σ ∈ Ad
n

a squeezed sphere SΣ and conjectured that (Ss
Σ)bd/2c−1 = Σbd/2c−1.

• The above conjecture by Kalai was proved by Murai [15]. Thus in order to
complete a proof of Theorem 3.18 one must show that every squeezed sphere
is strong Lefschetz.

• Murai [16] showed that every squeezed sphere is strongly edge decomposable,
a notion introduced by Nevo [17], and that a strongly edge decomposable
complex is strong Lefschetz. The last result was essentially proved in Babson
and Nevo [3] independently.

Finally, the number of combinatorial types of squeezed spheres is much larger than
that of boundary complexes of simplicial polytopes (Kalai [13]). However, it seems
difficult to find a strongly stable m-primary ideal I of Tp for which the squeezed
sphere Sd−1(I) cannot be the boundary complex of a simplicial polytope.
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[22] H. Ohsugi and T. Hibi, Quadratic Gröbner bases arising from combinatorics, in “Integer Points

in Polyhedra” (M. Beck, et al., Eds.), Contemporary Math., Volume 452, 2008, pp. 123–138.
[23] R. Stanley, “Combinatorics and Commutative Algebra,” Second Edition, Birkhäuser, Boston,
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