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#### Abstract

We study the concept of a free pre-Lie algebra generated by a (non-empty) set. We review the construction by Agrachev and Gamkrelidze [J. Sov. Math. 17 (1981), 1650-1675] of monomial bases in free pre-Lie algebras. We describe the matrix of the monomial basis vectors in terms of the rooted trees basis exhibited by Chapoton and Livernet [Internat. Math. Res. Notices 8 (2001), 395-408]. Also, we show that this matrix is unipotent, and we find an explicit expression for its coefficients, which uses a similar procedure for the free magmatic algebra at the level of planar rooted trees which has been suggested by Ebrahimi-Fard and Manchon.
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## 1. Introduction

Pre-Lie algebra structures appear in various domains of mathematics: differential geometry, quantum field theory, differential equations. They have been studied intensively recently; we refer for instance to the survey papers $[4,6,16]$. Free pre-Lie algebras had already been studied as early as 1981 by Agrachev and Gamkrelidze [1], and also by Segal [20]. In particular, both papers give a construction of monomial bases, with different approaches. On the other hand, rooted trees are a classical topic, closely connected to pre-Lie algebras. They appeared for example in the study of vector fields [5], numerical analysis [2], and more recently in quantum field theory [8]. Bases for free pre-Lie algebras in terms of rooted trees were introduced by Chapoton and Livernet in [7], using the point of view of operads. Dzhumadil'daev and Löfwall described independently two bases for free pre-Lie algebras, one using the concept of rooted trees, and the other obtained by considering a basis for the free (non-associative) algebra modulo the pre-Lie relation [10].

In our paper, we study free pre-Lie algebras. We describe an explicit method for finding suitable monomial bases for them: recall that the space $\mathcal{T}$ spanned by (non-planar) rooted trees forms with the grafting operation " $\rightarrow$ " the free pre-Lie algebra with one generator [7, 10]. A
monomial in the free pre-Lie algebra with one generator is a parenthesized word built up from the generator " $\cdot$ " and the pre-Lie grafting operation " $\rightarrow$ ", for example:

$$
(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet)) .
$$

We are interested in particular monomial bases which will be called "tree-grounded". To each monomial we can associate a "lower-energy term" by replacing the grafting operation " $\rightarrow$ " by the Butcher product " $\rightarrow$ ". A monomial basis of $\mathcal{T}$ will be called "tree-grounded" if the lowerenergy terms of each monomial give back the Chapoton-Livernet tree basis of $\mathcal{T}$. We show that tree-grounded monomial bases are in one-to-one correspondence with choices $t \mapsto S(t)$ of a planar representative for each tree $t$. We give an explicit expression for the coefficients of these monomials in the basis of rooted trees, thus exhibiting a square matrix $\left(\beta_{S}(s, t)\right)_{s, t \in \mathcal{T}_{n}}$ for each degree $n>0$.
This paper consists in two main sections: Section 2 contains some preliminaries on planar and non-planar rooted trees, Butcher products and grafting products. In that section, we also review the joint work of Ebrahimi-Fard and Manchon (unpublished) who described an explicit algebra isomorphism $\Psi$ between two structures of free magmatic algebras defined on the space $\mathcal{T}^{p l}$ of all planar rooted trees, by the left Butcher product "O" and the left grafting product " $\searrow$ ", respectively. We give the explicit expression of the coefficients $c(\sigma, \tau)$ of this isomorphism in the planar rooted tree basis. Using the work of Ebrahimi-Fard and Manchon, and by defining a bijective linear map $\widetilde{\Psi}_{S}$ which depends on the choice of a section $S$ of the "forget planarity" projection $\pi$ alluded to above, we find a formula for the coefficients $\beta_{S}(s, t)$ of $\widetilde{\Psi}_{S}$ in the (nonplanar) rooted tree basis. This can be visualized by the following diagram:

for any homogeneous components $\mathcal{T}_{n}^{p l}$ and $\mathcal{T}_{n}$.
In Section 3, we recall some basic topics on free pre-Lie algebras. We describe the construction of a monomial basis for each homogeneous subspace $\mathcal{A}_{n}$ in the free pre-Lie algebra $\mathcal{A}_{E}$ generated by a (non-empty) set $E$, using a type of algebra isomorphism obtained by Agrachev and Gamkrelidze [1]. Finally, the constructions in Sections 2 and 3 can be related as follows: we show that a tree-grounded monomial basis in a free pre-Lie algebra defines a section $S$ of the projection $\pi: \mathcal{T}^{p l} \longrightarrow \mathcal{T}$ and, conversely, that any section of $\pi$ defines a tree-grounded monomial basis.

## 2. Planar and non-planar rooted trees

In graph theory, a tree is an undirected connected graph consisting of vertices which are connected with each other, without cycles, by simple paths called edges [11]. A rooted tree is defined as a tree with one distinguished vertex called the root. The other remaining vertices are partitioned into $k \geq 0$ disjoint subsets such that each of them in turn represents a rooted tree, and a subtree of the whole tree. This can be taken as a recursive definition for rooted trees, widely used in computer algorithms [14]. Rooted trees are among the most important structures appearing in many branches of pure and applied mathematics.

In general, a tree structure can be described as a "branching" relationship between vertices, much like that found in the trees of nature. Many types of trees defined by all sorts of constraints on properties of vertices appear to be of interest in combinatorics and in related areas such as formal logic and computer science.
Definition 1. A planar binary tree is a finite oriented tree embedded in the plane, such that each internal vertex has exactly two incoming edges and one outgoing edge. One of the internal vertices, called the root, is a distinguished vertex with two incoming edges and one edge, like a tail at the bottom, not ending at a vertex.

The incoming edges in this type of trees are internal (connecting two internal vertices), or external (with one free end). The external incoming edges are called the leaves. We give here some examples of planar binary trees:

where the single edge " $\mid$ " is the unique planar binary tree without internal vertices. The degree of any planar binary tree is the number of its leaves. Denote by $T_{p l}^{\text {bin }}$ (respectively $\mathcal{T}_{p l}^{\text {bin }}$ ) the set (respectively the linear span) of planar binary trees.

Define the grafting operation " $\vee$ " on the space $\mathcal{T}_{p l}^{\text {bin }}$ to be the operation that maps two planar binary trees $t_{1}, t_{2}$ to a new planar binary tree " $t_{1} \vee t_{2}$ ", which takes the $Y$-shaped tree $\bigvee$ replacing the left (respectively the right) branch by $t_{1}$ (respectively $t_{2}$ ), see the following examples:

$$
|\vee|=Y,|\vee \gamma=Y Y, \gamma v|=Y, \gamma v \gamma=Y y, \mid v \gamma Y=\bigvee Y
$$

Let $D$ be any (non-empty) set, the free magma $M_{D}$ generated by $D$ can be described to be the set of planar binary trees with leaves decorated by the elements of $D$, together with the " $\vee$ " product described above [14, 12]. Moreover, the linear span $\mathcal{T}_{p l}^{\text {bin }}$, generated by the trees of the magma $M_{D}$ defined above, equipped with the grafting " $\vee$ " is a description of the free magmatic algebra.
Definition 2. For a positive integer $n$, a rooted tree of degree $n$, or simply $n$-rooted tree, is a finite oriented tree consisting of $n$ vertices. One of them, called the root, is a distinguished vertex without any outgoing edge. Any vertex can have arbitrarily many incoming edges, and any vertex distinct from the root has exactly one outgoing edge. Vertices with no incoming edges are called leaves.

A rooted tree is said to be planar, if it is endowed with an embedding in the plane. Otherwise, it is called a (non-planar) rooted tree. Here are the planar rooted trees up to four vertices:


Denote by $T^{p l}$ (respectively $T$ ) the set of all planar (respectively non-planar) rooted trees, and by $\mathcal{T}^{p l}$ (respectively $\mathcal{T}$ ) the linear space spanned by the elements of $T^{p l}$ (respectively $T$ ). Every rooted tree $\sigma$ can be written as:

$$
\begin{equation*}
\sigma=B_{+}\left(\sigma_{1} \cdots \sigma_{k}\right) \tag{2.1}
\end{equation*}
$$

where $B_{+}$is the operation which grafts a monomial $\sigma_{1} \cdots \sigma_{k}$ of rooted trees on a common root, which gives a new rooted tree by connecting the root of each $\sigma_{i}$ to the new root by an edge. The planar rooted tree $\sigma$ in Formula (2.1) depends on the order of the branch planar trees $\sigma_{j}$, whereas this order is not important for the corresponding (non-planar) tree.
2.1. (Left) Butcher product and left grafting. The (left) Butcher product "O" of two planar rooted trees $\sigma$ and $\tau$ is defined by

$$
\begin{equation*}
\sigma^{@} \tau:=B_{+}\left(\sigma \tau_{1} \cdots \tau_{k}\right), \tag{2.2}
\end{equation*}
$$

where $\tau_{1}, \ldots, \tau_{k} \in T^{p l}$, such that $\tau=B_{+}\left(\tau_{1} \cdots \tau_{k}\right)$. It maps the pair of trees $(\sigma, \tau)$ to a new planar rooted tree induced by grafting the root of $\sigma$ on the left of the root of $\tau$ via a new edge.

The usual product " $\rightarrow$ " in the non-planar case, given also by Formula (2.2), is known as the Butcher product. It is non-associative permutative (NAP), i.e., it satisfies the identity

$$
s \circ \rightarrow\left(s^{\prime} \circ \rightarrow t\right)=s^{\prime} \circ \rightarrow(s \circ \rightarrow t)
$$

for all (non-planar) trees $s, s^{\prime}, t$. Indeed, for $t=B_{+}\left(t_{1} \cdots t_{k}\right)$, where $t_{1}, \ldots, t_{k}$ are in $T$, we have

$$
\begin{aligned}
s \circ \rightarrow\left(s^{\prime} \circ t\right) & =s \circ \rightarrow\left(B_{+}\left(s^{\prime} t_{1} \cdots t_{k}\right)\right) \\
& =B_{+}\left(s s^{\prime} t_{1} \cdots t_{k}\right) \\
& =B_{+}\left(s^{\prime} s t_{1} \cdots t_{k}\right) \\
& =s^{\prime} \rightarrow\left(B_{+}\left(s t_{1} \cdots t_{k}\right)\right) \\
& =s^{\prime} \mapsto(s \circ \rightarrow t) .
\end{aligned}
$$

In [14], Knuth described a relation between planar binary trees and planar rooted trees. He introduced a bijection $\Phi: T_{p l}^{b i n} \longrightarrow T^{p l}$ called the rotation correspondence ${ }^{1}$, recursively defined by:

$$
\begin{equation*}
\Phi(\mid)=\bullet, \text { and } \Phi\left(t_{1} \vee t_{2}\right)=\Phi\left(t_{1}\right)^{Q} \Phi\left(t_{2}\right), \quad \text { for } t_{1}, t_{2} \in T_{p l}^{b i n} \tag{2.3}
\end{equation*}
$$

Let us compute a few terms:

$$
\begin{aligned}
& \Phi(Y)=\Phi(\mid)^{\circ} \Phi(\mid)=\boldsymbol{\ell}, \quad \Phi(Y)=\Phi(Y)^{\circ} \Phi(\mid)=\vdots, \quad \Phi(Y)=\dot{\ell}, \\
& \Phi(Y / /)=\vdots, \Phi(Y /)=\because, \Phi(Y Y)=\vdots, \Phi(Y Y)=\vdots, \Phi(Y Y)=\ddot{\circ} .
\end{aligned}
$$

The bijection given in (2.3) realizes the free magma $M_{D}$ as the set of planar rooted trees with $D$-decorated vertices, endowed with the left Butcher product. Also, the linear span $\mathcal{T}^{p l}$, generated by the planar trees of the magma $M_{D}$, forms with the product "Q" another description of the free magmatic algebra.
Definition 3. The left grafting " $\searrow$ " is the bilinear operation defined on the vector space $\mathcal{T}^{p l}$, such that for any planar rooted trees $\sigma$ and $\tau$, we have

$$
\begin{equation*}
\sigma \searrow \tau=\sum_{v \text { vertex of } \tau} \sigma \searrow_{v} \tau \tag{2.4}
\end{equation*}
$$

where " $\sigma \searrow_{v} \tau$ " is the tree obtained by grafting the tree $\sigma$, on the left, on the vertex $v$ of the tree $\tau$, such that $\sigma$ becomes the leftmost branch, starting from $v$, of this new tree.

## Example 1.



[^0]This type of grafting again equips the space $\mathcal{T}^{p l}$ with a free magmatic algebra structure: Ebrahimi-Fard and Manchon showed that the two structures defined on $\mathcal{T}^{p l}$, one by the product "○" and the other by " "", are linearly isomorphic. Namely, define the potential energy $d(\sigma)$ of a planar rooted tree $\sigma$ to be the sum of the heights of its vertices. Introduce the decreasing filtration $\mathcal{T}^{p l}=\mathcal{T}_{p l}^{(0)} \supset \mathcal{T}_{p l}^{(1)} \supset \mathcal{T}_{p l}^{(2)} \supset \cdots$, where $\mathcal{T}_{p l}^{(k)}$ is the vector space spanned by planar rooted trees $\sigma$ with $d(\sigma) \geq k$.

Theorem 1. There is a unique linear isomorphism $\Psi$ from $\mathcal{T}^{p l}$ to $\mathcal{T}^{p l}$, defined by

$$
\begin{equation*}
\Psi(\bullet)=\bullet, \text { and } \Psi\left(\sigma_{1} \varrho_{,} \sigma_{2}\right)=\Psi\left(\sigma_{1}\right) \searrow \Psi\left(\sigma_{2}\right), \quad \text { for all } \sigma_{1}, \sigma_{2} \in T^{p l} . \tag{2.5}
\end{equation*}
$$

It respects the graduation (given by the number of vertices), and the associated graded map $G r \Psi$ (with respect to the potential energy filtration above) reduces to the identity.

Proof. The linear map $\Psi$ is uniquely determined by virtue of the universal property of the free magmatic algebra ( $\left.\mathcal{T}^{p l}, \bigcirc\right)$, and it obviously respects the number of vertices. For any planar rooted trees $\sigma_{1}, \sigma_{2}$, the equality $\sigma_{1} \searrow \sigma_{2}=\sigma_{1}$ @ $\sigma_{2}+\sigma^{\prime}$ holds, with $\sigma^{\prime} \in \mathcal{T}_{p l}^{\left(d\left(\sigma_{1}\right.\right.} \varrho^{\varrho} \sigma_{2)+1)}$. Then, for $\sigma=\sigma_{1}{ }^{\text {Q }} \sigma_{2}$, we have

$$
\begin{equation*}
\Psi(\sigma)=\sigma+\sigma^{\prime \prime} \tag{2.6}
\end{equation*}
$$

with $\sigma^{\prime \prime} \in \mathcal{T}_{p l}^{(d(\sigma)+1)}$, which proves the theorem.
From Theorem 1, one can note that the matrix of $\Psi$ restricted to any homogeneous component $\mathcal{T}_{n}^{p l}$ is upper triangular unipotent. More precisely, $c(\sigma, \tau)=0$ if the potential energy $d(\sigma)$ of $\sigma$ is strictly smaller than the potential energy of $\tau$, and $c(\sigma, \tau)=\delta_{\sigma}^{\tau}$ if $d(\sigma)=d(\tau)$. We may calculate the sum of the entries of this matrix as follows: for any planar rooted tree $\sigma \in T_{n}^{p l}$, let $N(\sigma)$ be the number of trees (with multiplicities) in $\Psi(\sigma)$. Let $\sigma=\sigma_{1}{ }^{9} \sigma_{2}$, where $\sigma_{1} \in$ $T_{p}^{p l}, \sigma_{2} \in T_{q}^{p l}$, such that $p+q=n$, for $p, q \geq 1$. From the fact that $\sigma_{2}$ has $q$ vertices, and from the definition of the left grafting product " $\searrow$ ", we get

$$
\begin{equation*}
N(\sigma)=N\left(\sigma_{1}\right) N\left(\sigma_{2}\right) q \tag{2.7}
\end{equation*}
$$

Now, define

$$
\begin{equation*}
N\left(T_{n}^{p l}\right)=\sum_{\sigma \in T_{n}^{p l}} N(\sigma) \tag{2.8}
\end{equation*}
$$

Then, using (2.7), we obtain

$$
\begin{aligned}
N\left(T_{n}^{p l}\right) & =\sum_{\substack{p+q=n \\
p, q \geq 1}} \sum_{\sigma_{1} \in T_{p}^{p l}} N\left(\sigma_{1}\right) N\left(\sigma_{2}\right) q \\
& =\sum_{\substack{p+q=n \\
p, q \geq 1}} q\left(\sum_{\sigma_{q} l}\left(\sum_{\sigma_{1} \in T_{p}^{p l}} N\left(\sigma_{1}\right)\right)\left(\sum_{\sigma_{2} \in T_{q}^{p l}} N\left(\sigma_{2}\right)\right)\right. \\
& =\sum_{\substack{p+q=n \\
p, q \geq 1}} N\left(T_{p}^{p l}\right) N\left(T_{q}^{p l}\right) q .
\end{aligned}
$$

Below, we find the first terms of Formula (2.8):

$$
\begin{aligned}
& N\left(T_{1}^{p l}\right)=N\left(T_{2}^{p l}\right)=1 \\
& N\left(T_{3}^{p l}\right)=N\left(T_{2}^{p l}\right) N\left(T_{1}^{p l}\right) 1+N\left(T_{1}^{p l}\right) N\left(T_{2}^{p l}\right) 2=3 \\
& N\left(T_{4}^{p l}\right)=N\left(T_{3}^{p l}\right) N\left(T_{1}^{p l}\right) 1+N\left(T_{2}^{p l}\right) N\left(T_{2}^{p l}\right) 2+N\left(T_{1}^{p l}\right) N\left(T_{3}^{p l}\right) 3=14 \\
& N\left(T_{5}^{p l}\right)=N\left(T_{4}^{p l}\right) N\left(T_{1}^{p l}\right) 1+N\left(T_{3}^{p l}\right) N\left(T_{2}^{p l}\right) 2+N\left(T_{2}^{p l}\right) N\left(T_{3}^{p l}\right) 3+N\left(T_{1}^{p l}\right) N\left(T_{4}^{p l}\right) 4=85 .
\end{aligned}
$$

This is sequence $A 088716$ in [21]. The generating function $A(x):=\sum_{n>1} a_{n} x^{n}$, modulo the shift $a_{n}:=N\left(T_{n+1}^{p l}\right)$, satisfies the differential equation

$$
A(x)=1+x A(x)^{2}+x^{2} A(x) A^{\prime}(x)
$$

Example 2. We display below the matrices $M_{3}$ and $M_{4}$ of the restrictions of $\Psi$ to the homogeneous components $\mathcal{T}_{3}^{p l}$ and $\mathcal{T}_{4}^{p l}$, respectively:

$$
M_{3}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), \quad M_{4}=\left(\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Corollary 2. $\left(\mathcal{T}^{p l}, \searrow\right)$ is another description of the free magmatic algebra.
Here is a table of results of application of $\Psi$ and $\Psi^{-1}$ to small planar rooted trees:

| $\sigma$ | $d(\sigma)$ | $\Psi(\sigma)$ | $\Psi^{-1}(\sigma)$ |
| :---: | :---: | :---: | :---: |
| - | 0 | - | - |
| : | 1 | : | : |
| - | 3 | : | ! |
| $\because$ | 2 | $\because+:$ | $\because-:$ |
| : | 6 | : |  |
| $\because$ | 5 | $\because+$ | $\because-\vdots$ |
| $\vdots$ | 4 | $\vdots+\vdots$ | $\vdots-\vdots$ |
| $\because$ | 4 | $\because+\because+\vdots$ | $\because-\because$ |
| $\because$ | 3 | $\ddot{\theta}+\dot{0}+2 \dot{\square}+\underline{0}+$ | $\ddot{\theta}-\ddot{\square}$ |

Now we review the (unpublished) work of Ebrahimi-Fard and Manchon on finding a formula for the coefficient $c(\sigma, \tau)$ of tree $\sigma$ in $\Psi(\tau)$, for trees $\sigma$ and $\tau$ in $T^{p l}$. Let $\sigma$ be any planar rooted tree, and $v, w$ be two vertices in the set $V(\sigma)$ of its vertices, define a partial order " $<$ " as follows: $v<w$ if there is a path from the root to $w$ through $v$. The root is the minimal element, and leaves
are the maximal elements. Define a refinement " $<$ " of this order to be the transitive closure of the relation $R$ defined by: $v R w$ if $v<w$, or both $v$ and $w$ are linked to a third vertex $u \in V(\sigma)$, such that $v$ lies on the right of $w$, such as in" 6 . A further refinement " $<$ " on $V(\sigma)$ is the total order recursively defined as follows: $v \lll w^{u}$ if and only if $v \lll w$ inside $V\left(\sigma_{1}\right)$ or $V\left(\sigma_{2}\right)$, or $v \in V\left(\sigma_{2}\right)$ and $w \in V\left(\sigma_{1}\right)$, where $\sigma=\sigma_{1{ }_{10}}, \sigma_{2}$.


A planar rooted tree with vertices labeled according to total order " $\lll "$
Theorem 3. For any planar rooted tree $\tau$, we have

$$
\begin{equation*}
\Psi(\tau)=\sum_{\sigma \in T^{p l}} c(\sigma, \tau) \sigma \tag{2.9}
\end{equation*}
$$

where the $c(\sigma, \tau)$ 's are nonnegative integers. An explicit expression for $c(\sigma, \tau)$ is given by the number of bijections $\psi: V(\sigma) \longrightarrow V(\tau)$ which are increasing from $(V(\sigma), \ll)$ to $(V(\tau), \lll)$, and such that $\psi^{-1}$ is increasing from $(V(\tau),<)$ to $(V(\sigma),<)$.

Proof. This theorem is proved using induction on the degree $n$ of trees. The proof is trivial for $n=1,2$. Given planar rooted trees $\sigma, \tau \in T_{n}^{p l}$, such that $\tau$ can be written in a unique way as $\tau=\tau_{1}{ }^{9} \tau_{2}$, we have

$$
\begin{equation*}
c\left(\sigma, \tau_{1}{ }^{\circ} \tau_{2}\right)=\sum_{v \in V(\sigma)} c\left(\sigma^{v}, \tau_{1}\right) c\left(\sigma_{v}, \tau_{2}\right) \tag{2.10}
\end{equation*}
$$

where $\sigma^{v}$ is the leftmost branch of $\sigma$ starting from $v$, and $\sigma_{v}$ is the corresponding trunk, i.e., what remains when the branch $\sigma^{\nu}$ is removed. This is immediate from the computation

$$
\begin{aligned}
\Psi(\tau) & =\Psi\left(\tau_{1}{ }^{Q} \tau_{2}\right) \\
& =\Psi\left(\tau_{1}\right) \searrow \Psi\left(\tau_{2}\right) \\
& =\sum_{\sigma, \sigma^{\prime \prime} \in T^{p l}} c\left(\sigma^{\prime}, \tau_{1}\right) c\left(\sigma^{\prime \prime}, \tau_{2}\right) \sigma^{\prime} \searrow \sigma^{\prime \prime}
\end{aligned}
$$

Denote by $b(\sigma, \tau)$ the number of bijections from $V(\sigma)$ to $V(\tau)$ satisfying the growth conditions of Theorem 3. Let $\psi$ be an increasing bijection from $(V(\sigma), \ll)$ to $(V(\tau), \lll)$. The decomposition $\tau=\tau_{1}{ }^{\circ} \tau_{2}$ defines a partition of $V(\sigma)$ into two parts $V_{i}=\psi^{-1}\left(V\left(\tau_{i}\right)\right), i=1,2$, such that $V_{2} \ll V_{1}$, which means that for any $v \in V_{1}$ and $w \in V_{2}$, either $w \ll v$, or they are incomparable. Such partitions are nothing but left admissible cuts [18]. Put $\sigma_{V_{1}}$ and $\sigma_{V_{2}}$ to be the corresponding pruning and the trunk respectively.

As the inverse $\psi^{-1}$ moreover respects the order " $<$ ", there is a unique minimal element in $V_{1}$ for " $<$ ", namely $\psi^{-1}\left(v_{1}\right)$, where $v_{1}$ is the root of $\tau_{1}$. This means that the left cut considered here is also elementary, i.e., the pruning $\sigma_{V_{1}}$ is a tree. It is then clear that the restriction $\psi_{i}$ of $\psi$ to $\sigma_{V_{i}}$ is a bijection from $V\left(\sigma_{V_{i}}\right)$ to $V\left(\tau_{i}\right)$ which respects the growth conditions of the theorem, for $i=1,2$. Conversely, any vertex $v$ of $\sigma$ defines an elementary left cut by taking the leftmost branch $\sigma^{v}$ starting from $v$ and the corresponding trunk $\sigma_{v}$, and if $\psi^{\prime}: V\left(\sigma^{\prime}\right) \longrightarrow V\left(\tau_{1}\right)$ and $\psi^{\prime \prime}: V\left(\sigma^{\prime \prime}\right) \longrightarrow V\left(\tau_{2}\right)$ are two bijections satisfying the growth conditions of the theorem, then
the bijection $\psi: V(\sigma) \longrightarrow V(\tau)$ obtained from $\psi^{\prime}$ and $\psi^{\prime \prime}$ also satisfies these conditions. Thus, we arrive at

$$
\begin{equation*}
b\left(\sigma, \tau_{1}{ }^{\circ} \tau_{2}\right)=\sum_{v \in V(\sigma)} b\left(\sigma^{v}, \tau_{1}\right) b\left(\sigma_{v}, \tau_{2}\right) \tag{2.11}
\end{equation*}
$$

hence, the coefficients $c(-,-)$ and $b(-,-)$ satisfy the same recursive relations. This completes the proof of Theorem 3.
Example 3. We have $c(\dot{\gamma}, \ddot{\circ})=2$ according to the table above. Let us name the vertices as follows:


Let $\varphi: V(\dot{\boldsymbol{\circ}}) \rightarrow V(\ddot{\ddot{\circ}})$ be a bijective map. We have $v_{1} \ll v_{3}, v_{1} \ll v_{2} \ll v_{4}, v_{2} \ll v_{3}$, as well as $w_{1} \lll w_{2} \lll w_{3} \lll w_{4}$. The growth conditions of Theorem 3 impose

$$
\varphi\left(v_{1}\right)=w_{1}, \varphi\left(v_{2}\right) \lll \varphi\left(v_{3}\right) .
$$

Hence we have

$$
\begin{aligned}
& \varphi\left(v_{1}\right)=w_{1} \\
& \varphi\left(v_{2}\right)=w_{2} \\
& \varphi\left(v_{3}\right)=w_{3} \\
& \varphi\left(v_{4}\right)=w_{4}
\end{aligned} \quad \text { or } \quad \begin{aligned}
\varphi\left(v_{1}\right)=w_{1} \\
\varphi\left(v_{2}\right)=w_{2} \\
\varphi\left(v_{3}\right)=w_{4} \\
\varphi\left(v_{4}\right)=w_{3}
\end{aligned}
$$

The inverses of both bijections obviously respect the order "<". Hence we find two bijections verifying the growth conditions of Theorem 3, thus recovering $b(\therefore, \ddot{\forall})=2$.
2.2. From planar to non-planar rooted trees. Corresponding to the coefficients $c(\sigma, \tau)$, with their explicit expressions, in the matrix of the restriction of the linear map $\Psi$ to any homogeneous component $\mathcal{T}_{n}^{p l}$, we try to find a similar expression in the non-planar case: in other words, we build up and explicitly describe the map $\widetilde{\Psi}_{S}$ in the diagram of the introduction.

Definition 4. The grafting product " $\rightarrow$ " is the bilinear map defined on the vector space $\mathcal{T}$ such that

$$
\begin{equation*}
s \rightarrow t=\sum_{v \in V(t)} s \rightarrow_{v} t \tag{2.12}
\end{equation*}
$$

for all $s, t \in \mathcal{T}$, where " $s \rightarrow_{v} t$ " is the (non-planar) rooted tree obtained by grafting the tree $s$ on the vertex $v$ of the tree $t$.

## Example 4.

$$
\rightarrow:=\vdots+\because, \quad: \rightarrow \vdots=\vdots+\vdots
$$

The space $\mathcal{T}$, with this type of grafting, forms a special algebra structure called pre-Lie algebra, as will be shown later in Section 3. Recall that the symmetry factor of any (non-planar) rooted tree $s$ is the number $\operatorname{sym}(s)$ of all automorphisms $\Theta: V(s) \longrightarrow V(s)$ which are increasing from $(V(s),<)$ to $(V(s),<)$. This definition is equivalent to the recursive definition in [3].

Let $\bar{\Psi}=\pi \circ \Psi$ be the linear map from $\mathcal{T}^{p l}$ onto $\mathcal{T}$, where $\pi$ is the "forget planarity" projection.


Obviously, $\bar{\Psi}$ is an algebra homomorphism from $\left(\mathcal{T}^{p l}, \varrho_{\searrow}\right)$ to $(\mathcal{T}, \rightarrow)$. One of the important results obtained in this article is the following.
Theorem 4. Let $\tau$ be a planar rooted tree. Then we have

$$
\begin{equation*}
\bar{\Psi}(\tau)=\sum_{s \in T} \alpha(s, \tau) s, \tag{2.13}
\end{equation*}
$$

where the $\alpha(s, \tau)$ 's are nonnegative integers. The coefficients $\alpha(s, \tau)$ coincide with the numbers $\bar{b}(s, \tau)=\tilde{b}(s, \tau) / \operatorname{sym}(s)$, where $\operatorname{sym}(s)$ is the symmetry factor of $s$ described above, and $\tilde{b}(s, \tau)$ is the number of bijections $\varphi: V(s) \longrightarrow V(\tau)$ which are increasing from $(V(s),<)$ to $(V(\tau), \lll)$, such that $\varphi^{-1}$ is increasing from $(V(\tau),<)$ to $(V(s),<)$.
Proof. Note that the restriction of $\bar{\Psi}$ to any homogeneous component $\mathcal{T}_{n}^{p l}$ reduces the square matrix of the coefficients $c(\sigma, \tau)$ to a rectangular matrix $(\alpha(s, \tau))_{s \in T_{n}, \tau \in T_{n}^{p l}}$. For any planar rooted tree $\tau$, we have

$$
\begin{equation*}
\alpha(s, \tau)=\sum_{\substack{\sigma \in T^{l} \\ \pi(\sigma)=s}} c(\sigma, \tau), \tag{2.14}
\end{equation*}
$$

where $s$ is a (non-planar) rooted tree. We prove Theorem 4 using induction on the degree of trees. The proof is trivial in the cases $n=1,2$. Let $\tau \in T_{n}^{p l}$, with $\tau=\tau_{1}{ }^{\circ}{ }_{2} \tau_{2}$. Then

$$
\begin{equation*}
\alpha\left(s, \tau_{1}{ }^{\circ} \tau_{2}\right)=\sum_{\substack{\sigma \in T^{p} \\ \pi(\sigma)=s, v \in V(\sigma)}} c\left(\sigma^{v}, \tau_{1}\right) c\left(\sigma_{v}, \tau_{2}\right), \tag{2.15}
\end{equation*}
$$

which is immediate from (2.14), where $\sigma^{v}$ is the leftmost branch of $\sigma$ starting from $v$, and $\sigma_{v}$ is the corresponding trunk.

Now, let $s$ be any (non-planar) rooted tree in $T_{n}$ and $\varphi: V(s) \rightarrow V(\tau)$ be a bijection which satisfies the growth conditions given in Theorem 4. Then we can define from these conditions a poset structure on the set $V(s)$ of vertices of $s$ as follows: for $v, w \in V(s), v R w$ if and only if $v<w$ or there is $u \in V(s)$ such that each of $v$ and $w$ are related with $u$ by an edge, and $\varphi(v) \lll \varphi(w)$. We denote by $<_{\varphi}$ the transitive closure of the relation $R$.

This structure determines a planar rooted tree $\sigma$ such that $\pi(\sigma)=s$, with the associated partial order $\ll$ on the set $V(\sigma)$ of vertices of $\sigma$, together with a poset isomorphism $\vartheta:(V(\sigma), \ll) \rightarrow$ $\left(V(s),<_{\varphi}\right)$, which in turn defines a bijection $\varphi^{!}:=\varphi \circ \vartheta: V(\sigma) \rightarrow V(\tau)$, which is increasing from $(V(\sigma), \ll)$ to $(V(\tau), \lll)$, such that $\varphi^{!-1}$ is increasing from $(V(\tau),<)$ to $(V(\sigma),<)$. The planar rooted tree $\sigma$ is unchanged if we replace $\varphi$ by $\varphi \circ \vartheta^{\prime}$ with $\vartheta^{\prime} \in \operatorname{Aut}(s)$. Moreover, for any $\varphi, \psi: V(s) \rightarrow V(\tau)$ satisfying the growth conditions of Theorem 4, we have

$$
\begin{equation*}
\varphi^{!}=\psi^{!} \text {if and only if } \varphi=\psi \circ \gamma \text { for a } \gamma \in \operatorname{Aut}(s) . \tag{2.16}
\end{equation*}
$$

Indeed, if $\varphi^{!}=\psi^{!}$, then $\gamma:=\psi^{-1} \circ \varphi: V(s) \rightarrow V(s)$ is a bijection which respects the partial order " $<$ ", hence $\gamma$ is an element of $\operatorname{Aut}(s)$ such that $\varphi=\psi \circ \gamma$. The inverse implication is obvious.

Let $\widetilde{B}(s, \tau)$ (respectively $B(\sigma, \tau)$ ) be the set of bijections $\varphi: V(s) \rightarrow V(\tau)$ (respectively $\psi: V(\sigma) \rightarrow V(\tau))$ satisfying the growth conditions of Theorem 4 (respectively of Theorem 3),
and suppose that $\pi(\sigma)=s$. Denote by $\tilde{b}(s, \tau)$ (respectively by $b(\sigma, \tau)$ ) the cardinality of $\widetilde{B}(s, \tau)$ (respectively of $B(\sigma, \tau)$ ). Now, define

$$
\begin{equation*}
\bar{b}(s, \tau):=\sum_{\sigma \in T^{p l}, \pi(\sigma)=s} b(\sigma, \tau) . \tag{2.17}
\end{equation*}
$$

Then, according to (2.16), we have

$$
\bar{b}(s, \tau)=\widetilde{b}(s, \tau) / \operatorname{sym}(s)
$$

For $\tau=\tau_{1}{ }^{\circ} \tau_{2}$, we also have

$$
\begin{equation*}
\bar{b}\left(s, \tau_{1}{ }^{\circ} \tau_{2}\right)=\sum_{\substack{\sigma \in T^{p} \\ \pi(\sigma)=s, v V V(\sigma)}} b\left(\sigma^{v}, \tau_{1}\right) b\left(\sigma_{v}, \tau_{2}\right) . \tag{2.18}
\end{equation*}
$$

The coefficients $c(-,-)$ and $b(-,-)$ coincide by Theorem 3. So, from (2.15) and (2.18), the coefficients $\alpha(-,-)$ and $\bar{b}(-,-)$ satisfy the same recursive relations, which proves the theorem.

Example 5. We have $\alpha(\ddot{\bullet}, \dot{\gamma})=1$ in the formula for $\bar{\Psi}(\boldsymbol{\gamma})$. Name the vertices as follows:


Let $\psi: V(\boldsymbol{\ddots}) \rightarrow V\left(\mathscr{\zeta}^{\circ}\right)$ be a bijective map. We have $v_{1}<v_{2}, v_{1}<v_{3}$, as well as $w_{1} \lll w_{2} \lll w_{3}$. The growth conditions of Theorem 4 impose the relation $\psi\left(v_{1}\right)=w_{1}$. Hence we have

$$
\begin{array}{lll}
\psi\left(v_{1}\right)=w_{1} & & \psi\left(v_{1}\right)=w_{1} \\
\psi\left(v_{2}\right)=w_{2} & \text { or } & \psi\left(v_{2}\right)=w_{3} \\
\psi\left(v_{3}\right)=w_{3} & & \psi\left(v_{3}\right)=w_{2}
\end{array}
$$

The inverses of these bijections obviously respect the order " $<$ ". Hence we find two bijections
 obtain $\bar{b}(\because, \because)=1$.

We want to describe a family of linear isomorphisms $\widetilde{\Psi}: \mathcal{T} \longrightarrow \mathcal{T}$, which make the following diagram commute:


For a (non-planar) rooted tree $t$, choose $\sigma=S(s)$ to be a planar rooted tree with $\pi(\sigma)=s$. This defines a section $S: \mathcal{T} \longrightarrow \mathcal{T}^{p l}$ of the projection $\pi$, i.e., $\pi \circ S=\mathrm{id}_{\mathcal{T}}$. One may note that the map $S$ is not unique; for example, if $n=4$, we have


Let $S$ be a section of $\pi$. Define $\widetilde{\Psi}_{S}:=\bar{\Psi} \circ S$ to be the linear map from $\mathcal{T}$ to $\mathcal{T}$ which makes the following diagram commute:


Corollary 5. For any (non-planar) rooted tree $t$, we have

$$
\begin{equation*}
\widetilde{\Psi}_{S}(t)=\sum_{s \in T} \beta_{S}(s, t) s \tag{2.19}
\end{equation*}
$$

where the $\beta_{S}(s, t)$ 's are nonnegative integers. The coefficients $\beta_{S}(s, t)$, which depend on the section map $S$, can be expressed by the number $\bar{b}(s, \tau)=\widetilde{b}(s, \tau) / \operatorname{sym}(s)$ described in Theorem 4 , with $\tau=S(t)$.
Proof. Note that the restriction of $\widetilde{\Psi}_{S}$ to any homogeneous component $\mathcal{T}_{n}$ reduces the matrix of the coefficients $\alpha(s, \tau)$ to a upper triangular unipotent matrix $\left(\beta_{S}(s, t)\right)_{s, t \in T_{n}}$. Let $t$ be a (nonplanar) rooted tree, and let us choose the section map $S$ such that $S(t)=\tau$ is a planar rooted tree. Then

$$
\widetilde{\Psi}_{S}(t)=\bar{\Psi}(\tau)=\sum_{s \in T} \alpha(s, \tau) s
$$

which means that the coefficients $\beta_{S}(s, t)$ and $\alpha(s, \tau)$ are the same. Hence, the $\beta_{S}(s, t)$ 's can be expressed by the numbers $\bar{b}(s, \tau)$ in the same way as the coefficients $\alpha(s, \tau)$. From Theorem 4, we know that the restriction of $\bar{\Psi}$ to any homogeneous component $\mathcal{T}_{n}^{p l}$ reduces the matrix of the coefficients $c(\sigma, \tau)$ to a rectangular matrix. Now, the restriction of $\widetilde{\Psi}_{S}$ to any homogeneous component $\mathcal{T}_{n}$ can be represented by the restriction of $\bar{\Psi}$ to the component $S\left(\mathcal{T}_{n}\right)$ (this representation depends on the section map $S$ ), which means that the matrix of the $\beta_{S}(s, t)$ 's is an upper triangular unipotent matrix, because we have

$$
\widetilde{\Psi}_{S}(t)=t+\text { terms of higher energy. }
$$

## 3. Free Pre-Lie algebras

The concept of "Pre-Lie algebras" appeared in many publications under various names. The first appearance of this notion can be traced back to 1857 to a paper by Cayley [5]. In 1961, Koszul studied this type of algebras in [15]. In 1963, Vinberg and Gerstenhaber independently presented the concept under two different names: "right symmetric algebras" and "pre-Lie algebras", respectively, see [22, 13]. Other denominations, e.g., "Vinberg algebras", appeared since then. "Chronological algebras" is the term used by Agrachev and Gamkrelidze in [1]. The term "pre-Lie algebras" is now the standard terminology. We now review some basics and topics related to pre-Lie algebras.
Definition 5. Let $\mathcal{A}$ be a vector space over a field $K$ together with a bilinear operation " $\triangleright$ ". Then $\mathcal{A}$ is called left pre-Lie algebra, if the map $\triangleright$ satisfies the identity

$$
\begin{equation*}
(x \triangleright y) \triangleright z-x \triangleright(y \triangleright z)=(y \triangleright x) \triangleright z-y \triangleright(x \triangleright z), \quad \text { for all } x, y, z \in \mathcal{A} . \tag{3.1}
\end{equation*}
$$

Identity (3.1) is called left pre-Lie identity, and it can be rewritten as

$$
\begin{equation*}
L_{[x, y]}=\left[L_{x}, L_{y}\right], \quad \text { for all } x, y \in \mathcal{A}, \tag{3.2}
\end{equation*}
$$

where for every element $x$ in $\mathcal{A}$, there is a linear transformation $L_{x}$ of the vector space $\mathcal{A}$ defined by $L_{x}(y)=x \triangleright y$, for all $y \in \mathcal{A}$, and $[x, y]=x \triangleright y-y \triangleright x$ is the commutator of the elements $x$ and $y$ in $\mathcal{A}$. The usual commutator $\left[L_{x}, L_{y}\right]=L_{x} L_{y}-L_{y} L_{x}$ of the linear transformations of $\mathcal{A}$ defines a Lie algebra structure over $K$ on the vector space $L(\mathcal{A})$ of all linear transformations of $\mathcal{A}$. For any pre-Lie algebra $\mathcal{A}$, the bracket $[-,-]$ satisfies the Jacobi identity, hence induces a Lie algebra structure on $\mathcal{A}$.

In the vector space $\mathcal{T}$ spanned by the rooted trees, the grafting operation " $\rightarrow$ " satisfies the pre-Lie identity, since for $s, t, t^{\prime} \in T$, we have

$$
\begin{aligned}
s \rightarrow\left(t \rightarrow t^{\prime}\right)-(s \rightarrow t) \rightarrow t^{\prime}= & s \rightarrow\left(\sum_{v \in V\left(t^{\prime}\right)} t \rightarrow_{v} t^{\prime}\right)-\left(\sum_{u \in V(t)} s \rightarrow_{u} t\right) \rightarrow t^{\prime} \\
= & \sum_{v \in V\left(t^{\prime}\right)} s \rightarrow\left(t \rightarrow_{v} t^{\prime}\right)-\sum_{u \in V(t)}\left(s \rightarrow_{u} t\right) \rightarrow t^{\prime} \\
= & \sum_{v \in V\left(t^{\prime}\right)} \sum_{v \in V\left(t^{\prime \prime}\right)} s \rightarrow_{v^{\prime}}\left(t \rightarrow_{v} t^{\prime}\right) \\
& -\sum_{v \in V\left(t^{\prime}\right)} \sum_{u \in V(t)}\left(s \rightarrow_{u} t\right) \rightarrow_{v} t^{\prime}, \quad\left[t^{\prime \prime}=t \rightarrow_{v} t^{\prime}\right] \\
= & \sum_{v \in V\left(t^{\prime}\right)} \sum_{v \in V\left(t^{\prime}\right)} s \rightarrow_{v^{\prime}}\left(t \rightarrow_{v} t^{\prime}\right),
\end{aligned}
$$

which is obviously symmetric in $s$ and $t$.
Free pre-Lie algebras have been handled in terms of rooted trees by Chapoton and Livernet [7], who also described the pre-Lie operad explicitly, and by Dzhumadil'daev and Löfwall independently [10]. For an elementary version of the approach by Chapoton and Livernet without introducing operads, see e.g. [16, Sec. 6.2].

Theorem 6. Let $k$ be a positive integer. The free pre-Lie algebra with $k$ generators is the vector space $\mathcal{T}$ of (non-planar) rooted trees with $k$ colors, endowed with grafting.
3.1. Construction of monomial bases. Agrachev and Gamkrelidze [1] described a pre-Lie algebra isomorphism between the free pre-Lie algebra generated by a (non-empty) set and the tensor product of the universal enveloping algebra of the underlying Lie algebra with the linear span of the generating set. This pre-Lie algebra isomorphism will be the focus of our attention in this section. Using this isomorphism, we review the construction by Agrachev and Gamkrelidze of monomial bases in free pre-Lie algebras.

We described the free pre-Lie algebra in terms of rooted trees. Below, we give its definition in terms of a universal property.

Definition 6. Let $\mathcal{A}$ be a pre-Lie algebra and $E$ a (non-empty) set with an embedding map $i: E \hookrightarrow \mathcal{A}$. Then $\mathcal{A}$ is called free pre-Lie algebra generated by $E$ if, for any pre-Lie algebra $\mathcal{B}$ and map $f_{\circ}: E \longrightarrow \mathcal{B}$, there is a unique pre-Lie algebra homomorphism $f: \mathcal{A} \longrightarrow \mathcal{B}$ which makes the following diagram commute:


The free pre-Lie algebra generated by a set $E$ is unique up to isomorphism. It can be obtained as the quotient of the free magmatic algebra $A_{E}$ with generating set $E$ by the two-sided ideal generated by elements of the form

$$
\begin{equation*}
x \triangleright(y \triangleright z)-y \triangleright(x \triangleright z)-(x \triangleright y-y \triangleright x) \triangleright z \text {, for } x, y, z \in A_{E} . \tag{3.3}
\end{equation*}
$$

From Definition 6, we see that any pre-Lie algebra $\mathcal{B}$ generated by a subset $E \subset \mathcal{B}$ is isomorphic to a quotient of the free pre-Lie algebra $\mathcal{A}$ on $E$ by some ideal. Indeed, from the freeness universal property of $\mathcal{A}$, there is a unique homomorphism $f$ which is surjective. The quotient of $\mathcal{A}$ by the kernel of $f$ is isomorphic to $\mathcal{B}$, as in the following commutative diagram:

where $q$ is the quotient map.
We denote by $A_{E}$ the free magmatic algebra, and by $\mathcal{A}_{E}$ the free pre-Lie algebra generated by the (non-empty) set $E$. The algebra $A_{E}$ has a natural grading, where the elements of degree 1 are linear combinations of the elements of $E$. The algebra $\mathcal{A}_{E}$ can be defined as the quotient of $A_{E}$ by the ideal (3.3). This induces a grading on $\mathcal{A}_{E}$, in which the elements of degree 1 are again the linear combinations of the elements of $E$, by identifying the set $E$ with its image under the factorization.

Denote by $\left[\mathcal{A}_{E}\right]$ the underlying Lie algebra of $\mathcal{A}_{E}$, and by $\mathcal{U}\left[\mathcal{A}_{E}\right]$ its universal enveloping algebra ${ }^{2}$. The algebra structure defined on $\mathcal{U}\left[\mathcal{A}_{E}\right]$ is endowed with the grading deduced from the grading of $\mathcal{A}_{E}$.

The representation of the Lie algebra $\left[\mathcal{A}_{E}\right]$ by the linear transformations

$$
x \mapsto L_{x}, \quad \text { for } x \in \mathcal{A}_{E},
$$

of the algebra $\mathcal{A}_{E}$ is uniquely extended to a representation by the linear transformations

$$
u \mapsto L_{u}, \quad \text { for } u \in \mathcal{U}\left[\mathcal{A}_{E}\right]
$$

of the enveloping algebra $\mathcal{U}\left[\mathcal{A}_{E}\right]$, which makes the following diagram commute:

where $T\left(\mathcal{A}_{E}\right)$ is the tensor algebra of $\mathcal{A}_{E}$, and $L^{\prime}$ is the linear extension of $L$ that is induced by the universal property of the tensor algebra.

Lemma 7. The linear span of the set

$$
L_{\mathcal{U}\left[\mathcal{A}_{E}\right]} E=\left\{L_{u} s: u \in \mathcal{U}\left[\mathcal{A}_{E}\right], s \in E\right\} \subset \mathcal{A}_{E}
$$

coincides with the entire algebra $\mathcal{A}_{E}$.
Proof. See [1, Lemma 1.1].

[^1]Define $\mathcal{B}_{E}=\mathcal{U}\left[\mathcal{A}_{E}\right] \otimes \bar{E}$ to be the tensor product of the vector space $\mathcal{U}\left[\mathcal{A}_{E}\right]$ with the linear span $\bar{E}$ of the set $E$. The space $\mathcal{B}_{E}$ has an algebra structure over $K$ with multiplication defined by

$$
\begin{equation*}
\left(u_{1} \otimes s_{1}\right)\left(u_{2} \otimes s_{2}\right)=\left(\left(L_{u_{1}} s_{1}\right) \circ u_{2}\right) \otimes s_{2}, \quad \text { for } u_{1}, u_{2} \in \mathcal{U}\left[\mathcal{A}_{E}\right], s_{1}, s_{2} \in \bar{E}, \tag{3.4}
\end{equation*}
$$

where " $\circ$ " is the bilinear associative product in $\mathcal{U}\left[\mathcal{A}_{E}\right]$.
The grading of the algebra $\mathcal{U}\left[\mathcal{A}_{E}\right]$ uniquely determines a grading of $\mathcal{B}_{E}$, by setting the degree of the element $u \otimes s$ equal to the degree of $u$ plus 1 . One can verify that the multiplication defined in (3.4) satisfies the pre-Lie identity, which means that $\mathcal{B}_{E}$ is a graded pre-Lie algebra.
Theorem 8. The graded pre-Lie algebra $\mathcal{B}_{E}$ is isomorphic to the free pre-Lie algebra $\left(\mathcal{A}_{E}, \triangleright\right)$.
Proof. Let $f_{\circ}: E \longrightarrow \mathcal{B}_{E}$ be the map defined by $f_{0}(s)=1 \otimes s$, for $s \in E$, where 1 is the unit element of $\mathcal{U}\left[\mathcal{A}_{E}\right]$. Using the freeness property of the pre-Lie algebra $\mathcal{A}_{E}$, there is a unique homomorphism $f: \mathcal{A}_{E} \longrightarrow \mathcal{B}_{E}$ such that

$$
f(s)=f_{0}(s)=1 \otimes s, \quad \text { for } s \in E \subset \mathcal{A}_{E} .
$$

From Lemma 7, we infer that for any element $x$ in $\mathcal{A}_{E}$ there exist $u \in \mathcal{U}\left[\mathcal{A}_{E}\right]$ and $s \in E$ such that $x=L_{u} s$. Now, define $f$ by

$$
\begin{equation*}
f\left(L_{u} s\right)=u \otimes s, \quad \text { for } x=L_{u} s \in \mathcal{A}_{E} \tag{3.5}
\end{equation*}
$$

Then the map $f$ is bijective (see [1, Theorem 1.1]), hence it is an isomorphism, which proves the theorem.

Choose a total order on the elements of $E$. Then, as a corollary of Theorem 8 and the Poincaré-Birkhoff-Witt theorem, we obtain

$$
\begin{equation*}
\mathcal{A}_{n} \cong \mathcal{B}_{n}=\mathcal{U}_{n-1} \otimes \bar{E}, \quad \text { for } n \geq 1 \tag{3.6}
\end{equation*}
$$

where, for all $n \geq 2$, a basis of $\mathcal{U}_{n-1}$ is given by

$$
\left\{x_{j_{1}}^{e_{1}} \circ \cdots \circ x_{j_{r}}^{e_{r}}: \sum_{k=1}^{r} j_{k}=n-1 \text {, and } x_{j_{1}}^{e_{1}} \geq \cdots \geq x_{j_{r}}^{e_{r}}\right\} .
$$

Here we use a monomial basis $x_{j}^{1}, \ldots, x_{j}^{d_{j}}$ of the subspace $\mathcal{A}_{j}$, for any $j=1, \ldots, n-1$, given by the induction hypothesis. We endow this basis with the total order $x_{j}^{1}<\ldots<x_{j}^{d_{j}}$, which in turn defines a total order on the basis of $\mathcal{A}_{1} \oplus \cdots \oplus \mathcal{A}_{n-1}$, obtained by the disjoint union, by demanding that $x_{j}^{r}>x_{j^{\prime}}^{r^{\prime}}$ if $j>j^{\prime}$.

Hence, using Formula (3.6) and the isomorphism $f$ described in (3.5), we get the following monomial basis for the homogeneous component $\mathcal{A}_{n}$ :

$$
\begin{equation*}
\left\{x_{j_{1}}^{e_{1}} \triangleright\left(x_{j_{2}}^{e_{2}} \triangleright\left(\cdots \triangleright\left(x_{j_{r}}^{e_{r}} \triangleright s_{j}\right) \cdots\right)\right): \sum_{k=1}^{r} j_{k}=n-1, x_{j_{1}}^{e_{1}} \geq \cdots \geq x_{j_{r}}^{e_{r}} \text { and } s_{j} \in E\right\} . \tag{3.7}
\end{equation*}
$$

We have

$$
\begin{aligned}
\mathcal{A}_{1} & \cong \mathcal{U}_{0} \otimes \bar{E} \\
& =\langle 1 \otimes s: 1 \in K, s \in E\rangle,
\end{aligned}
$$

and consequently

$$
\mathcal{A}_{1}=\left\langle L_{1} s=s: s \in E\right\rangle=\bar{E} .
$$

We also have

$$
\begin{aligned}
\mathcal{A}_{2} & \approx \mathcal{U}_{1} \otimes \mathcal{A}_{1} \\
& =\left\langle s_{1} \otimes s_{2}: s_{1}, s_{2} \in E\right\rangle,
\end{aligned}
$$

and consequently

$$
\mathcal{A}_{2}=\left\langle L_{s_{1}} s_{2}=s_{1} \triangleright s_{2}: s_{1}, s_{2} \in E\right\rangle .
$$

We have

$$
\begin{aligned}
\mathcal{A}_{3} & \approx \mathcal{U}_{2} \otimes \mathcal{A}_{1} \\
& =\left\langle x_{2}^{e} \otimes s,\left(x_{1}^{e_{1}} \circ x_{1}^{e_{2}}\right) \otimes s: e=1, \ldots, d_{2}, e_{1}, e_{2}=1, \ldots, d, e_{1} \geq e_{2}, s \in E\right\rangle,
\end{aligned}
$$

so a monomial basis of $\mathcal{A}_{3}$ is given by

$$
\left\{\left(s_{1} \triangleright s_{2}\right) \triangleright s_{3}: s_{1}, s_{2}, s_{3} \in E\right\} \sqcup\left\{s_{1} \triangleright\left(s_{2} \triangleright s_{3}\right): s_{1}, s_{2}, s_{3} \in E, s_{1} \geq s_{2}\right\} .
$$

We have

$$
\begin{aligned}
\mathcal{A}_{4} & \simeq \mathcal{U}_{3} \otimes \mathcal{A}_{1} \\
= & \left\langle x_{3}^{e} \otimes s,\left(x_{2}^{e^{\prime}} \circ x_{1}^{e_{1}}\right) \otimes s,\left(x_{1}^{e_{2}} \circ x_{1}^{e_{3}} \circ x_{1}^{e_{4}}\right) \otimes s: e=1, \ldots, d_{3}, e^{\prime}=1, \ldots, d_{2},\right. \\
& \left.\quad e_{1}, e_{2}, e_{3}, e_{4}=1, \ldots, d_{1}, e_{2} \geq e_{3} \geq e_{4}, s \in E\right\rangle,
\end{aligned}
$$

thus a monomial basis of $\mathcal{A}_{4}$ is given by

$$
\begin{aligned}
& \left\{\left(\left(s_{1} \triangleright s_{2}\right) \triangleright s_{3}\right) \triangleright s_{4}: s_{j} \in E \text { for } j=1,2,3,4\right\} \\
& \qquad\left\{\left(s_{1} \triangleright\left(s_{2} \triangleright s_{3}\right)\right) \triangleright s_{4}: s_{j} \in E \text { for } j=1,2,3,4, s_{1} \geq s_{2}\right\} \\
& \quad \sqcup\left\{\left(s_{1} \triangleright s_{2}\right) \triangleright\left(s_{3} \triangleright s_{4}\right): s_{j} \in E \text { for } j=1,2,3,4\right\} \\
& \quad \sqcup\left\{s_{1} \triangleright\left(s_{2} \triangleright\left(s_{3} \triangleright s_{4}\right)\right): s_{j} \in E \text { for } j=1,2,3,4, s_{1} \geq s_{2} \geq s_{3}\right\} .
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
& \mathcal{A}_{5} \cong \\
& =\mathcal{U}_{4} \otimes \mathcal{A}_{1} \\
& =\left\langle x_{4}^{e} \otimes s,\left(x_{3}^{e^{\prime}} \circ x_{1}^{e_{1}}\right) \otimes s,\left(x_{2}^{e_{2}^{\prime}} \circ x_{2}^{e_{2}^{\prime \prime}}\right) \otimes s,\left(x_{2}^{e_{2}^{\prime \prime \prime}} \circ x_{1}^{e_{2}} \circ x_{1}^{e_{3}}\right)\right. \\
& \\
& \quad \otimes s,\left(x_{1}^{e_{4}} \circ x_{1}^{e_{5}} \circ x_{1}^{e_{6}} \circ x_{1}^{e_{7}}\right) \otimes s: \\
& \\
& \quad e=1, \ldots, d_{4}, e^{\prime}=1, \ldots, d_{3}, e_{2}^{\prime}, e_{2}^{\prime \prime}, e_{2}^{\prime \prime \prime}=1, \ldots, d_{2}, e_{i}=1, \ldots, d_{1}, \text { for } i=1, \ldots, 7, \\
& \\
& \left.\quad e_{2}^{\prime} \geq e_{2}^{\prime \prime}, e_{2} \geq e_{3}, e_{4} \geq e_{5} \geq e_{6} \geq e_{7}, s \in E\right\rangle .
\end{aligned}
$$

Hence, a monomial basis of $\mathcal{A}_{5}$ is given by

$$
\begin{aligned}
& \left.\left\{\left(\left(s_{1} \triangleright s_{2}\right) \triangleright s_{3}\right) \triangleright s_{4}\right) \triangleright s_{5}: s_{j} \in E \text { for } j=1, \ldots, 5\right\} \\
& \left.\sqcup\left\{\left(s_{1} \triangleright\left(s_{2} \triangleright s_{3}\right)\right) \triangleright s_{4}\right) \triangleright s_{5}: s_{j} \in E \text { for } j=1, \ldots, 5, s_{1} \geq s_{2}\right\} \\
& \sqcup\left\{\left(\left(s_{1} \triangleright s_{2}\right) \triangleright\left(s_{3} \triangleright s_{4}\right)\right) \triangleright s_{5}: s_{j} \in E \text { for } j=1, \ldots, 5\right\} \\
& \sqcup\left\{\left(s_{1} \triangleright\left(s_{2} \triangleright\left(s_{3} \triangleright s_{4}\right)\right)\right) \triangleright s_{5}: s_{j} \in E \text { for } j=1, \ldots, 5, s_{1} \geq s_{2} \geq s_{3}\right\} \\
& \sqcup\left\{\left(\left(s_{1} \triangleright s_{2}\right) \triangleright s_{3}\right) \triangleright\left(s_{4} \triangleright s_{5}\right): s_{j} \in E \text { for } j=1, \ldots, 5\right\} \\
& \sqcup\left\{\left(s_{1} \triangleright\left(s_{2} \triangleright s_{3}\right)\right) \triangleright\left(s_{4} \triangleright s_{5}\right): s_{j} \in E \text { for } j=1, \ldots, 5, s_{1} \geq s_{2}\right\} \\
& \sqcup\left\{\left(s_{1} \triangleright s_{2}\right) \triangleright\left(\left(s_{3} \triangleright s_{4}\right) \triangleright s_{5}\right): s_{j} \in E \text { for } j=1, \ldots, 5, s_{1} \triangleright s_{2} \geq s_{3} \triangleright s_{4}\right\} \\
& \sqcup\left\{\left(s_{1} \triangleright s_{2}\right) \triangleright\left(s_{3} \triangleright\left(s_{4} \triangleright s_{5}\right)\right): s_{j} \in E \text { for } j=1, \ldots, 5, s_{3} \geq s_{4}\right\} \\
& \\
& \sqcup\left\{s_{1} \triangleright\left(s_{2} \triangleright\left(s_{3} \triangleright\left(s_{4} \triangleright s_{5}\right)\right)\right): s_{j} \in E \text { for } j=1, \ldots, 5, s_{1} \geq s_{2} \geq s_{3} \geq s_{4}\right\} .
\end{aligned}
$$

3.2. Base change from a monomial basis to the rooted tree basis. We relate now any Agra-chev-Gamkrelidze type monomial basis in a free pre-Lie algebra, obtained from Formula (3.6), with the presentation of the free pre-Lie algebra as the linear span $\mathcal{T}$ of the (non-planar) rooted trees with one generator $\{\bullet\}$, endowed with the grafting " $\rightarrow$ ". In the following, we give the tree expansions of the first five homogeneous components of such a monomial basis:

$$
\begin{aligned}
& \mathcal{T}_{1}=\left\langle e_{1}=\bullet\right\rangle . \\
& \mathcal{T}_{2}=\langle\bullet \rightarrow \bullet\rangle=\left\langle e_{1}=\bullet\right\rangle . \\
& \mathcal{T}_{3}=\langle(\bullet \rightarrow \bullet) \rightarrow \bullet, \bullet \rightarrow(\bullet \rightarrow \bullet)\rangle=\left\langle e_{1}=\mathfrak{\ell}, e_{2}=\mathfrak{\bullet}+\because\right\rangle . \\
& \mathcal{T}_{4}=\langle((\bullet \rightarrow \bullet) \rightarrow \bullet) \rightarrow \bullet,(\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet,(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet), \bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet))\rangle \\
& =\left\langle e_{1}=\vdots, e_{2}=\vdots+\vdots, e_{3}=\vdots+\vdots, e_{4}=\vdots+\vdots+3 \vdots+\ddot{0}\right\rangle . \\
& \mathcal{T}_{5}=\langle(((\bullet \rightarrow \bullet) \rightarrow \bullet) \rightarrow \bullet) \rightarrow \bullet,((\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet) \rightarrow \bullet,((\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet, \\
& (\bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet))) \rightarrow \bullet,(((\bullet \rightarrow) \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet),((\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow(\bullet \rightarrow \bullet), \\
& (\bullet \rightarrow \bullet) \rightarrow((\bullet \rightarrow \bullet) \rightarrow \bullet),(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet)), \bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet)))\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \left.e_{9}=\dot{\vdots}+\ddot{\vdots}+3 \dot{\vdots}+\ddot{\theta}+4 \dot{\theta}+4 \ddot{\theta}+3 \ddot{\theta}+6 \ddot{\theta}+\cdots \cdot\right\rangle \text {. }
\end{aligned}
$$

Now, for any homogeneous component $\mathcal{T}_{n}$, each vector in the monomial basis described above is defined as a monomial $m(\bullet, \rightarrow)$ of the tree with one vertex " $\bullet$ " multiplied (by itself) using the pre-Lie grafting " $\rightarrow$ " with the parentheses. This monomial in turn determines two
monomials in the algebras $\left(\mathcal{T}^{p l}, \varrho_{\curlywedge}\right)$ and $(\mathcal{T}, \bigcirc)$, respectively. One of these monomials is obtained by replacing the grafting " $\rightarrow$ " by the left Butcher product " $\bigcirc$ ", which induces a planar rooted tree $\tau$. The other monomial is deduced by replacing the product " $\rightarrow$ " by the usual Butcher product, which in turn defines a (non-planar) rooted tree $t$.

Definition 7. A monomial basis for a free pre-Lie algebra is called a "tree-grounded" monomial basis if we obtain the Chapoton-Livernet tree basis when we replace the pre-Lie product in each monomial in this basis by the Butcher product " $\uparrow \rightarrow$ ". For a positive integer $n$, a monomial basis of $\mathcal{T}_{n}$ will also be called tree-grounded if this property holds in $\mathcal{T}_{n}$.
Example 6. In the space of all (non-planar) rooted trees $\mathcal{T}$, the homogeneous component $\mathcal{T}_{4}$ has four types of monomial bases, namely

$$
\begin{aligned}
& \mathcal{B}_{1}=\{((\bullet \rightarrow \bullet) \rightarrow \bullet) \rightarrow \bullet,(\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet,(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet), \bullet(\bullet \rightarrow(\bullet \rightarrow \bullet))\} \\
& =\left\{e_{1}=\vdots, e_{2}=\vdots+\ddot{\vdots}, e_{3}=\vdots+\vdots, e_{4}=\vdots+\ddot{\vdots}+3 \ddot{\ddot{0}}+\ddot{\}}\right\} \text {. } \\
& \mathcal{B}_{2}=\{((\bullet \rightarrow \bullet) \rightarrow \bullet \bullet \rightarrow \bullet,(\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet, \bullet((\bullet \rightarrow \bullet) \rightarrow \bullet), \bullet(\bullet \rightarrow(\bullet \rightarrow \bullet))\} \\
& =\left\{e_{1}=\vdots, e_{2}=\vdots+\ddot{\vdots}, e_{3}=\vdots+\ddot{\vdots}+e_{4}=\vdots+\ddot{\vdots}+3 \ddot{\vdots}+\ddot{\forall}\right\} \text {. } \\
& \mathcal{B}_{3}=\{((\bullet \rightarrow \bullet) \rightarrow \bullet) \rightarrow \bullet,(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet), \bullet((\bullet \rightarrow \bullet) \rightarrow \bullet), \bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet))\} \\
& =\left\{e_{1}=\vdots, e_{2}=\vdots+\vdots, e_{3}=\vdots+\ddot{\vdots}+e_{4}=\vdots+\ddot{\vdots}+3 \vdots+\ddot{\because}\right\} \text {. } \\
& \mathcal{B}_{4}=\{(\bullet \rightarrow(\bullet \rightarrow \bullet)) \rightarrow \bullet,(\bullet \rightarrow \bullet) \rightarrow(\bullet \rightarrow \bullet), \bullet((\bullet \rightarrow \bullet) \rightarrow \bullet), \bullet \rightarrow(\bullet \rightarrow(\bullet \rightarrow \bullet))\} \\
& =\left\{e_{1}=\vdots+\because, e_{2}=\vdots+\vdots, e_{3}=\vdots+\ddot{\vdots}+e_{4}=\vdots+\ddot{\vdots}+3 \vdots+\ddot{\eta}\right\} \text {. }
\end{aligned}
$$

We find that the monomial bases $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ are tree-grounded monomial bases of $\mathcal{T}_{4}$, because replacing the pre-Lie grafting " $\rightarrow$ " by the Butcher product " $\bigcirc$ " returns the tree basis $\{\vdots, \because, \because, \because\}$. But one should note that the bases $\mathcal{B}_{3}$ and $\mathcal{B}_{4}$ are not tree-grounded. ${ }^{3}$
Lemma 9. A monomial basis for the free pre-Lie algebra with one generator is tree-grounded if and only if it comes from a section map $S$ according to the linear map $\widetilde{\Psi}_{S}$.

Proof. For any element $x=m(\bullet, \rightarrow)$ of some tree-grounded monomial basis, let $S(t)=m\left(\bullet,{ }^{\curlywedge}\right)$, where $t=m(\bullet, \bigcirc)$ is the lower-energy term of $x$. By Definition 7, these lower-energy terms form a basis of $\mathcal{T}$, hence $S$ is uniquely defined that way, and it is a section of $\pi$, as in the following diagram:

On the other hand, any monomial basis induced by a section map $S$ is obviously a treegrounded monomial basis.

[^2]Lemma 10. The Agrachev-Gamkrelidze monomial bases are tree-grounded.
Proof. From the construction of Agrachev-Gamkrelidze monomial bases, and using the presentation of the free pre-Lie algebra in terms of rooted trees (see Theorem 6), with one generator, Formula (3.6) can be written as

$$
\mathcal{A}_{n} \tilde{=\mathcal{U}_{n-1}, \quad \text { for } n \geq 1, ~}
$$

so that, for a homogeneous component $\mathcal{A}_{n}$, the monomial basis in (3.7) becomes

$$
\left\{x_{j_{1}}^{e_{1}} \rightarrow\left(x_{j_{2}}^{e_{2}} \rightarrow\left(\cdots \rightarrow\left(x_{j_{r}}^{e_{r}} \rightarrow \bullet\right) \cdots\right)\right): \sum_{k=1}^{r} j_{k}=n-1, x_{j_{1}}^{e_{1}} \geq \cdots \geq x_{j_{r}}^{e_{r}}\right\} .
$$

The monomial basis for $\mathcal{A}_{1}$, namely $\{\bullet\}$, is obviously tree-grounded in the sense of Definition 7. Suppose, by induction hypothesis, that the monomial basis $\left\{x_{j}^{e_{1}}, \ldots, x_{j}^{e_{j}}\right\}$ is a tree-grounded basis of $\mathcal{A}_{j}$, for $j=1, \ldots, n-1$. Consider the corresponding lower-energy terms $t_{j}^{\ell_{1}}, \ldots, t_{j}^{e_{j}}$ obtained by replacing the grafting " $\rightarrow$ " by the Butcher product " $\bigcirc$ " in each monomial. The lower-energy term of the monomial

$$
\begin{equation*}
x_{j_{1}}^{e_{1}} \rightarrow\left(x_{j_{2}}^{e_{2}} \rightarrow\left(\cdots \rightarrow\left(x_{j_{r}}^{e_{r}} \rightarrow \bullet\right) \cdots\right)\right) \tag{3.8}
\end{equation*}
$$

is given by

$$
t_{j_{1}}^{e_{1} \rightarrow}\left(t_{j_{2}}^{e_{2}} \rightarrow\left(\cdots \circ \rightarrow\left(t_{j_{r}}^{e_{r}} \rightarrow \bullet\right) \cdots\right)\right)=B_{+}\left(t_{j_{1}}^{e_{1}} \cdots t_{j_{r}}^{e_{r}}\right) .
$$

Hence we recover the tree basis of $\mathcal{A}_{n}$ by taking the lower-energy term of each monomial (3.8), thus proving the lemma.

As a particular case of our general construction, by means of the isomorphism (3.5), an Agrachev-Gamkrelidze monomial basis gives rise to some particular section $S$. Conversely, any section $S$ of $\pi$ defines a tree-grounded monomial basis for the free pre-Lie algebra $(\mathcal{T}, \rightarrow)$. For any integer $n \geq 1$, the matrix of the coefficients of the tree-grounded monomial of $\mathcal{T}_{n}$ associated with the section $S$ is exactly the matrix $\left(\beta_{S}(s, t)\right)_{s, t \in \mathcal{T}_{n}}$ described in Corollary 5 in the preceding section.
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[^0]:    ${ }^{1}$ For more details about the rotation correspondence see [14, Sec. 2.3.2], [17], and [12, Sec. 1.5.3].
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