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The question/1

Throughout the talk, A stands for a Q-algebra (associative,
commutative with unit). In order to make the exposition no
heavier than absolutely necessary, details will not always be
provided but can, of course, be on request or through references ...

On the 17th of August (2015) ...



The question

[mathoverflow =y K I X Kmme

Important formulas in Combinatorics

A
53

A
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Motivation:

The poster for the conference celebrating Noga Alon's 60th birthday, fifteen formulas describing some of
Alon's work are presented. (See this post, for the poster, and cash prizes offered for identifying the
formulas.) This demonstrates that sometimes (but certainly not always) a major research progress, even
areas, can be represented by a single formula. Naturally, following Alon's poster, | thought about
representing other people's works through formulas. (My own work, Doron Zeilberger's, etc. Maybe | will
pursue this in some future posts.) But | think it will be very useful to collect major formulas representing
major research in combinatorics.

The Question

e collects imp P major p in
combinatorics.
The rules are:
Rules

1) one formula per answer

2) Present the formula explicitly (not just by name or by a link or reference), and briefly explain the formula
and its importance, again not just link or reference. (But then you may add links and references.)

n\2 n
3) Formulas should represent important research level mathematics. (So, say 3 (1)~ = (2") is too
elementary.)

4) The formula should be explicit as possible, moving from the formula to the theory it represent should
also be explicit, and explaining the formula and its importance at least in rough terms should be feasible.

5) | am a little hesitant if classic formulas like V' — E + F = 2 are qualified.
co.combinatorics | big-list
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Exponential formula

25

The exponential formula Can be phrased as
All = exp(Connected)

In a more precise way, if you have a class C of labelled graphs which is locally finite i.e. for every finite set
Fandk € N

S(n, k) = card(C(F,k)) < +o0
where C(F, k) stands for the subclass of graphs with F as labels and k connected components (S(r, k)
is supposed to depend only on 2 = card(F)). If, moreover, the class C is closed by
1. relabeling
2. connected components (i.e. T' € C iff all connected components of I" are in C)

3. disjoint union

then
2
S(n, k) Tyt = M SN (g
k) — i
k=0 n
This formula has many applications and variants in combinatorics as the ion of the GF of the
Bell, Stirling numbers, number of cycles, graphs of ions (with or without ints), set

partitions and the analog for unlabelled graphs to cite only a few.

All the matrices S(n, k) possess the Sheffer property i.e. the EGF of the k-th column is (up to a scalar)
the k-th power of the EGF of the first (for k = 1). It is equivalent to formula (1).

Matrices having the Sheffer property (not only provided by classes of labelled graphs) form an infinite
dimensional Lie group generated by vector fields on the line (see Tom Copeland's answer). Connections of
this group can be seen in combinatorial physics, statistics on graphs and over categories.

A usual, useful and (almost) immediate generalisation. In fact, we have

S(n, k) = card(C(F, k) = Y. 1(7)
yeC(Fk)

where 1 is the constant (equal to 1) function on the class C, and one can, for free (i.e. with the same

proof), replace 1 by any Q-algebra valued muitiplicative statistics, "c" i.e. such that

(1 Ur2) = e(r1)e(r2); (Co) =
(where Cy is the empty graph and L stands for the disjoint union).

Then, with



Shuffles/1

acomment | show 1 more comment

Shuffles, stuffles and other dual laws
5 Mother Formula
All what follows i around the same recursive formula/pattern.
auxbv = au* bv) + blau +v) + p(a,b)(urv) (0)

The shuffle product appears in many contexts (representation theory, iterated integrals, Hecke algebras,
symmetric functions, decomposition of polytopes, theory of languages, of codes, of automata).

It turns out that it can be better understood as a law dual to a comultiplication. These co-operations were
introduced, in combinatorics, by a seminal paper of Joni and Rota (S.A. Joni and G.-C. Rota, Coalgebras
and bialgebras in combinatorics, Stud. Appl. Math. 61 (1979) 93-139.).

Considering two (non empty) words as card decks au, bv the top cards being respectively a, b, the shuffle
product of au and bv reads (I do not know how to write the Cyrillic **Sha", which is the standard sign for
the shuffle, in MathJax, so | use LJ)

auUby = a(uUbv) + blaulv) (1)

which is the sum of all possible shuffles between au and bv (two disjoint cases a or b on top).

Formula (1) together with the initialization making neutral the empty word i.e.
wUl=1U0w=w

defines perfectly the shuffle product.

Now, this law is better understood as "dual”. | mean, if you define the natural pairing on the words by
(u| ) := bup you get

(wlv|w)=(u®v| A(w))

with

= > willewld] (2
-J-

]

where |w| stands for the length of w and, for I = {i1, 42, - - ix} a choice of places (indexed in
increasing order 71 < i3 < --- < ), w[I] is the subword

wlI] = wlit]wliy] - - - wir]

(therefore A(w) is sometimes called the “*unshuffling” of w).



Shuffles/2

... this reinforces my motivation to advocate in favour of the ease,
utility and deepness of shuffle products and (some of) their
deformations.

Shuffle products and their deformations appear in many contexts

>

>

>

representation theory

iterated integrals

Dyson series

Hecke algebras

symmetric functions

decomposition of polytopes

computer science : theory of languages, of codes, of automata



The formula of shuffle product in brief

Considering two (non empty) words as card decks au, bv the top
cards being respectively a, b, the shuffle product of au and bv reads

au LLIbv = a(u LLIbv) + b(au LLIv) (1)

which is the sum of all possible shuffles between au and bv (two
disjoint cases a or b on top).
Formula (1) together with the initialization making neutral the
empty word i.e.

will=1lIw=w (2)

defines perfectly the shuffle product.



A first deformation : the stuffle product

The stuffle product (also called Hoffman's shuffle, quasi-shuffle,
sticky shuffle) appears in many contexts (harmonic sums, lambda
rings, quasi-symmetric functions). This time, the set of cards is
infinite, more precisely, you have an alphabet {y;};en., indexed by
non-zero integers. The stuffle law is defined recursively as

wxl = 1lxw=w
yiuxyiv = yi(uxyv)+yj(yiu*v)+ yirj(u=v) (3)

the term y;, j(u * v) is the reason why certain physicists call it
“sticky shuffle” because, in this case, the cards y;, y; stick together.



Shuffle via Dyck paths

a b c d e
Path which contributes apbgcdres in the shuffle product abcde LLIpgrs.

Z ev(m, u,v)

mE€D(|ul,|v])

ulllv

D(p,q) = {me{ne}” [ |nle=p, [7[r=q}



Stuffle via Motzkin paths

Y2

ya

1

¥3

y3 Y2 Y5 i Y4

Path which contributes ysy2y1ys5y1 Y8y in the stuffle product
Y3Y2YsY1Ya £ y3y1Yayo.

uwy = Z ev(m, u,v)
mE€M(|ul,lv])
M(p7 q) = {ﬂ- S {na e, d}* ‘ |7T|€7d =p, |7T n,d = q}

Remark The evaluation of the diagonal steps are here
©(yi,yj) = yitj but ¢ : Y x Y — AY can be arbitrary.



p-shuffle

In this case the recursion becomes

will,l = 1w =w
yiullpyiv = yi(ulpyv) + yj(yiu LLgv)
+(yi, yj)(u Lgv) (4)

Where Y = {y;}ics is an indexed alphabet and ¢ : Y x Y — AY is
defined by its structure constants

oy y) = > vk (5)

kel

We get the following (not exhaustive) zoology found in the
literature.



What can be found in the literature ?

Name | Formula (recursion) | )
Shuffle au lWbv = a(u LWbv) + b(au LLv) p=0
Stuffle xju it xjv = x;(u s xjv) 4+ xj(xju e v) o(xi, Xj) = Xitj
+ Xigj(u s v)
Min-stuffle xiu= xjv = xj(u=xjv) + xj(xju = v) o(xi, X)) = —xitj
xieilue )
Muffle xiute x;jv = xj(uLd xjv) + xj(xju L v) o(Xi, Xj) = Xixj
+ Xixj(u L v)
g-shuffle Xj ) gxjv = X (U gxjv) + X (xju s gv) e(xi, Xj) = qxiyj
+ gxiyj(u e gv)
g-shufflep xju ) gxjv = xi(u ) gxjv) 4+ xj(xju £ gv) o(xi, %) = q'Ixiy

+qxi(u s gv)

LDIAG(T, gs)

(non-crossed,

non-shifted)

au LWbv = a(u Wbv) + b(au LLv)
+ q‘sa”b‘a‘b(u LLlv)

¢(a, b) = qi°""!(a.b)

g-Infiltration

aut bv =a(u 1t bv)+ b(au 1 v)
+ qéa,ba(u Tv)

©(a, b) = qd, pa

AC-stuffle

au Wl,bv = a(u W, bv) + b(au L, v)
+ ¢(a, b)(u W, v)

¢(a, b) = (b, a)

w(p(a, b), c) = v(a, o(b, c))

Semigroup-
-stuffle

xeu LY xsv = x¢ (U LU Xsv) + xs(x¢u L) v)
+ XtJ_s(U ‘—IUJ_V)

o(xe, xs) = X 1s

@-shuffle

au W, bv = a(u W, bv) + b(au L, v)

+ ¢(a.b)(u LLlpv)

©(a, b) law of AAU




An example of complicated ¢

In order to get return of nice properties, ¢ must be at least
associative but, even in the AC (Associative, Commutative) and
“natural” cases, its structure constants can be very complicated.
As an example, let us invoke the truncated Hurwitz polyzéta
functions given by :

1
(m —t1)...(n, —t)

VN € Nuo, (y(s,t) = > — (6)

N>=n,>..>n>0

In order to obtain the product law, we will use here two alphabets
Y = {yi}ieNso» £ = {Zt}tec\N-,, the (free) submonoid M
generated by Y x Z. We now have a product = on the indices
such that for all indices and N € N

Cn ((S,t) e (slv t/)) = CN(s7t)<N(S/7 t/) : (7)



Recursion for

Let Y ={y;}, Z={z} and M as above.
The huffle is defined as a bilinear product over k[M] = k(Y x Z)
such that

Yw e M*, w1y = 1y Hw = w,
Yy, yj € Y2, Vzp, 20 € Z2 Nu,v € N*2,
t=t = (y,',zt)u = (Yjazt)V
= (i, ze)(u W (yj, ze)v) + (vj, ze) ((yi, ze)u H V)
+(Yit), ze)(u V)
t#t = (yi,ze)uH(yj,z¢).v
= (}/i,Zt). (u E=y (yJa Zt’)-V) + (yJ, Zt/). ((y,-,zt).u LH V)

i1 14 _1)n
3 (1521 e G iy

= i—14+n —1)"
+Z< I——]i__ )(t-/(_t))i—i—n(yj—nazt’).(utﬂv) .



Recursion for = /2

The reason of this bizzarely shaped ¢ stands in the following
(exercise) lemma

Lemma
For any integers s, r > 1, for any complex numbers a, b # a :

S

1 _ ak : by
VXGC\{Q,b},(X_a)S(X_b)r _Z(X—a)k +k§::1(x_b)k (8)

k=1

s+r—k-—1 (—1)s*k
where, fora//ke{l,...,s},ak:< F_q >(a—b$+r—k
s+r—k— 1) (—1)*

and,fora//ke{l,...,r},bk:< <1 m-



Shuffle and @-shuffle characters

Series S which satisfy the following equations

(Sl = 1,
{<5!uLUV> = (S|u)(S|v), (Vu,v € Y*) (9)

can legitimately be called shuffle characters. If you replace i by
Wiy, then S is a ¢-shuffle character (remark that (uw,v) is, in any
case, a polynomial). We have two famous examples of such
characters :

» Solutions of differential equations (shuffle, linked to special
functions and combinatorial physics, see e.g. SLC 74)

» Harmonic sums (stuffle, linked to polyzétas)



Dual formulation
One can set

Ay (S)= D> (Sluwvyuev (10)

u,veY*

(it is a double series and a linear form on the space of double
polynomials). System (9) can be rephrased as

S|l1) = 1,
{<A(’5§ = S®S, (as linear forms) - (11)

These elements are called group-like and as it can be checked
easily that A(ST) = A(S)A(T), these series form a group (for the
concatenation product) called the Hausdorff group (for Ap,).
This group is an infinite-dimensional Lie group, with a nice log-exp
correspondence and Lie algebra, the space of series s.t.

AS)=S®1+1®S (12)

these elements are called primitive.



Dualizability of ¢-deformed shuffle products
Definition
Let w , be the product Y* x Y* — A(Y) satisfying the conditions :
i) forany we Y*, 1y« w ow=www ly. =w,

ii) forany a,b€ Y and u,v € Y*,
(R) au s ,bv = a(uw ,bv) + blauw ,v) + ¢(a, b)(uw ,v),
where ¢ is an arbitrary mapping defined by its structure constants

p:YXY — AY,
iy)) — > A e

kelCNy

It is said to be dualizable if there exists A, : A(Y) = A(Y) ® A(Y)
such that the dual mapping (A(Y) ® A(Y)) — A((Y) restricts to .

Proposition
(R) and i) define a unique mapping =, : Y* x Y* — A(Y) which is at
once extended by multilinearity as a law =, : A(Y) x A(Y) = A(Y).



What are the dualizable ¢-shuffles among our examples

Name | Formula (recursion) | )
Shuffle au lWbv = a(u LWbv) + b(au LLv) »=0(Y)
Stuffle xiu e xv = xi(u xpv) + x;(xju s v) O(xi, Xj) = Xjyj

+ Xitj(uv) (Y)ifi,jeN
Min-stuffle xiu= xjv = xj(u=xjv) + xj(xju = v) o(xj, Xj) = —Xiyj
7X,'+j(UL:JV) (Y)ifi,j € Nyg
Muffle xiute x;jv = xj(uLd xjv) + xj(xju L v) o(xi, %) = Xixj
+ Xixj(utedv) (N) fori,j € Q>0
g-shuffle Xj ) gxjv = X (U gxjv) + X (xju s gv) o(xi, Xj) = xiyj
+ gxiqj(u e gv) (V) ifi,jeN
g-shufflep xju ) gxjv = xi(u ) gxjv) 4+ xj(xju £ gv) o(xi, %) = ' xig
+ q'Ix (U gv) (Y)ifi,jeEN

LDIAG(T, gs)

(non-crossed,

non-shifted)

au LWbv = a(u Wbv) + b(au LLv)
|al|b]

¢(a, b) = ¢i’1”!(a.b)

+qs ' 'a.b(ulllv) (Y)
g-Infiltration aut bv = a(ut bv) + b(au T v) v(a, b) = qd, pa
+ g, pa(u 1 v) (v)
AC-stuffle au Wl,bv = a(u W, bv) + b(au L, v)
+ ¢(a, b)(u W, v) depends on ¢, AC law
Semigroup- | x¢u LU} xsv = x¢(u L) Xxsv) + Xs(Xxeu LU v) o(xe, Xs) = Xe1s
-stuffle + X1 s(u Ll v) depends on the semigroup
@-shuffle

au W, bv = a(u W, bv) + b(au L, v)

+ ¢(a.b)(u LLlpv)

©(a, b) law of AAU
depends on ¢, ass. law




Properties of p-deformed shuffle products

Lemma
Let A be the morphism A(Y) — A(Y* ® Y*)) defined on the letters by

Alys) =y @14+1Qys+ > Vo ¥n @ Yim-

n,mel
Then
i) Yu,v,w e Y (uwyviw) = (u® v\A(w)}‘g’2
i) Vwe YT Aw)=wol+1low+ Z w)lu®@ viu®@v.
u,veY+
Theorem

i) The law i, is associative (resp. commutative) if and only if the
linear extension ¢ : AY @ AY — AY is so.

ii) Let v, = (p(x,y)|z) be the structure constants of p, then w, is
dualizable if and only if (’y;y)x%zey has the following property

(Vz € Y)#{(x.y) € Y%, # 0} < +00).



Associative commutative p-deformed shuffle products

Theorem
Let us suppose that ¢ is associative and dualizable. We still denote the
dual law of @, by Ayt A(Y) — A(Y) @ A(Y) ;
B, = (A(Y),conc,1y-, A, ,€) is a bialgebra. The following
conditions are equivalent

i) B, is an enveloping bialgebra (CQMM theorem)

ii) (A without ZD) the algebra AY admits an exhaustive filtration

((Ay)n)neN
(AY)o = {0} C(AY)1 C -+ C (AY)n C (AY )1 C -+
compatible with comultiplication, i.e.

AL((AY)n) C Z Im((AY), @ (AY)q).
p+q=n

iii) B, is isomorphic to (A(Y),conc,ly-, A\, €) as a bialgebra.

iv) Forall y € Y, the following series is a polynomial.

7r1(y):}/+z(_l/)7 Z (ylo(xt...xi)) x1...x.

1>2 Xty xEY

In the previous equivalent cases, ¢ will be called moderate.



p-extended Eulerian project

Theorem (y-extended Eulerian projector)

Let ¢ be the endomorphism of (A(Y), conc,1y+) defined on the
letters by

, -1)1
Vy e Y,mi{(y) = y+z( ,) Z Vsooay XL e+ - XI5

1>2 X1y X|EY
y — § ’ y t t—2
7X17~~-,X/ - Vi, t1 Vot o VX%
t1,...,tj_2€Y

Then ®_ ¢ is an automorphism of (A(Y'), conc, 1y+) which is an
isomorphism of bialgebras from (A(Y), conc, A}, ey) to
(A(Y),conc, A, €y).



Pair of bases in duality in (A(Y),.,1y-, AL, €y)

My, = 7w7(w), fork>1,
M= [NsM], forleLynY —Y ando(l)=(s,r),
My= Np . Nf, forw=H . Ik h>..>lh..  |eLynY.

Here, ¢ is supposed commutative, associative, dualizable and moderate.
One can prove (through ®Y.) that the elements {¥, },ey- (computed
1

just below) are polynomials.
{Zw}wey- = dual basis of {1, }wey« : Vu,v € Y* (L,[[,) = du.
Forany w = ' ... [}, with h,.... [k € LynY and h > ... > I,

_ #’.1 Lﬂv"k
PR - Zh mp...m¢2,k .



Triangularity

Proposition

{Nw}wey~ is upper triangular and {¥, } wey~ is lower triangular :

Ywe Y, My=P,+ > v, Tu=Sy+ Y dv.

[v>|w]| lv]<|w]|
= VI € LynY, =P+ Z cyVv =5+ Z CyV.
lvI>]] Ivi<l|

Where the families (Py)wey+*; (Sw)wey+ are computed as in slide
(24) but with ¢ = 0.



Combinatorial structure of (A(Y),.,1y-, AL _,¢€y)

Theorem
Let Py be the space of primitive elements in B, and Ly, the space
generated by the proper shuffles.

1.
2.
3.

The free associative algebra A(Y') is isomorphic to U(Py).
Py as a A-module is freely generated by {I1}1ccyny -

The polynomials {¥,}iccyny and {L,}wey~ are (pure)
transcendence and linear bases, respectively, of (A(Y), w ,, 1y+).

. ; i > 1k>2
The families {¥;, = e w ... w3, “”'k}ﬁj,__:;igg}n? and

L ETRNANY i
{/1 L w ] W’k}’1,~~~7’k21,k22

W necyny form bases for Iy .

@

EXY; B i Vi ik >1
{ﬂ/}/ez;yny and {T1, *eh . w wn_lk P e Lyny AT,
respectively, (pure) transcendence and linear bases of A(Y').

Iy = PP,

k>2



Schitzenberger's factorization

Theorem (p-extended Schiitzenberger's factorization)
Let Dy := Z w® w. Then
weY

N\
Dy = Z YoM, = H /O

wey* IeLynY
Application Let S be a L, character then, applying S ® Id on
each member one gets

S=(Seld)( ) wew)= H !SI0 (13)

wey* leLynY

Which provides a Wei-Norman type system of local coordinates on
the Hausdorff group.



Conclusion

We have investigated more deeply the -deformed shuffle products
(work in progress).
> as soon as ( is associative we get a Hopf algebra

B:o/ = (A<X>7 W, Ix+, Aconc; 5)

> if, moreover ¢ is commutative, we have Radford's theorem

» if, moreover ¢ is dualizable, we get a dual bialgebra
B, = (A(X), conc,1x=, Ay, €)

@
> if, moreover ¢ is moderate (A(X), conc, 1x+, A, €) is the
enveloping algebra of its primitive elements and one can
compute effectively
» bases in duality
» Schiitzenberger's factorization (which gives a system of local
coordinates on the Hausdorff group).



