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ABELIAN CATEGORIES

PETER J. FREYD

Foreword

The early 60s was a great time in America for a young math-
ematician. Washington had responded to Sputnik with a lot
of money for science education and the scientists, bless them,
said that they could not do anything until students knew math-
ematics. What Sputnik proved, incredibly enough, was that the
country needed more mathematicians.

Publishers got the message. At annual AMS meetings you
could spend entire evenings crawling publishers’ cocktail parties.
They weren’t looking for book buyers, they were looking for
writers and somehow they had concluded that the best way to
get mathematicians to write elementary texts was to publish
their advanced texts. Word had gone out that I was writing
a text on something called “category theory” and whatever it
was, some big names seemed to be interested. I lost count of
the bookmen who visited my office bearing gift copies of their
advanced texts. I chose Harper & Row because they promised
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a low price (< $8) and—even better—hundreds of free copies to
mathematicians of my choice. (This was to be their first math
publication.)

On the day I arrived at Harper’s with the finished manuscript
I was introduced, as a matter of courtesy, to the Chief of Pro-
duction who asked me, as a matter of courtesy, if I had any
preferences when it came to fonts and I answered, as a matter
of courtesy, with the one name I knew, New Times Roman.

It was not a well-known font in the early 60s; in those days
one chose between Pica and Elite when buying a typewriter—not
fonts but sizes. The Chief of Production, no longer acting just on
courtesy, told me that no one would choose it for something like
mathematics: New Times Roman was believed to be maximally
dense for a given level of legibility. Mathematics required a more
spacious font. All that was news to me; I had learned its name
only because it struck me as maximally elegant.

The Chief of Production decided that Harper’s new math
series could be different. Why not New Times Roman? The
book might be even cheaper than $8 (indeed, it sold for $7.50).
We decided that the title page and headers should be sans serif
and settled that day on Helvetica (it ended up as a rather non-
standard version). Harper & Row became enamored with those
particular choices and kept them for the entire series. (And—
coincidently or not—so, eventually, did the world of desktop
publishing.) The heroic copy editor later succeeded in convinc-
ing the Chief of Production that I was right in asking for nega-
tive page numbering. The title page came in at a glorious —11
and—Dbest of all—there was a magnificent page 0.

The book’s sales surprised us all; a second printing was or-
dered. (It took us a while to find out who all the extra buyers
were: computer scientists.) I insisted on a number of changes
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(this time Harper’s agreed to make them without deducting from
my royalties; the correction of my left-right errors—scores of
them—for the first printing had cost me hundreds of dollars).
But for reasons I never thought to ask about, Harper’s didn’t
mark the second printing as such. The copyright page, =8, is al-
most identical, even the date. (When I need to determine which
printing I’'m holding—as, for example, when finding a copy for
this third “reprinting”—1I check the last verb on page —3. In the
second printing it is has instead of have).

A few other page-specific comments:

Page 8: Yikes! In the first printing there’s no definition of
natural equivalence. Making room for it required much short-
ening of this paragraph from the first printing:

Once the definitions existed it was quickly noticed
that functors and natural transformations had be-
come a major tool in modern mathematics. In 1952
Eilenberg and Steenrod published their Foundations
of Algebraic Topology [7], an axiomatic approach to
homology theory. A homology theory was defined
as a functor from a topological category to an alge-
braic category obeying certain axioms. Among the
more striking results was their classification of such
“theories,” an impossible task without the notion of
natural equivalence of functors. In a fairly explosive
manner, functors and natural transformations have
permeated a wide variety of subjects. Such monu-
mental works as Cartan and Eilenberg’s Homological
Algebra [4], and Grothendieck’s Elements of Alge-
braic Geometry [1] testify to the fact that functors
have become an established concept in mathematics.

Page 21: The term “difference kernel” in 1.6 was doomed, of
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course, to be replaced by the word “equalizer”.

Pages 29-30: Exercise 1-D would have been much easier if
it had been delayed until after the definitions of generator and
pushout. The category [—] is best characterized as a generator
for the category of small categories that appears as a retract of
every other generator. The category [——] is a pushout of the
two maps from 1 to [—] and this characterization also simpli-
fies the material in section 3: if a functor fixes the two maps
from 1 to [—] then it will be shown to be equivalent to the
identity functor; if, instead, it twists them it is equivalent to the
dual-category functor. These characterizations have another ad-
vantage: they are correct. If one starts with the the two-element
monoid that isn’'t a group, views it as a category and then for-
mally “splits the idempotents” (as in Exercise 2-B, page 61) the
result is another two-object category with exactly three endo-
functors. And the supposed characterization of [——] is coun-
terexampled by the disjoint union of [—] and the cyclic group
of order three.

Page 35: The axioms for abelian categories are redundant:
either A 1 or A 1* suffices, that is, each in the presence of the
other axioms implies the other. The proof, which is not straight-
forward, can be found on section 1.598 of my book with Andre
Scedrov!, henceforth to be referred to as Cats €& Alligators. Sec-
tion 1.597 of that book has an even more parsimonious definition
of abelian category (which I needed for the material described
below concerning page 108): it suffices to require either prod-
ucts or sums and that every map has a “normal factorization”,
to wit, a map that appears as a cokernel followed by a map that
appears as kernel.

Pages 35-36: Of the examples mentioned to show the in-

L Categories, Allegories, North Holland, 1990
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dependence of A 3 and A 3* one is clear, the other requires
work: it is not exactly trivial that epimorphisms in the category
of groups (abelian or not) are onto—one needs the “amalgama-
tion lemma”. (Given the symmetry of the axioms either one of
the examples would, note, have sufficed.) For the independence
of A 2 (hence, by taking its dual, also of A 2%*) let R be a
ring, commutative for convenience. The full subcategory, F, of
finitely presented R-modules is easily seen to be closed under
the formation of cokernels of arbitrary maps—quite enough for
A 2% and A 3. With a little work one can show that the kernel
of any epi in F is finitely generated which guarantees that it is
the image of a map in F and that’s enough for A 3*. The nec-
essary and sufficient condition that F satisfy A 2 is that R be
“coherent”, that is, all of its finitely generated ideals be finitely
presented as modules. For present purposes we don’t need the
necessary and sufficient condition. So: let K be a field and R be
the result of adjoining a sequence of elements X, subject to the
condition that X;X; = 0 all 4,j. Then multiplication by, say,
X, defines an endomorphism on R, the kernel of which is not
finitely generated. More to the point, it fails to have a kernel in

F.

Page 60: Exercise 2-A on additive categories was entirely
redone for the second printing. Among the problems in the first
printing were the word “monoidal” in place of “pre-additive”
(clashing with the modern sense of monoidal category) and—
would you believe it!l—the absence of the distributive law.

Page 72: A reviewer mentioned as an example of one of my
private jokes the size of the font for the title of section 3.6,
BIFUNCTORS. Good heavens. I was not really aware of how
many jokes (private or otherwise) had accumulated in the text;
I must have been aware of each one of them in its time but
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I kept no track of their number. So now people were seeking
the meaning for the barely visible slight increase in the size of
the word BIFUNCTORS on page 72. If the truth be told, it was
from the first sample page the Chief of Production had sent me
for approval. Somewhere between then and when the rest of
the pages were done the size changed. But BIFUNCTORS didn’t
change. At least not in the first printing. Alas, the joke was
removed in the second printing.

Pages 75-77: Note, first, that a root is defined in Exercise
3-B not as an object but as a constant functor. There was
a month or two in my life when I had come up with the no-
tion of reflective subcategories but had not heard about adjoint
functors and that was just enough time to write an undergrad-
uate honors thesis?. By constructing roots as coreflections into
the categories of constant functors I had been able to prove the
equivalence of completeness and co-completeness (modulo, as |
then wrote, “a set-theoretic condition that arises in the proof”).
The term “limit” was doomed, of course, not to be replaced by
“root”. Saunders Mac Lane predicted such in his (quite favor-
able) review?, thereby guaranteeing it. (The reasons I give on
page 77 do not include the really important one: I could not
for the life of me figure out how A x B results from a limiting
process applied to A and B. I still can’t.)

Page 81: Again yikes! The definition of representable func-
tors in Exercise 4-G appears only parenthetically in the first
printing. When rewritten to give them their due it was nec-
essary to remove the sentence “To find A, simply evaluate the
left-adjoint of S on a set with a single element.” The resulting

2Brown University, 1958
3The American Mathematical Monthly, Vol. 72, No. 9. (Nov., 1965),
pp. 1043-1044.
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paragraph is a line shorter; hence the extra space in the second
printing.

Page 84: After I learned about adjoint functors the main
theorems of my honors thesis mutated into a chapter about the
general adjoint functor theorems in my Ph.D. dissertation?. I
was still thinking, though, in terms of reflective subcategories
and still defined the limit (or, if you insist, the root) of D — A
as its reflection in the subcategory of constant functors. If I had
really converted to adjoint functors I would have known that
limits of functors in AP should be defined via the right adjoint
of the functor A — AP that delivers constant functors. Alas,
I had not totally converted and I stuck to my old definition in
Exercise 4-J. Even if we allow that the category of constant
functors can be identified with A we're in trouble when D is
empty: no empty limits. Hence the peculiar “condition zero” in
the statement of the general adjoint functor theorem and any
number of requirements to come about zero objects and such,
all of which are redundant when one uses the right definition of
limit.

There is one generalization of the general adjoint functor the-
orem worth mentioning here. Let “weak-" be the operator on
definitions that removes uniqueness conditions. It suffices that
all small diagrams in 4 have weak limits and that T" preserves
them. See section 1.8 of Cats & Alligators. (The weakly com-
plete categories of particular interest are in homotopy theory. A
more categorical example is COSCANECOF, the category of small
categories and natural equivalence classes of functors.)

Pages 85-86: Only once in my life have I decided to refrain
from further argument about a non-baroque matter in math-
ematics and that was shortly after the book’s publication: 1

4Princeton, 1960
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refused to engage in the myriad discussions about the issues dis-
cussed in the material that starts on the bottom of page 85. It
was a good rule. I had (correctly) predicted that the contro-
versy would evaporate and that, in the meantime, it would be a
waste of time to amplify what I had already written. I should,
though, have figured out a way to point out that the forgetful
functor for the category, B, described on pages 131-132 has all
the conditions needed for the general adjoint functor except for
the solution set condition. Ironically there was already in hand a
much better example: the forgetful functor from the category of
complete boolean algebras (and bi-continuous homomorphisms)
to the category of sets does not have a left adjoint (put another
way, free complete boolean algebras are non-existently large).
The proof (albeit for a different assertion) was in Haim Gaif-
man’s 1962 dissertation®.

Page 87: The term “co-well-powered” should, of course, be
“well-co-powered” .

Pages 91-93: 1 lost track of the many special cases of Exercise
3-0 on model theory that have appeared in print (most often
in proofs that a particular category, for example the category of
semigroups, is well-co-powered and in proofs that a particular
category, for example the category of small skeletal categories,
is co-complete). In this exercise the most conspicuous omission
resulted from my not taking the trouble to allow many-sorted
theories, which meant that I was not able to mention the easy
theorem that B4 is a category of models whenever A is small
and B is itself a category of models.

Page 107: Characteristic zero is not needed in the first half
of Exercise 4-H. It would be better to say that a field arising
as the ring of endomorphisms of an abelian group is necessar-

SInfinite Boolean Polynomials I. Fund. Math. 54 1964
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ily a prime field (hence the category of vector spaces over any
non-prime field can not be fully embedded in the category of
abelian groups). The only reason I can think of for insisting on
characteristic zero is that the proofs for finite and infinite charac-
teristics are different—a strange reason given that neither proof
is present.

Page 108: I came across a good example of a locally small
abelian category that is not very abelian shortly after the second
printing appeared: to wit, the target of the universal homol-
ogy theory on the category of connected cw-complexes (finite
dimensional, if you wish). Joel Cohen called it the “Freyd cat-
egory” in his book®, but it should be noted that Joel didn’t
name it after me. (He always insisted that it was my daugh-
ter.) It’s such a nice category it’s worth describing here. To
construct it, start with pairs of cw-complexes (X', X') where X’
is a non-empty subcomplex of X and take the obvious condition
on maps, to wit, f : (X', X) — (YY) is a continuous map
f: X — Y such that f(X’) CY’. Now impose the congruence
that identifies f,g: (X', X) — (YY) when f|X’ and g|X' are
homotopic (as maps to Y). Finally, take the result of formally
making the suspension functor an automorphism (which can, of
course, be restated as taking a reflection). This can all be found
in Joel’s book or in my article with the same title as Joel’s.
The fact that it is not very abelian follows from the fact that
the stable-homotopy category appears as a subcategory (to wit,
the full subcategory of objects of the form (X, X)) and that
category was shown not to have any embedding at all into the

6Stable Homotopy Lecture Notes in Mathematics Vol. 165 Springer-
Verlag, Berlin-New York 1970

“Stable Homotopy, Proc. of the Conference of Categorical Algebra,
Springer-Verlag, 1966
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category of sets in Homotopy Is Not Concrete®. I was surprised,
when reading page 108 for this Foreword, to see how similar in
spirit its set-up is to the one I used 5 years later to demonstrate
the impossibility of an embedding of the homotopy category.

Page (108): Parenthetically 1 wrote in Exercise 4-1, “The
only [non-trivial] embedding theorem for large abelian categories
that we know of [requires] both a generator and a cogenerator.”
It took close to ten more years to find the right theorem: an
abelian category is very abelian iff it is well powered (which it
should be noticed, follows from there being any embedding at all
into the category of sets, indeed, all one needs is a functor that
distinguishes zero maps from non-zero maps). See my paper
Concreteness’. The proof is painful.

Pages 118-119: The material in small print (squeezed in
when the first printing was ready for bed) was, sad to relate,
directly disbelieved. The proofs whose existence are being as-
serted are natural extensions of the arguments in Exercise 3—-O
on model theory (pages 91-93) as suggested by the “conspicuous
omission” mentioned above. One needs to tailor Lowenheim-
Skolem to allow first-order theories with infinite sentences. But
it is my experience that anyone who is conversant in both model
theory and the adjoint-functor theorems will, with minimal prod-
ding, come up with the proofs.

Pages 130-131: The Third Proof in the first printing was
hopelessly inadequate (and Saunders, bless him, noticed that
fact in his review). The proof that replaced it for the second
printing is OK. Fitting it into the alloted space was, if I may say
so, a masterly example of compression.

8 The Steenrod Algebra and its Applications, Lecture Notes in Mathe-
matics, Vol. 168 Springer, Berlin 1970
9J. of Pure and Applied Algebra, Vol. 3, 1973
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Pages 131-132: The very large category B (Exercise 6-A)—
with a few variations—has been a great source of counterexam-
ples over the years. As pointed out above (concerning pages
85-86) the forgetful functor is bi-continuous but does not have
either adjoint. To move into a more general setting, drop the
condition that G be a group and rewrite the “convention” to
become f(y) = 1g for y ¢ S (and, of course, drop the condition
that b : G — G’ be a homomorphism—it can be any function).
The result is a category that satisfies all the conditions of a
Grothendieck topos except for the existence of a generating set.
It is not a topos: the subobject classifier, {2, would need to be the
size of the universe. If we require, instead, that all the values of
all f:S — (G,G) be permutations, it is a topos and a boolean
one at that. Indeed, the forgetful functor preserves all the rel-
evant structure (in particular, 2 has just two elements). In its
category of abelian-group objects—just as in B—Ext(A, B) is a
proper class iff there’s a non-zero group homomorphism from A
to B (it needn’t respect the actions), hence the only injective ob-
ject is the zero object (which settled a once-open problem about
whether there are enough injectives in the category of abelian
groups in every elementary topos with natural-numbers object.)

Pages 153-154: I have no idea why in Exercise 7-G I didn’t
cite its origins: my paper, Relative Homological Algebra Made
Absolute!?.

Page 158: I must confess that I cringe when I see “A man
learns to think categorically, he works out a few definitions, per-
haps a theorem, more likely a lemma, and then he publishes it.”
I cringe when I recall that when I got my degree, Princeton had
never allowed a female student (graduate or undergraduate). On
the other hand, I don’t cringe at the pronoun “he”.

10 Proc. Nat. Acad. Sci., Feb. 1963
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Page 159: The Yoneda lemma turns out not to be in Yoneda’s
paper. When, some time after both printings of the book ap-
peared, this was brought to my (much chagrined) attention, I
brought it the attention of the person who had told me that it
was the Yoneda lemma. He consulted his notes and discovered
that it appeared in a lecture that Mac Lane gave on Yoneda’s
treatment of the higher Ezt functors. The name “Yoneda lemma”
was not doomed to be replaced.

Pages 163-164: Allows and Generating were missing in the
index of the first printing as was page 129 for Mitchell. Still
missing in the second printing are Natural equivalence, 8§ and
Pre-additive category, 60. Not missing, alas, is Monoidal cate-
gory.

FINALLY, a comment on what I “hoped to be a geodesic
course” to the full embedding theorem (mentioned on page 10).
I think the hope was justified for the full embedding theorem,
but if one settles for the exact embedding theorem then the
geodesic course omitted an important development. By broad-
ening the problem to regular categories one can find a choice-free
theorem which—aside from its wider applicability in a topos-
theoretic setting—has the advantage of naturality. The proof
requires constructions in the broader context but if one applies
the general construction to the special case of abelian categories,
we obtain:

There is a construction that assigns to each small abelian cat-
egory A an exact embedding into the category of abelian groups
A — G such that for any exact functor A — B there is a nat-
ural assignment of a natural transformation from A — G to
A — B — G. When A — B is an embedding then so is the
transformation.

The proof is suggested in my pamphlet On canonizing cat-
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egory theory or on functorializing model theory''. It uses the
strange subject of 7-categories. More accessibly, it is exposed in
section 1.54 of Cats & Alligators.

Philadelphia
November 18, 2003

U Mimeographed notes, Univ. Pennsylvania, Philadelphia, Pa., 1974
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INTRODUCTION

If topology were publicly defined as the study of familtes of
sets closed under finite intersection and infinite unions a serious
disservice would be perpetrated on embryonic students of
topology. The mathematical correctness of such a definition
reveals nothing about topology except that its basic axioms
can be made quite simple. And with category theory we are
confronted with the same pedagogical probiem. The basic
axioms, which we will shortly be forced to give, are much too
simple.

A better (albeit not perfect) description of topology is that
it is the study of continuous maps; and category theory is
likewise better described as the theory of functors. Both de-
scriptions are logically inadmissible as initial definitions, but
they more accurately reflect both the present and the historical
motivations of the subjects. It is not too misleading, at least
historically, to say that categories are what one must define
in order to define functors, and that functors are what one
must define in order to define natural transformations.

|



2 ABELIAN CATEGORIES

The last notion existed in the mathematical vocabulary long
before it had a definition. The fact that it could be mathemati-
cally defined was discovered by Eilenberg and MacLane [6].
They began by describing what is perhaps the best known
example of a natural equivalence. Their approach seems un-
improvable and therefore we imitate it:

Consider a vector space V over a field 7, and let V* be its
dual space—the set of linear functionals from ¥ into F together
with the natural vector space structure. If ¥ is finite-dimensional
then so is ¥'*, and, indeed, V and V* have the same dimension.
The theory of vector spaces asserts, then, that ¥ and V* are
isomorphic. There does not exist, however, any particular iso-
morphism from ¥ to V*. (If one is so disposed, he may say that
Vand V* are unnaturally equivalent.)

Let V** be the dual of ¥*, Again the finiteness of V implies
that V and V** are isomorphic. But here there is a particular
1somorphism, one which stands out, if you will, among all the
others. Its definition requires a preliminary definition. For
xeV and (f: V— F)e V*, define X(f) = f(x). X is a linear
transformation from ¥V* to F, that is, ¥ € V'**. We define
®: V' — V** to be the function which assigns the value x € V'**
to each xe V. @ is a one-to-one linear transformation. The
equality of dimensions in the case when V is finite thus implies
that @ s onto and hence an isomorphism.

$ is an example of a natural equivalence. The analysis of
“natural” starts by the observation that ® is not just an
equivalence between two vector spaces but an entire collection
of such equivalences, one for each finite-dimensional vector
space. But more importantly, the collection relates not just two
big families of vector spaces but two operations on vector spaces,
namely the identity operation and the second-dual operation.
And most importantly, the operations not only operate on
vector spaces but on the entire collection of linear transforma-
tions between them. We return momentarily to the first duals,

INTRODUCTION 3

Forg: ¥V, — V, a linear transformation between vector spaces,
define g*: ¥V, — V* to be the function which assigns to
(f: Ve — F)e V¥ the element {fg: V; — F)e V¥ (g* is called
the dual of g). By iteration we obtain g**. V** — V**. The
critical property of the collection of @’s is that for every
g: ¥V, — V¥, the following diagram commutes:

01
* %
V,— V!

”l lgu
Ve g Vr*

Such an operationon linear transformations will be called a
functor. A collection of maps which yield such commuting
diagrams as the above will be called a naturai transformation
between functors. In the case at point, we will say that the
identity functor and the second-dual functor on finite-dimen-
sional vector spaces are naturally equivalent.

The second-dual functor assigns to each vector space a vector
space and to each map between vector spaces a map between the
corresponding vector spaces. The assignment has the property
that the second-dual of an identity map is an identity map and
that (fg)** = f**g** for any pair of composing maps f and g.
The proper abstraction of these statements will become our
definition of functor.

The notion of functor will be extended to operations which
assign objects with different types of structure. The best early
example of such is Poincaré’s fundamental-group functor: to
each topological space X there is assigned a group =(X); for
each continuous map g: X; — X, there 1s assigned a group
homomorphism m(g): =(X,) — m(X,).

As before, = carries identity maps into identity maps and
behaves well with respect to composition. A similar example
is the first-homology functor. It too assigns to a topological
space X a group H(X), and to continuous maps it assigns
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group homomorphisms. These two functors are related by a
natural transformation (not an equivalence) which exhibits
H(X)as n(X) “made abelian.”

The precise definition of functor (and hence the precise
definition of natural transformation) requires a definition of the
things functors are defined on. As a first approximation, let a
notion of “structure’ be assumed. Let a caregory be a class of
sets with structure and the class of structure-preserving maps
between them. A functor then is a function from one category
to another which assigns to the sets belonging to the first,
sets belonging to the second ; and which assigns to the functions
between sets in the first, functions between sets in the second;
and which, furthermore, carries identity functions into identity
functions and behaves well with respect te composition.

As a second approximation, we eliminate the vagueness of
sets-with-structure and structure-preserving functions by defin-
ing a category of sets as a class @ of sets together with a class
# of functions between them that includes the identity map
of each set in @ and the composition of any two composing
maps. Thus we throw away the “structure” on the sets. If we
start with a category of sets-with-structure and move to this
second approximation the “structure,” though missing, will
have had its influence: first, in reducing the class # to a
proper subclass of the class of all functiens; second, in insuring
that -+ has identity maps and is closed as much as possible
with respect to composition.

For the third approximation we throw away the elements of
the sets and then, necessarily, the fact that . is a class of
Junctions, We will use the words “object” and “map” as
primitives. Define a category as a class & of objects, a class of
maps # and a binary operation “not everywhere defined” on
#. Alist of axioms can be produced so that the class @ is very
much like a class of sets, .# like a class of functions between the
sets, and the binary operator like the composition of functions.
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Among the axioms there would have to be one which insures
for each object 4 € @ the existence of a map 1, which behaves
(under the binary operation) like the identity map on A. Such
an axiom exhibits a redundancy among the primitives. Hence
we throw away not only the elements of the objects, but the
objects themselves and arrive, finally, at our definition. A
category is a class of “maps” & together with a subclass
CC # x M and a function ¢: C — #. If (x,y) € C we write
e(x,y) = xy. If (x,y) ¢ C we say that “xy is undefined.”

Category Axiom 1 (Associativity)
For x,y,z € # the following are equivalent:
(a) xy and yz are defined
(b) (xy)z is defined
(¢) x(yz) is defined
(d) (xy)z and x(yz) are defined and equal.

Category Axiom 2 (Enough Identities}
Define an identity map as an element e €  such that when-
ever cither ex or xe is defined it is equal to x. For each
x € .4 there are identity maps e, e such that exx and xex
are defined.

The recovery of the more familiar proceeds as follows:

Proposition 0.1
If e and € are identity maps, and ex and €'x are both defined,

thene = ¢'.

Proof:

Let ex = x and €'x = x. Then e(e’x) = ex = x; hence, by
Axiom 1, ee’ is defined and e = e¢’ = ¢'. || (We shall use
the sign “l” to indicate ends of proofs.)

Proposition 0.1 together with Axiom 2 asserts the existence
of a function R: # — .# such that R(x) is an identity map,
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(R(x))x is defined, and if e is an identity map and ex is defined
then e = R(x). Similarly we define D: .# — # such that
D(x) is an identity map, xD{(x) 1s defined, and if e is an identity
map, xe defined, then e = D(x).

Proposition 0.2
xy is defined if and only if D(x) = R(p).

Proof:

- Since xy is defined and x = xD(x) it follows that
(x D(x))y is defined. Therefore by Axiom 1, D(x)y is defined,
R(y)y is defined, DX(x) and R(y) are both identity maps, and
D(x)} = R(y).

-— If D(x) = R(y) = e, then xe and ey are defined and
Axiom 1 asserts that xy = (xe)y = x(ey) is defined. |}

Proposition 0.3
If xy is defined then D(xy) = D(y) and R(xy) = R(x).

Proof:
Since yD(y) and xy are defined, Axiom 1 asserts that (xy) Dy
is defined and D(xy) = D(y). Similarly R(xy) = R(y). |}

“The” class of objects is defined to be a class &, the elements
of which are indicated by capital Latin letters, in one-to-one
correspondence with the identity maps of .#. Given 4 € @ we
indicate the corresponding identity maps by 1,. We define the
range of x € M to be the unique B € € such that 1; = R(x);
the domain of x is the unique 4 € @ such that 1, = D(x).
Propositions 0.2 and 0.3 translate therefore to the expected
statements about functions between sets. For objects 4,Bc @
we define (4,B) C .# to be the class of maps with 4 as domain
and B as range. We sometimes indicate an element x € (4,B)
by the symbol x: 4 — B, sometimes by A =+ B, and sometimes
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just by A — B (if only one element in (A, B) is under discussion).
The composition of two maps 4 — B8 and 8 — C will be
written 4 — B — C. Instead of writingequations 4 -~ B - C =
A — D — C we shall often say that the diagram

—_

B
v
C

O

— commutes.
A functor from a category #,; to .#,is a function F: .#, —
4 5 such that:

Functor Axiom 1
If e is an identity map in .#; then F(e) is an identity map
in M s.

Functor Axiom 2
If xy is defined in ., then F(x)}F(y) is defined in .#, and
equal to F(xy).

If ¢, and &, are classes of objects for #; and .#; we define

Propaosition 0.4
F(Domain (x)) = Domain (F(x)) and F(Range (x)) = Range
(F(x)). || (And here the sign “[]”” means no proof.)

Given x € (4,B) C .#,, it follows that F(x) e (F(A4),F(B)) C
M, F will send commutative diagrams into commutative
diagrams. Indeed, the functor axioms may be summarized by:

if A> B

)

C comimutes,
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Fix)

then F(4)— F(B)

N

F(C) commuies.

A natural transformation between two functors F, G, both
from .#, to .#,, is a function #: €, — .#, such that;

Transformation Axiom 1
For 4 € 0, n(A4) € (F(4),G(4)).

Transformation Axiom 2
For any x € (4,8) C #; the diagram

F(4) = F(B)
] )l lnw)

G(4) — G(B) commutes.

If for each 4 e ¢, there exists #71{4) such that 5(A)n—1(4)
and n~'(A)n(A) are identity maps, then # is & natural equivalence.

In 1952 Eilenberg and Steenrod published their Foundations
of Algebraic Topolagy (7], in which a homelogy theory is defined
as a functor from a topological to an algebraic category obeying
certain axioms. They classified such “theories,” an impossible
task without the notion of natural equivalence of functors.
Cartan and Eilenberg's Homological Algebra [4] and Grothen-
dieck’'s Elements of Algebraic Geometry [11] testify to the
fact that functors have become an established concept in
mathematics.

In 1948, MacLane drew attention to categories themselves
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[19]. He observed that many statements about abelian groups
were cquivalent to statements about the category of abelian
groups. (One can prove that all statements about abelian groups
can be so translated.) He pointed out that an advantage of the
“categorical” statement was that it allowed dualization. As a
quick example, we shall define a map 4 — B to be a mono-
maorphism if X =+ A — B = X > A — B always implies that
x = y. The dual notion is epimoerphism: B — C is an epi-
morphism if B — C =+ X = B — C 2> Ximplies that x = y.
{In the category of abelian groups a map is a monomorphism
if and only if it is one-to-one, and it is an epimorphism if and
only if it is onto.) A list may be constructed of pairs of such
dual notions. The dual of a statement shall be the corresponding
statement in which all the words have been replaced by their
duals. MacLane found conditions on a cafegory such that many
of the theorems true for the category of abelian groups still
held and he identified certain classes of statements that were
true if and only if the dual statement was true. He called such
categories abelian.

In 1955, Buchsbaum [2} refined the conditions and gave
convincing evidence that abelian categories allowed the full
development of homological algebra as in Cartan and Eilen-
berg’s book. In 1957 Grothendieck [I0] pointed out that
certain categories of sheaves were abelian and proceeded to
revolutionize algebraic geometry. The ubiquity of abelian cate-
gories has since become clear and their importance to mathe-
matics has been widely accepted.

Withont elements in the objects it was painfully difficult to
prove even simple lemmas for abelian categories. Enough were
proved, however, so that mathematicians began to recognize
a class of statements, true for the category of abelian groups,
which one could be coniident were true for arbitrary abelian
categories. A metatheorem was in order. It was provided,
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roughly simultaneously, by Lubkin, Heron, and the author.
The proofs were entirely different. They were similar in that
they proved that small abelian categories (“small” means a
set of objects) were isomorphic to certain very manageable
categories of abelian groups.

The aim of this work is to serve as a basis for the theory of
abelian categories. The full metatheorem and embedding
theorem have been chosen as targets, and indeed the book,
exclusive of the exercises, assumes what is hoped to be a geodesic
course to those ends. There are no prerequisites except an
elementary knowledge of abelian groups and modules, (We
again except the exercises.)

The full embedding theorem closes the book in more than
a literal sense. Much of the theory within abelian categories
is reduced to the theory of modules. Further investigations in
the subject will necessarily be directed towards functor theory
rather than category theory. It is fortunate that the attempted
geodesic course of this work brings us into contact with the
fundamental tools of functor theory. Chapter 6 not only serves
as a vehicle for the major constructive part of the embedding
theorems but also as an indicator of the powerful simitarity
of modules and functors. In Chapter 7 we not only dispatch
the embedding theorems, but illustrate the principle that im-
portant statements about functors viewed as functors may
follow from statements about functors viewed as objects in an
abelian category.

One important area of functor theory which is not touched
m the text is the theory of adjoint functors. It is too impertant to
leave out entirely, and hence we have included a range of
exercises on the subject.

Among the many people whose ideas and encouragement
were necessary for this beok’s present existence are David
Buchsbaum, Samuel Eilenberg, David Epstein, Serge Lang,
Saunders MacLane, Norman Steenrod, and Charles Watts.
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The writer must separately acknowledge his collaboration with
Barry Mitchell. For many years Mitchell was the writer’s
mathematical conscience: the erroneous proofs left in this book
can be explained as the result only of the writer’s perversity
in the presence of a master. The full embedding theorem, the
target of the work, was first observed by Mitchell, and if the
first rule of semantics had not prevented it, this book would be
entitled The Miichell Theorem.

EXERCISES ON EXTREMAL CATEGORIES

A. A category in which all maps are identity maps is a
discrete category. Any function between discrete categories is a
functor.

B. A category with only one identity map is 2 moneid. A functor
from one monoeid to another is a homomorphism.

C. A monoid in which every element has an inverse is a group.
Let Fand G be two functors, each from a group A to a group B, and
let #: F— G be a natural transformation. There then exisis x € B
such that for ail y € A4, F(y) = xG{y)x* —ie., Fand G are “con-
jugate” homomorphisms. An inner automorphism is a functor nat-
urally equivalent to the identity functor.

D. Let .# be a category with objects ¢ such that for every
A,Be @ it is the case that (4,8) U (B,4) has at most one element.
Define the relation << on & as follows:

A < B (AB)#0.

< is a transitive, reflexive, asymmetric relation, ie., (€,<) is a
partially ordered class. Given two such categories 4, and .4, with
classes of objects &, and &,, a functor from .4, to .#; induces an
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order-preserving function from @, to @,. Moreover, any order-pre-
serving function from &, to &, is induced by a unique functer from
M 10 A,

Let (0,<) be a partially ordered class and define .# =
{[A,B}]A < B}, We introduce a composition on .# as follows:
[4,BI[B,C] = [4,C]; [4,B][B,C]is undefined if B 7+ B',

Then .# is a category, & may be chosen as a class of objects for
#, and the partial ordering induced on €@ by . is the original.

EXERCISES ON TYPICAL CATEGORIES

I. Let .# be a category with objects &. Suppose . is a set. For
every A4 € 0, define F(4) = {x € M | range (x} = A} and fory: 4 —
Be.#, define F(y): F{(4) — F(B) to be the function induced by
composition. F is a one-to-one functor into the category of sets.

2. Let G beasemigroup (a set with an associative binary operation)
with a zero element 0 (Ox = 0 = x0, all x € ). A G-set is defined
to be a set .5 together with a “‘G-operation” on the set: for every
g € G and s € § there is assigned gs € 5. More formally, a G-set is a
set § together with a function G X S — § such that for any pair
g, g’ € G and 5 € Sit is the case that g(g's) = (gg")s. A pointed G-set
is a G-set with a distinguished element 0 € § such that for 2ll s € S,
0s = 0. A G-homomorphism between two G-sets is any function
h: 8, — S, such that for all g G and s S, it is the case that
h(gs} = g(h(s)). A G-homomorphism between pointed G-sets is said
to be passive if it doesn’t kill any element: i.e., for all s€ $ — {0},
h(s) # 0.

Given any collection of pointed G-sets the collection of all passive
homomorphisms between them is a category. We shall call such a
category an algebraic category.

3. Returning to the category # of part 1, assume that 0 ¢ .4
and define G = .# V {0}. G becomes a semigroup by defining all
products to be zero which are not previously defined in .#. Redefine
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F(A) for A € € to be {x € A | range (x) = A} U {0}. F(4) is a one-
sided ideal in &, Given y: 4 — B, the induced function, F(y): F{4) —
F(B)is a passive map between pointed G-sets, and conversely, given
a passive homomorphism A: F(4) — F(B) we may define y = A(l )
and obtain & = F(y). Hence .# is isomorphic to an algebraic
category.



CHAPTER 1

FUNDAMENTALS

We shall work within a set-theoretic language such as that
in Kelley’s General Topology [17].In the Introduction a category
was defined as a clagss # together with a “composition™ relation
satisfying certain propertics, We now explicitly impose what
was then tacitly understood, the axiom that for every two
objects 4 and B the class (A4,B} is a set. (For heuristic purposes,
a set 3 is a class “small enough”™ so that it has a cardinality.
The class of all sets is nor a set.) If .# is a set we shall call it a
small category.

We have adopted the convention of composing maps in the
linguistic order, rather than the diggrammatic order. Since cate-
gory theory is intended to be applied to problems concerning
sets and functions, and since the linguistic order of composing
functions has been generally adopted { (fg)(x) = f(g(x))), the
theory ought to conform. Hence 4 %> B> C is written
A5 C.

14
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The conflict could be avoided by writing the arrows in the
other direction: C +% 4 = C <.~ B <% 4. But here again we
are confronted with the traditional precedent in older branches
of mathematics, and we hesitate to declare independence (largely
because we wish to avoid independence).

As often as possible we shall write ‘4 %> B > C” instead of
“fg.” We are forced to write “fg” in expressions involving
addition of maps. The order conflict will concern us only
occasionally.

1.1. CONTRAVARIANT FUNCTORS
AND DUAL CATEGORIES

A coptravariant functor from a category .#, to a category
#, is a function F: A, — .#, such that

CF 1. If e is an identity map in .#, then F(e) is an identity
map in %,.

CF 2, If xy is defined in .#, then F(y)F(x) is defined in
# 3 and equal to F(xy).

(Sometimes we modify “functor” with the word covariant in
order to emphasize that it is not contravariant.)

For every category .# we define the dual category .#* =
{x*| x € M} where x*y* = (yx)*. The function D: M — M*
such that D(x) = x*, is a contravariant functor with a contra-
variant inverse D: M* — M, D(x*) — x.

If ¢ is a class of objects for .#, we may take 0* = {4* | 4 e O}
as a class of objects for .#*. Hence (4 — B) = B* Xy 4*,

For each property on maps or objects in categories there is
a dual property. If P is a property on maps in categories, P*
is the property defined by “x is P*”" < “x* is P.”” Some proper-
ties are self-dual: P = P*, the most obvious example being
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the property of being an identity map. In the next chapter we
shall list a set of axioms for abelian categories and it may be
observed that if .# is an abelian category then so is #*.
Hence for every theorem that follows from the axioms there is a
corresponding dual theorent; namely, the theorem in which each
property 1s replaced by its dual property.

1.2. NOTATION

Henceforth when we say that .« is a category we shall inter-
pret & as being both the maps and a class of objects. Hence
the staterments: “let 4 be an object in 7, “let x be amapin 27
are legislated to be meaningful. We shall use only lower-case
letters for maps, upper-case for objects. “x € &« means that
x is a map in &f; “4 € &7 means that A is an object in .

The usual procedure used in defining a functor 72 o — &
will be a two-step affair. In the first step we describe, for each
A € &7, an object F(A) € #. In the second step we describe, for
each x € (4,B) C &7, a map F(x) e (F(A),F(B)) C «.

Suppose that % is replaced by the category of sets &. In
the first step we must, for each 4 € ./, specify a set F(A).
In the second step we must specify, for each 4 — Be &/, a
function F(x): F(4) — F(B). To do so usually requires the
following initial horror:

“For y e F(4), [F®y)=....

Let this be taken as a warning for the next section.

1.3. THE STANDARD FUNCTORS

Let & be the category of sets, &7 an arbitrary category, and 4
an objectin . The functor (4,—): & — & is defined as follows:
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For Be s/, (A,—)}B) =(4,B) (the set of maps from 4
1o B).

For B, 2> B, € &, (A,—)(x) is the function
(4,B)) 225 (A4,B,) defined by
HAx) A 25 B) =A% B, =5 B, € (A,B,).

The contravariant functor (—,4): o — & is defined as
follows:

For B e &, (—,A}B) = (B,A).

For B, = B, € &/, (—,A)(x) is the function
(B.,4) &2 (B, A) defined by
[(x,A)](By =~ A) = B, = B, 2> 4 € (B, A).

1.4. SPECIAL MAPS

For the rest of this chapter and all of the next we shall be
working inside categories. That is, we assume that one category
is under discussion and that all maps and objects mentioned
are from that one category. Three special types of maps may
be mentioned:

A —— Bis an isomerphism iff there are maps
B> 4 and B> A such that

BYs A4 2>Band 42> B2 4
are identity maps.

The property of being an isomorphism is self-deal.

A — B 1s a monomorphism ifl the only pairs

C <> A, C £ 4 such that

C—*>A— B = C-2> 4— B are the obvious ones:

X =y
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A — B is an epimorphism iff the only pairs

B = C, B> C such that

A—> B> C = A— B> C are the obvious ones:
x = y.

Monomorphisms and epimorphisms are dual.

In the category of sets or abelian groups our definitions
coincide with the old (*monomorphism’ means ‘““one-to-one,”
“epimorphism” means “onto”}. The following propositions,
obviously true in the well-known models, can be proven in
general

Proposition 1.41
If 4 — B — C is a monomorphism then so is A — B. If both
A — Band B — C are monomorphisms thensois A — B — C. l

Proposition 1.42
If A — B — C is an epimorphism then so is B — C. If both
A — B and B — C are epimorphisms thenso is A - B— C. §}

Proposition 1.43
An isomorphism is both a monomorphism and an epimorphism,

Proof:
If A %> B is an isomorphism then there are maps such that

b . . b -
A= B> A is a monomorphism and B—=> 4 — Bis an
epimorphism. |}

Proposition 1.44
If A-°> B is an isomorphism then there is a unique map
B> Asuchthat A=>B>»A4=1,md B2> A2>B=

b . . .
lg and B —> A is an isomorphism.
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Proof:

Let b, and b, be as in the definition of isomorphisms.
B, A=B2v 4 5 4=B2s g °spi, 4_p',
B2>A4=B"»4 |}

Proposition 1.45
The composition of isomorphisms is an isomorphism. I

We say that two objects are isomorphic if there is an iso-
morphism between them. The above two propositions show
that the relation on objects so defined is an equivalence relation.

1.5. SUBOBJECTS AND QUOTIENT OBJECTS

Definition. Two monomorphisms 4, — B and 4, — B are
equivalent if there are maps 4, — 4, and A4, — 4, such that

l B and 1t B commute.
T
4, A,

A subobject of B is an equivalence class of monomorphisms
into B. We define the subobject represented by 4; — B to be
contained in that represented by A, — B if there is a map
A; — A, such that

A,
l T B commutes.

A,

Note that 4, — 4, must be a monomorphism and unique.
From the uniqueness we may conclude that if it is also the
case that the subobject represented by A, — B is contained in
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the subobject represented by 4, — B it follows that the sub-
objects are the same and that 4, and 4, are isomorphic.
The relation of containment is a partial ordering on sub-
objects.

Note that the relation *““is a subobject of” is not transitive.
Indeed, subobjects, as we have defined them, do not have
subobjects. But this is a baroque consideration. We are initially
misled, perhaps, by the transitivity of the relation “is a subset
of.”” Such must be considered an isolated phenomenon, Consider
the relation ““is a quotient group of™” in the classical theory of
groups, and recall that “quotient group” is there defined as a
set of cosets. Now a set of cosets of a set of cosets of 4 isnot a

set of cosets of 4. The relation “is a quotient group of” is not

transitive,
Two epimorphisms B — C, and B — C; are equivalent if
there are maps C; — C,; and C, — (| such that

C, c,

B/ l and B / ] commute.
™~ N

Gy &

A quotient object is an equivalence class of epimorphisms.
The quotient object represented by B — C, is called smaller
than the quotient object represented by B — C, if there is a
map C, — C; such that
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1.6. DIFFERENCE KERNELS AND COKERNELS

Given two maps 4 — B and 4 ~> B we say that K — 4
is a difference kernel of x and y if

DK1, KA B—K >A-2 >B

DK2  For all X— A4 such that X >4 "> B=X —
A > B there is a unique X — K such that

X
v\
K——> 4 commutes.

In other words, a difference kernel of x and y is a map into A
which fails to distinguish x and y, and is universal in that respect
—i.e., is such that every map into 4 which fails to distinguish
x and y factors uniquely through it.

We are not asserting here that difference kernels exist. We
are only defining them.

Proposition 1.61

If K — A is a difference kernel of A—> B and A—> B then
it is a monomorphism and it represents the largest subobject
Sof Asuchthat § ~A——> B—=8S 4> B

Prooj:

Let C—> K +A=C—"> K—~A=C—> A Then C <>
A—> B=C— 4 > B, by DKI. But by DK2 the factor-
ization through K is unique and hence ¢ = 4.

All difference kernels of A — B and 4 <> B represent the
same subobject, and conversely, if K — 4 is a difference kernel
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of 4—> B and A - B and if K’ — A4 represents the same
subobject, then X' — 4 is a difference kernel of 4 —> B and
A B

The difference kernel of 4~ Band A "> Ris the subobject
represented by any of its difference kernels and will be indicated
by the notation Ker(x-y). Formally, therefore, Ker(x-y) is a
subobject of 4. But the notation Ker(x-y) — 4 shall be used
freely to refer to g difference kernel.

The dual notion is difference cokernel. Given 4 —> B and

42> B we say that B— F is a difference cokernel of x
and y if

DC1l., A B—>F=A'>B—F

DC2  For all B— X such that 4 —> B— X = 4 >
B —— X there is a unique F — X such that

B——F
N
X

commutes.

A difference cokernel must be epimorphic and if one exists
it determines a quotient object of difference cokernels called the
difference cokernel, symbolized by Cok(x-y).

1.7. PRODUCTS AND SUMS

Given a pair of objects 4, B we say that an object P is a

product of A and B if there exist maps P> A4 and P2*> B
such that for every pair of maps X¥ — 4 and X —~ Bthereisa
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unique X — P such that

e

X—P commutes.
\ lp ]
B

Note that in the well-known categories of sets, groups, rings,
and topological spaces products can be constructed by taking
Cartesian products.

Proposition 1.71
If both P and P’ are products of A and B they are isomorphic.

Proof:
Let P2> 4, P> B, P'2> 4, P'™> B be the maps
described in the definition of products. There is a map P — P’

such that the diagram
A4
P
/ Tpi
P—pF

\ 2
Py
B
and there is a map P’ — P such that the diagram
A
7
P—pP
PN
P
B

commutes,

commuies.
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The composition P — P’ — P = P — P shares with the map

1 p the property that
A
7,

P5 P
\‘1”3
B commutes.

The uniqueness condition in the definition of products then
implies that x = 1p. Similarly P' — P — P’ is the identity. [

Products are determined “up to isomorphism” and we ought
not speak of rhe product. Again, this turns out to be a baroque
consideration. The notation 4 x B is interpreted as the product
of 4 and B, and it is assumed that

AxBZ»A4 and
A x B2 B
though not uniquely determined, are fixed.

The dual of product is sum. Given a pair of objects 4 and B
we say that an object . is a sum of 4 and B if there exist maps

A=> §and B-%> § such that for every pair of maps 4 — X
and B — X there is a unique map S — X such that

) N\

S— X commutes,

e
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Sums of the same objects are isomorphic; the notation
A + B refers to “the” sum of 4 and B; the maps A —> 4 +B

and B—=> 4 + B are “the” associated maps.
In the well-known categories the word **sum™ is traditionally
replaced by:

Categories Sum

Sets Disjoint union

Abelian groups Direct sum (Cartesian product)
All groups Free product

Commutative Rings Tensor product

Given X 2> A and X —*> B, the unique map X -~ 4 x B
such that
X—-AxBlr>sA4=X"+4 and
X—>AxB"»B=X">B

shall be designated X D 4 x B.
G :
On the other side we define A + B— > X to be the unique
map such that
[ (;;) x)
A= A+B—> X=A— X and

1

B"—**A-‘.B(”—"*X:Bfi*x.

1.8. COMPLETE CATEGORIES

Given an indexed set of objects {4,}; in a category, its product
is defined to be an object 1,4, together with maps

{H'iEIAi i}l At‘}f
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such that for any family {X > 4.}, thereisa unique X — 11,4,
such that X — 11,4, 2+ 4, = X" A4, The dual notion is
sum and it is denoted {4, —> 2A4.L

A category is left-complete if every pair of maps has a
difference kernel and every indexed set of objects a product.
Dually, a category is right-complete if every pair of maps has a
difference cokernel and every indexed set of maps a sum. If a
category is both left- and right-complete it is complete.

1.9. ZERO OBJECTS, KERNELS, AND COKERNELS

A zero object is an object with precisely one map to and
from each object. We reserve the symbol O for a zero
object. Hence the sets {(0,4) and {4,0) have one object each,
for all 4. The category of sets does not have a zero object;
the category of groups does: namely, the group with one
element.

If the category has a zero object we define the zere map
A" Bto be the unique map A — O — B. (It does not matter
which zero object is used.)

The kernel of 4 —> B is defined to be the difference kernel

of A2+ Band 42> B Henceif K — Aisakernelof 4 —> B
then

Kl.. K—>A>B=K-%B

K2. For all X -» 4 such that

— B commutes
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there is a unique X — K such that

X
K—r A commutes,

The usual notation for kernel of x is Ker(x). (Hence Ker(x) =
Ker(x-0).)

The cokernel of 4 — Bis the difference cokernel of 4 = B
and 4 — B, and it is symbolized by Cok(x).

EXERCISES

A. Epimorphisms need not be onto

1. Let R be the topological space of real numbers, Q C R the
subspace of rationals. The inclusion map ¢ — R is an epimorphism
in the category of topological Hausdorff spaces and continuous maps.
Indeed, dense subobjects may be defined as those represented by
epimorphic monomorphisms.

2. The values of a functor need not form a subcategory, i.e., need
not be closed under composition. The construction of the minimal
counterexample will be useful in a Jater exercise.

Let [+] be the category with two objects L and R and just three
maps: 1z, 1 and a map L — R.

Let [>—] be the category with objects L, M, and R and just six
maps: the three identities 17, 14y, 15, 2 unique map in (L,M) to be
called L — M, a unique map in (M,R) to be called M — R, and
their composition L — R the unique map in (L,R).

The sum of [—] with itself in the category of small categories may
be constructed as the category with objects L, Ry, L,, R, and just
six maps: the four identities and the two maps L, — Ry, L; — R,.
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Define the functor [+] + [—+] = [>—] by the following:

mL) =L
w(Ry) = m(Ly) = M
m(Ry) = R

i, - R)=L—-M
7w(ly— Ry) = M — R.

7 is an epimorphism in the category of small categories. The map
L — R is not a value of . The maps L — M and M — R are values.

B. The automorphism class group

Let o be a category, and [ the class of functors from . to .o
which are naturally equivalent to the identity functor. We say that
F: o — & is an equivalence if there is a functor G: of — o such
that FG and GF are in [. Let J be the class of functors from .« to.of
which are equivalences. 7 and J are closed under composition. Let
K be the class of natural equivalence classes of J. X, if it is a set, is a
group, and is called the automorphism class group of .o

I. Let o7 be the category of ordered sets and order-preserving
functions. Let D: o/ — o be the functor which assigns to each
ordered set the dual (opposite) ordered set. The automorphism class
group of =/ has at least two elements.

2. For many interesting categories, the automorphism class group
is trivial. When such is the case it is significant for roughly the same
reasons that it is significant that the group of field automorphisms
of the reals is trivial. All the structure on the real numbers may be
recaptured from the field structure alone; any property on real
numbers may be, perhaps laborously, defined solely in terms of the
properties of that number as an element of a certain field.

In essence the triviality of the automorphism class group means
that all the structure on an object that can be defined anywhere can
be defined “categorically”—in terms of its properties as an object in
an abstract category. In throwing away everything except the way
in which the maps compose, enough remains so that all the original
structure may be recovered.
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C. The category of sets

Let &% be the category of sets and functions. A set D with one
element is distinguished in the category by the fact that (4,0) has
one element for all 4 € 5°. The elements of a set A are in obvious
correspondence with the maps (D,4). The automorphism class
group of & is trivial.

To prove it, let F: & — & be any automorphism and first observe
that F(D) still has precisely one element. Define, for each 4 € &7, the
function 4 — F(A) to be such that

D —> F(D)

xl Lm)

A —> F(A)

commutes for all x € (D,A).

D. The category of small categories

Let € be the category of small categories. The empty category is
distinguished by the fact that there are no functors (maps) into 1t
aside from its own identity map. The category consisting of a single
identity map, which category shall be denoted by ““1,” is distinguished
by the facts that it is not the empty category and that (1,1) has a
unique element. The special category [—] defined in Exercise A is
distinguished, up to isomorphism, by the facts that (1,[—]) has two
elements and ([—],[—]) has three elements. The category {—] + [—]
is distinguished by the fact that it is the sum of [—] with itself. The
category [-—] is distinguished by the fact that (1, [=—]) has three
elements and ([—], [=—] has six elements, and by the existence
of an epimorphism

(] + =D ~>[=—1

There are two such epimorphisms. We choose one of them and call
it .

There is a unigque map [~] —> [->—] which does nor factor
through .
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1. The objects of a smalk category 4 are in obvious correspondence
with (1,A).

2. The maps of 4 are in obvious correspondence with ([—], 4).

3. Given the category ¢ and an object 4 € ¥, may we reconstruct
the composition table for 4?7 Not quite. The automorphism class
group of ¥ has at least two elements: the identity and the “dual”
functor which assigns to each small category its dual, The choice
mentioned above in selecting # will determine whether we construct
the composition table or the dual composition table.

We may, however, do one or the other, as follows: Given two

maps in A, represented by [+] = 4 and [+] %> 4, their compo-
sition is defined and equal to the map in A4 represented by [»] — A
iff there exists a map [>—] — A4 such that

[—]
L,

[—]+[—] &) commutes.

[

4. The automorphism class group of ¥ is the cyclic group of
order two,

5. The automorphism group of the category of partiaily ordered
sets and order-preserving maps is the cyclic group of order two.
(By Exercise 0-D we may consider the category of partiaily ordered
sets to be a part of the category of small categories. It contains the
special objects [+], [+—], [+] + [>] and they are distinguished
by the same facts.)

E. The category of abelian groups
Let & be the category of abelian groups. The group of integers Z
is distinguished, up to isomorphism, by the facts that:

(1) For every A € &, A not a zero object, (Z,4) has more than
one element,
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(2) If Z—=> Z is such that ¢* — g, then either e = 1 or e = 0.

Z 4+ Z is distinguished by the fact that it is the direct sum of Z
with itself in %. Let Z—> Z + Z be the unique map such tha

1
z—"+z+z@>zz1 and

®

ZLZ—%Z;}Z:L

1. The elements of 4 ¢ % are in obvious correspondence with
(Z,4).
2. Given two elements represented by Z = A and Z > A, their

sum in 4 is represented by Z 2> Z 4 Zﬁ» A.
3. The automorphism class group of ¥ is trivial.

F. The category of groups

Let & be the category of all groups, abelian or not. The group of
integers is distinguished by the same facts as in Exercise E. The map
Z»Z 4+ Z is not distinguished. There are two maps with the
following properties:

1
(1)2L)z+zi)>2= 1.
(2)zi>z+Z@>z= 1.
(3) Z 2 »Z 4 Z
l(a,t)
’ Z+2)+2z

|

Z4Zgw Z+(Z+2)— > Z+Z42Z

commautes,
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(Tedious computation is needed. Recall that Z 4 Z is the
Jree sum.)

We choose Z > Z + Z to be one of the two maps and as in
Exercise E we recover either the multiplication table of 4 € # or the
dual multiplication table.

‘The automorphism class group of # is trivial. The two-way
choice for & suggests that there are two elements in the group. How-
ever, the functor D: & — # which carries each group into its dual
(opposite} group is naturally equivalent to the identity.

G. Categories of topological spaces

I. Let 7 be the category of topological spaces. The space S with
two elements and the nonextremal topology (S has three open sets),
is distinguished by the fact that (S,S) has three elements. The space
with one element, *“D,” is distinguished by the fact that (S, D) has one
element. Choose one of the two maps in (D,S) and call it D —> §.
There is an obvious correspondence between the elements of 4 €.
and the maps (D,4). For every map 4 —> §, let A, C(D,4)
be defined by 4, = {D — 4| D—+ 4 = S = u}. Then one of the
two following facts is always true (depending on the choice
of u):

(i} Forevery A = 5, A, corresponds to a efosed subset of A and,
conversely, every closed subset of 4 corresponds to A, for some map
4=> 5.

(ii) For every 4 = S, A, corresponds to an open subset of A and
conversely.

Which of these two possibilities is true may be tested by the
following: Let 4 be any object in 7 such that for every D —— A
there exists @ € (4,5) such that 4, = {x}. If for all such 4 every
subset of (D,A) is of the form A4, for some ae(A4,S), then (i)
is true.

The automorphism class group of  is trivial.

2. Let 7, be the category of T spaces, i.e., those in which single
points are closed. The space S does not live in .7,. The space D is
distinguished by the fact that (4, D) has one element for all 4 .7,
A subset C C (D,A) corresponds to a closed set iff there is a space
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X and maps 4 — X, D —> X such that
C={D> A|D> 4> X =u}

The automorphism class group of 7, is trivial.

3. Let 7, be the category of Hausdorff spaces. The space D is
distingnished by the same fact as before. C C (D, 4) corresponds to
a closed set iff there is a space X and maps 4 = X, A —> X such
that G = (D=> A| D> 4°> X = D> 4> X}. (Every
closed set is a difference kernel and conversely.) The automorphism
class group of .7, is trivial.

H. Conjugate maps

For distinct objects 4 and B in a category &/ we say that 4 =+ B
and 4 > B are conjugate if there are automorphisms ¢, € (4,4),
@, € (B,B) such that

=1
AX> B=A%y 42 gt p

We say that A — A and 4 —— A are conjugate if there is an auto-
morphism ¢ € (4,4) such that

AL> A=A 45 455 4,
A functor F: & — of is an inner automorphism if

(1) F is naturally equivalent to the identity.
(2) F{A) = Aforall A € &7,

1. Two maps are conjugate iff there is an inner automorphism
which carries one into the other.
2. The two &'s of Exercise F are conjugate.

I. Definition theory

Let % be the category of groups. Suppose F(A4) is a one-variable
formula in the nth order language of the theory of groups (where the
one free variable is understood to be a group). There exists a formula
F’(A) in the nth order theory of # such that F'(4) «» F(A4). Indeed,
F’ will often be in a lower order language than that of F, as is the
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case for F(4) © A is isomorphic to the infinite cyclic group.

Fi{d) e Ve {[xe(4.B) A[(x A0}V (B = O)]}
AVAlec (4 A A =€)~ [{e=0)V(e= D]}

Moreover, for each of the above mentioned categories with
trivial automorphism class group the same situation occurs. In the
case of the category of small categories we must take the map

[+] + [—] ™ {——] as an additional predicate.

CHAPTER 2

FUNDAMENTALS OF ABELIAN
CATEGORIES

A category 7 is abelian if
A0, o has a zero object.

Al. For every pair of objects there is a product and
Al* asum.

A2,  Every map has a kernel and
A 2% a cokernel.

A 3. Every monomorphism is a kernel of a map.
A 3*, Every epimorphism is a cokernel of a map.

Axiom A 3 may be read as “every subobject is normal.”” Most

categories that arise in nature satisfy Axioms A 0 through A 2.

Often Axiom A0 is satisfied by using base points. Many

categories satisfyone of A 3 or A 3* Compact Hausdorff spaces
5
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with base points satisfy A 3; all groups (abelian or not) satisfy
A 3%,

2.1, THEOREMS FOR ABELIAN CATEGORIES

Consider an object 4. Let 8 be the family of subobjects of 4,
Q the family of quotient objects. Define Cok: S — Q to be
the function which assigns to each subobject its cokernel.

Dually, define Ker: Q — S to be the function which assigns
kernels. Note that Cok and Ker are order-reversing functions.
Axioms A 3 and A 3* are equivalent to:

Theorem 2.11 for abelian categories
Ker and Cok are inverse functions.

Proof:

Let A" — 4 be a2 monomorphism. By Axiom A 3 it is the
kernel of some map 4 — B. Let A — F be the cokernel of
A’ — A and let K — A be the kernel of 4 — F. We shall apply
the definition of kernel and cokernel a number of times. For
each it will be necessary to verify that a certain composition is
the zero map. To begin: 4’ - 4 — B = 0 and there is a map
F — B yielding a commutative diagram:

Ker(A —> B) = A’ F = Cok(4’ — A)
N
2
7N
Kerld - F) =K B

A" — A4 — F = 0; there is a map 4" — X such that
A!
| 34
X

commutes,

FUNDAMENTALS OF ABELIAN CATEGORIES 37

K — A4 - B =0; there 1s a map K — A’ such that
commutes,

Thus the subobjects represented by A" — A4 and K — A4 are
contained in each other and hence equal. 4" — A4 is a kernel
of A — F. Thus KerCok = ldentity, and dually, CokKer =
[dentity. |

Theorem 2.12 for abelian categories
A map that is both monomorphic and epimorphic is an iso-
morphism.

Proof:
Let A~ B be monomorphic and epimorphic. B — O is

clearly the cokernel of 4 —> B. B—> B is clearly a kernel
of B — 0. By the last theorem so is 4 — B. (Already we have
shown that 4 and B are isomorphic—they are both kernels

of the same map. The theorem asserts that the map 4 — B
is an isomorphism.) Hence there is @ map B—-> 4 such that
B> 4> B—B—>B Dually we note that 0 -4 is a
kernel of 4> B and that both 4> B and 4 —> A are
cokernels of O — A. Hence there is a map B-"> A such that
A—> B> 4 — A— A. By the definition of isomorphism,
A=+ Bissuch. ]

The intersection of two subobjects of A4 is defined to be their
greatest lower bound in the family of subobjects of A.

Theorem 2.13 for abelian categories
Every pair of subobjects has an intersection.
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Proof:

We shall prove a stronger property. Let 4; — 4 and 4, — 4
be monomorphisms, 4 — Fa cokernel of 4, -~ Aand 4,, — A,
a kernel of 4, - 4 — F,

First note that since

Ay —+ 4,
!
A—F

is zero there is a map 4,, - A4, (necessarily monomorphic)
such that

(2.131) Ay — A4,
| !

A, — A4 conumnutes.

(We use the fact that 4, = Ker(4 — Cok{(x))).)
Let X — 4, and X — A, be any pair of maps such that

X — A4,
! 4

A, — A commutes.
We shall show that there is a unique X — 4,, such that
X_’Alg_pAl:X_"’Al al'ld X_"A12‘_"A2=X_"A2

(when X “is a subobject” we will have proved containment in
Aj).

Themap X — Ay, existssince X > 4, > F=X— A4, - F=
0 and A,, — A, = Ker(4; — F). Thus there is a unique map
X — Ajp such that ¥ — 4,3, -~ 43 = X — A,. The other equa-
tion follows from X — A, - 4, >4 =X — 4, - 4 =
X — A4; > A and the fact that 4, — 4 isa monomorphism. |
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Dually every pair of quotient objects has a greatest lower
bound. Since Ker and Cok are crder-reversing and inverses of
each other, every pair of subobjects has a least upper bound.
Hence the family of subobjects of A is a lattice. We shail use
the standard lattice symbols |J and 1.

Theorem 2.14 for abelian categories
Every pair of maps A— B, A~ B has a difference kernel.

Proof:
We construct the difference kernel by “intersecting the

graphs.”

Consider the monomorphisms 4 ~=> 4 x B and 42>
A x B. Let K — A x B represent their intersection. ((1,x) is a
monomorphism since when it is followed by p, the composition
is a monomorphism.) We obtain a commutative diagram:

KL-VA

J o e

A—-—» 4 x B

11,x)

By applying p; we see that k; = k,, and by applying p, we see
that K== 4 ~> B — K~> A¥> B(wherek =k, = k,). Let
X —>A be such that X 4> B=X—>A-> B. Then

X— A4

i

Agsr A X B commutes.

(to prove it apply both p, and p,), and by the proof of Theorem
2.13 there is a unique factorization of X — A through K —~ 4. |}
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Dually for every pair of maps 4 —> B, A X+ B thereis a
difference cokernel.
A commutative diagram

is a pullback diagram if for every pair of maps X — A4 and
X — B such that

X—+B
I

A—~C commuies,

there is a unique X —P such that X P >4 =X — 4
and X - P —-B=X—B Our proof in Theorem 2.13
was actually a proof that Diagram 2.131 was a puliback
diagram.

Theorem 2.15 for abelian categories
Every diagram B

A = C  can be enlarged to a pullback diagram.

Proof:
Consider 4 x B and the two maps 4 x B> 4 — C and

Ax B2 B, and let K >4 x B be their difference
kernel. Define

K>A=K->AXBZ>4

K—+~B=K—Ax BZ>r B
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It is easy to verify that

is a pullback diagram. |

Proposition 2.151
PR PR
Ifl land] 1 are pullback diagrams then P and P’
A—-C A -=C
are isomorphic. Indeed there is a unique map P — P’ such that

P
| g
N

PJ
commutes, and it is an isomorphism.

Proof:

Virtually the same as for products (Prop. 1.71). To make it
easy we may note that in the category whose objects are
{{4 — C)| 4 € &} (C fixed) and whose maps are described by
(A—+C,B>C)={4d >Be(4AB)|Ad—>B—>C=4—C},
the product (P - ) =(4 - ) x (B—C) is precisely the
diagonal map of the pullback diagram in «7. [

A commutative diagram

Ad—-R

ol
C—-P
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is a pushout diagram if for every pair of maps B — Xand C — X
such that

4A—~B

ool

C—-X commutes,

there is a unique 7 — X such that B—P - X = B— X and
CP—-X=C—JX.

Theorem 2.15* for abelign categories
Every diagram A — B
l
C can be enlarged to a pushout diagram,
and, up to isomorphism, uriguely so. |

The image of a map 4 — Bis properly defined as the smallest
subobject of B such that A — B factors through the representing
monomorphisms.

Theorem 2.16 for abelian categories
A — B has an image and it is equal to KerCok(A -~ B).

Proof:

We shall say that a monomorphism S -~ B allows 4 — B
if A — B factors through it, i.c., if there is a map 4 — S such
that 4 —+§ — B = 4 — B. We shall say that an epimorphism
B — Fkills A - Bif A —+ B— F = (0. These two properties are
subobject and quotient object properties respectively.

Lemma. A subobject allows A — B iff its cokernel kills
A—B |

Now Cok(A — B) is the largest quotient object that kills
A — B. Hence KerCok(A — B) is the smallest subobiject that
allows 4 — B, i.e., it is the image of 4 — B. i
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Notation: Im(A——> B) or Im(x) is the image of A4 = B,

Theorem 2.17 for abelian categories
A —~ B is epimorphic iff Im(A — B) = B, and hence, iff
Cok{A — B) = O.

Proof:

- Clear.

<  If Cok(4 — B) = O then by last theorem Im(4 — B) =
B—> B.Suppose A > B—> C = A4 — B> C Let
Ker(x-y) — B be the difference kernel of x and y. Then there is
A — Ker(x-y) such that 4 - B = A — Ker(x-y) — B, and
Ker(x-y) contains the image of 4 — B. Thus Ker(x-y) = B and

x =y I

For A — B there exists a unique map 4 — Im(x) such that
A—Im(x)~B =4 B.

Theorem 2.18 for abelian categories
A <> Im(x) is epimorphic.

Proof:
If Cok(A — Im(x)) # O, then 4 — Im{x) factors through a
proper subobject of Im(x), which contradicts the definition of

Imx). |

The dual of image is coimage. The coimage of 4 — B 1s the
smallest quotient object of 4 through which 4 — B factors.
Notation: Coim{A — B), Coim(x).

Theorem 2.16* for abelian categories
Coim(A — B) = CokKer(4 — B). |}
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Theorem 2.17* for abelian categories
A — Bismonomorphic iff Coim(4A — B) = A iff Ker(A — B) =

o. |
Let A — I' be a coimage of 4 — B and consider 4 — I’ — B.

Theorem 2.18% for abelian categories
I' —~ B is monomorphic. |

“Unique factorization theorem”
Jor abelian categories, 2.19

If4 —~B =A—1I— Bwhere A — I is epimorphicand I -~ B
iy monomorphic, then A — is a coimage of A ~ Band I — B is
animage of A — B and for any other such factorization A —~ I — B
where A — [ is epimorphic and I — B monomorphic, there is a
unigue I — [ such that

i
\ I / commutes,

and I — I is necessarily an isomorphism. |

22, EXACT SEQUENCES

Theorem 2.21 for abelian categories
For A — B — C the following conditions are equivalent:

(@) Im(A — B) = Ker(B — C)
(&) Coim(B — C) = Cok(A — B)
(c) A-B—-C=0and K »B—>F =10

where K — B is a kernel of B—~Cand B— Fis a cokernel of
A— B,
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Proof:

(a) = (0) That A -~ B — C =0 is clear; we must show
that K — B — F = 0. We note that Ker(B - C) = Im(4A — B) =
KerCok{A — B) = Ker(B — F). Becauvse K — B is a kernel of
B —C, it follows that K - B - F = 0.

(c) = (a) Let { — B be a kernel of B — F, and thus an
image of 4 —+B. Since K—+B—+~F=0, Ker(B—~C) C
Im{4 - B). On the other hand, since A B - (C =0,
Im(A — B) C Ker(B — C).

That (b) ©» (c) is proved dually. §

We say that a sequence -+ —+ A, Ay > Ay >4, —-+- is
exact if for each i, Im(A,_, = A;) = Ker(4; — 4,,).

Proposition 2.22

0—+K—~A is exact iff K — A is monomorphic.

0—+K—-A—+B is exact iff K— A is the kernel of
A—B.

B—~F—~0 is exact iff B— F is epimorphic.

A—-+B—->F—-0 is exact iff B — F is the cokernel of
A—~B.

O—+4A—-B—-0 is exact iff A — B is an isomorphism,

A—~B->B is exact iff A — B is the zero map.

O —+A4—+B—C— 0 isexact iff A — B is a monomorphism
and B — Cisa cokernelof A — B. |}

2.3. THE ADDITIVE STRUCTURE FOR ABELIAN
CATEGORIES

Theorem 2.31 for abelian categories

0]

The sequence O — A Ay 4 + B—> B — 0 is exact.
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Proof:
@

A=+ 4 + Bisclearly monomorphicsince 4 —> 4 + B—>

A is. To prove that A4 —|—Bm—>~B is a cokernel of u, let
A +B@> X be a map such that 4 > 4 +BQ>X=0.

Thenx —0and 4 + B> x =4 + 8% 52> x. |

Theorem 2.32
1,0}

O—>A—> A X BZ> B_. 0 is exact. I

Proposition 2.33 for abelian categories
The intersection of A 2> A + Band B2> A + B is zero.

Proof:
The proof follows from the construction of intersections. |

Dually, 2.34
The greatest lower bound of the quotient objects A x B > 4
and A x BZ> Bis 0. [

By Ker—Cok duality, the least upper bound of 4 = 4 + B,
B+ 44+ Bis A+ B. Given a sum A + A4, +---+ A4,
and a product B) X --- X B, every map from the sum
to the product is represented uniquely by a matrix (x,)
where

A" B, =A, "> 4, +---+A,—~ B, x -+ x B, 2> B,

Theorem 2.35 for abelian categories

G 9

A; + A — A, X< Ay is an isomorphism.
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Proof:
Let K— 4, + A; be the kernel of ((l) ?) Then K —

9
A1+A2((’_]*A1 XAzL‘AIg:K_"Al +A2ﬂ>/j2 and

K — A; + A, is contained in A, <> A, + A, Similarly it is
contained in 4, —> A, -+ A,, and hence it is contained in their

intersection, which is zero. Thus K = & and ({1) (l)) is mono-
morphic. Dually it is epimorphic and hence an isomorphism. [

® )
Thus 4, + Azi* A, A, + A, ('i—r— A, may be taken as the

product of A; and A,.

Notation: A @ B shall be used to denote the sum 4 + B
and the product 4 x B, and shall be called the direct sum of
A and B.

(LD

A A DA =44+ Athe “diagonal map.”

1
A@A> A =A% A Q’- A the “summation map.”

Given two maps 4 =— B, A => B we define

xty
AL»B=A"+>,4@AQ>B

xty
A2>B—4A= By B2 B

Proposition 2.36
O+x=x=x+4+0; 0+x=x=x40.
L L R R
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Proof:

A(—]—)A@’*B A+ A8 4558

and A—>A+A£)+B A>A4+42> 45+ p

—4— B §
Proposition 2.37
For B— C, (ux + uy) = u(x + y)andfor C "> 4,
z L

(xz —11; yz) = (x ;1; y)z

Proof:
(x
A+A—)*B—>C A+A-(——+C |

Theorem 2.38

+ and + are the same binary operations, and they are (it is)
L ]

associative and commutative.

Proof:

Consider 4> 4 DA Q’- B @ B—= B. Observe that

(; JZC) - ((;)( )) (ie., if we label 4 @ A — Dand(y) _

dy, (x) = d,, then (;’ x) = (d,,dy)). Thus

-4
N NN
and
A 4 @04% ) pop g [(;’)ai-(j)a]
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On the other hand, 4 ‘>4 @A Q* B @© B=[(w,x) :Ir: (y.2)]

and 4 > (4 @A)&(B@B)—“—»B=(w +x) +(y + 2).
R L R

Thus W+ x)+(y+zy=wW+ 3y +(x + 2). Letting x =
R L R " R 1
y—Oweobtainw+z—w+z
Calling both + and —|— by the same name “4-” the equation

rewrites : (u—i—x)-l—(y-i—z) (u + ) + (x + z); letting y = 0,
u+x)+z=u+(x+2),and lettingu=z=0, x+y=

y+x §
The usual rules of matrix multiplication can now be proven.

Theorem 2.39 for abelian categories
The set (A,B) with the operation + is an abelian group.

Proof:

1 x

Given 4~ B consider the map 4 @ B > A®B. Its

kernel K =2 4 @ A is such that 0 —K%AOB(O—T)*

(a xa+b)

AOB=KE= 4B and g =0, b =0. Thus ((1) ’f)

is monomorphic. Dually it is epimorphic and thus an iso-
morphism. It is easily seen that its inverse must be of the form

((1) ‘;,)wherey+x=0. |

From now on, (4,8) shall refer to the group of maps from
A to B. For each triple A4,8,C we have a bilinear function
¢: ((4.8),(8,C)) — (4,C) defined through composition of maps.
The endomorphisms of an object 4, that is, the maps from A4 to 4,
form a ring with unit.
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2.4. RECOGNITION OF DIRECT SUM SYSTEMS
A set of four maps
A4S, A, S
S8 A, 5S> 4,

is a direct sum system if .5 is a direct sum of 4, and A4, and

w, = (1,0)u; = (0,1, p, = ((1)) »Pz = ((1)) . Two useful theorems

on the reCOgnition of direct sum systems are the following:

Theorem 2.41 for abelian categories
If wy, uy, p1, py are such that

AIL)'SP_I)'A]_:].AI, Az_“g_)'Sﬂ}AB_—-]Az,
A 2 S5 4, =0, A, §8> 4. =0,

and Wp, + apy = lg,
then uy, 4y, py, py form a direct sum system.

Proof:

Let X=> A, and X =*> 4, be an arbitrary pair of maps.
Define X — S — w,%; + uyx,. Then pix = pilux + ugpy) =
PrisXy + pritaXg = Xy PoX =P2(“1x1 + usx;) = Dol Xy + PollaXy =
x;. We shall know, then, that {§ 2> 4,, § Pey Ay} is a product,

once we know that x = u;x; + wyx, is the only map such that
P1X = X3, PoX = X,. But for any such x,

x = lgx = (W p1 + wppa)x = tiyx) + %,
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Dually (4, => S, A,—> 8)is a sum of 4; and A,, and the
theorem is proved. |

Theorem 2.42 for abelian categories

If wy, uy, pr, ps are such that 4, 2 S8 4 = la, As ey
S 4, =1,, and A, > S> A, and A, = S > A, are
exact, then w,, Uy, p1, ps form a direct sum system.

Proof:

Just as in the last proof, it may be shown that for every pair
(X 2> A4, X 2> Ay there is a map X = S such that X =
X3, psX = X,. For the uniqueness of x suppose x’ is such that
X =X, pax’ = X Let z=x— x’ and note that p,z =10
pz =0. We must show that z =0, O— A, SB> 4,
is exact since #, is a monomorphism (p,u; is a monomorphism).
Hence there is a map X — A, such that

X
O— A, S+ 4, commutes,

and X > A, =X d,— 4, =X > 4,584, =
X=>»§8 4 —0.Hence X—> S = X—> 4, - § = 0.

2.5. THE PULLBACK AND PUSHOUT THEOREMS

Proposition 2.51 for abelian categories
(Ker(x - y) = Ker(x - y))

Given A~ Band A-=> B,let z = x — y. Then Ker(A—> B)
is the difference kernel of A= Band A"~ B. |}
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Theorem 2.52 for abelian categories

Let
P—B

L
A—C

be a pullback diagram and K — P a kernel of P — B. Then
K—+P—>Ais a kernel of A — C. In particular, P — B is
monomorphic iff A — C is monomorphic.

Proof:
Suppose X — 4 is such that X — 4 — C = 0. Then the
diagram
X8

b

A—C

commutes and there exists a unique map X — P such that
X—+P—+A=X—+A4and X —+P— B =0. From the latter
we obtain a unique map X — K such that¥ - K P - 4 =
X—A §

Proposition 2.53 for abelian categories
Given a square
C—>2> 4
1
B - P
)

consider the sequence C 22 4 @ B-"2% P,

C-ADB—->P=0 iff the square commutes.
C—-Co>ADB->F is exact iff the square is a pullback.
Co-A®B—-P—0 is exact iff’ the square is a pushout.

O—-C—oADB—->P—0 is exact iff the square is both a
pullback and a pushout. |
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In the last mentioned case the square is said to be a Doolittle
diagram. (The apparent asymmetry of the sequence vanishes
when if is observed that the minus sign could bave been placed
before any one of the four maps.)

Pullback theorem 2.54 for abelian categories

i

o o— Mo
!
Oy W

!

is a pullback diagram and B — C is epimorphic, then 5o is
P— 4.

We shall prove the dual:

Pushout theorem 2.54*

¥

is a pushout diagram and C—> A is monomorphic, then so is
B—P. )
Proof:

(-9

By hypothesis the sequence C <3 A ®B—">P >0 is

- . . (2,b)
exact and C®% 4 @ B is a monomorphism since C=>

A4 @ BZ> A is. Hence, the diagram is a Doolittle diagram, in
particular it is a pullback diagram and Theorem 2.52 applies. i
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2.6, CLASSICAL LEMMAS

We have proved all the “internal” lemmas on abelian cate-
gories that will be needed for the weak embedding theorem,
Once that theorem is proved an infinite variety of lemmas
become provable by checking their truth in the category of
abelian groups, i.e., by the classical procedures of “chasing”
elements around diagrams, This process will be elucidated in
Chapter 4.

In this section we shall state and prove a number of such
lemmas for abelian categories. We of course do not use the
weak embedding theorem. The proofs are, however, instructive
and the lemmas will be needed, albeit after the proof of the
weak embedding theorem.

Throughout this section we suppose we are working in an
abelian category.

Lemma 2.61 for abelian categories
Suppose that the commutative diagram

By —~ By,

l 1™
O — By — Byy — By

is such that the bottom row is exact. Then the square

By, — By
} }
By — By,

is a pullback iff O — By, — By, — By, is exact.

Proof:
— We shall prove that B,; — By, is a kernel of B;, — B,,.
Suppose X — B,, is such that X — B,, — B,; = 0. Since
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X — By, — By, when followed by By, — By, is zero, we have
a unique factorization X — By such that X — By — By, =
X — B,; — B,,. That is, the diagram

X — By
|

By, — By commutes,

and hence there is a unique factorization X — B;; such that
X —B;; > Bj; = X — By,.

- Let O — By — Byy — B,y and O — By; — By; — By
be exact and

X — By
! !

By, — By commutative,

Since X — By = Byy = X — By — By, — Byy = Owe have a
unique factorization X’ — By, such that X — By, — By, is the
given X — B;,. We will know that By, is the pullback when it
is established that X — By, — B,; i1s the given X — B,,.
But X -By —~B8; >Byy=X—>By—>By—>By=X—
B, —> By =X— B, —B,,. Since B, —+ B,, is a mono-
morphism it may be cancelled from the extremes of the last
equation. |

Lemma 2.62 for abelian categories
If B, — By is a monomorphism,

Ker(Bl — Ba)' = Ker(Bl —_ Bg — Bs).

Proof:
X_".Bl_*.32=0i_ﬂ.‘X—>'Bl—)"Bs=0. l
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Lemma 2.63 for abelian categories
Consider the commutative diagram

0
!

O_)'Bo _”'Bl_"Bg —* O
v
O—~B,—B, — B,
in which the top row is exact. The bottom row is exact iff the

column is exact.

Proaof:
<= By preceding lemma.
- Consider the commutative diagram

0
l

P —-K—>0

ool

O — By — B, — B, — O

Py

0 —~B,— B, — B

in which the two bottom rows and the right hand column are
exact, and the (sub)diagram

P K

1o
B, — B, is a pullback diagram,

The top row is exact by the pullback theorem, 2.54. We wish
to prove that K = 0. It suffices to prove that P - K — B, = 0.

P—~B —>B > B, = 0 implies that there is a map P — B,
such that P - B, = P — By — B,. Hence » - K — B, =
P—+B —+B,=FP—>B,—~B—~>B=0 |}

Lemma 2.64 for abelian categories
Consider the commutative diagram

O 0 0
! { !
O — By; — By — By,
! ! +
O — By, —+ Byy — By
i 1
O — By, — By,
1 with exact cofumns and
(9 exact middle row.

The top row is exact iff the bottom row is exact.

Proof:

Since B3 — By, is monomorphic, G — B}, — B3 — B3 is
exact iff O — By, — By, — By is exact (by 2.62). O —» By, —
By, — Bs; is exact iff

By, — By,

l {
By — By, is a pullback diagram (by 2.61).

Again by 2.61 (turned sideways),

By — By

i l
By — By

is a pullback diagram iff O — B,; — By, — B, is exact. Since
O — Bn —r B21 —_ le iS exact, O - Bll —r B21 - Bag iS exact iﬁ.
O — By, — By, is exact (by 2.63). |}
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“Nine lemma”* for abelian categories, 2.65
Consider the convmutative diagram

0 o o
! l i
O—~By—~B,p—~+B,;3;—~0
l | !
O — By, > By, > Byy > O
! ! i1
O — By - By — By, O
l l 1 with exact columns and
0 0 o exact middle row.

The top row is exact iff the botiom row is exact.

Proof:
Simply adjoin the last lemma and its dual, [

The full proofs of the following are left as exercises.

2.66 Noecther isomorphisms
322/‘811 BEE
(Let BHC ‘821 C ng; thenﬁz_l["a_n i —Bz—l .) Lf?f ‘BII —_— 321 ﬂ'nd
let By, — B,y be monomorphisms. Then there exists an exact
commutative diagram.

0 0 0
! ! 1
O— By, — B; — 0O
{ ! l
O— By — By - Byy/Byy — O
I} ) l
O — By/B;; — Bysf By — Bys/By, — O
i) ) l
Q (4] 0 .

* “Three-by-threc lemma’ would be a better name.
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2,67
( By, . By, U By
Blﬂ ' B21 o -B2I
monomorphisms such that the union (least upper bound) of their
images is Ba,. Then there exists an exact commutative diagram:

.) .Ler B]_g — B22 and Bg]_ —> Bzg be

o 0 0
! i !
O— B; — By —Bp/B—0
l i) !
0 — Bz]_ — By — Bzz/Bl -0
! 4 i’
0 — lefBll - 322/312 —- 0O
! !
0 ) |

Splitting maps, 2.68

Let By, — By, be such that there is a map By, — By such that
By — Bys — By = 1. Thenif O — By — Byy — By — O is exact
there is a map By — By such that Byy — Byy — By = 1, and B,
together with the four maps to and from By, and By, is a direct

sum system.

Proof:
Use the nine lemma (2.65) on the following:
(¥ 0
il !
O —+Byp—By;—0
1 ! }
O — By — Byy > Byy >~ O
} } !
0 _)‘le _)"Bg]_ — O
! L]
o ()

For the last part of the proposition use 2.42. |}
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EXERCISES
A. Additive categories
A pre-additive category is a category .# with a zero object and an

operation not everywhere defined on 4 (indicated by the symbol
*4+*) such that

ACLl.  x+ yis defined iff x and y have the same range and
domain.

AC2, w(x -+ y)z = wxz — wyz when defined.

AC3A For objects A,B ((4,B),+) is an abelian group with the
zero-map as neutral element.

1. If .# is a pre-additive category and 4 X B exists, then 4 + B
exists and is isomorphic to 4 x B,
2. If .4 is a category with a zero object such that for every object

!
A, A X Aand A + A4 exist and 4 + AﬂA % A is an isomor-
phism, then there is a unique operation “+4 such that AC! and
AC2 are satisfied. ((4,B) +) is not necessarily a group but it is
commutative, associative, and has the zero map as a neutral element.

3. Let .# be a pre-additive category and let .4 be the category
of all rectilinear matrices. Prove that .# ® is a pre-additive category
under the usuval composition and summation rules for matrices.

4. Every pair of objects in .#% has 2 product. A pre-additive
category with finite products is an additive category.

If a functor between pre-additive categories preserves the pre-
additive strueture it is called an additive functor.

5. The obvious functor # — .#® has the property that, for
every additive # and additive functor .# — 4, there is an additive
functor #¥ —~ # such that H# — #% > B - & > F and
#? — & is unique up to natural equivalence.
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B. Idempuotents

An idempotent is a map e such that ee = e. We say that idem-
potents split in a category &7 if for every A = A such that e? = ¢
thereisan object Band maps 4 — B, B— Asuchthatd - B—> 4 =
eand B—~A—>B=1.

1. If every idempotent may be factored into an epimorphism
followed by a monomorphism, then idempotents split,

2. Let o/ be any category. Let &7 be the category whose objects
are pairs (4,e) where A € & and e is an idempotent on 4. The maps
from (A,,e,} to (A,,e;) are defined to be those maps 4, — A, such
that 4, <> A, — Ay —2> A, = A, — A, Prove that & is a category
in which idempotents split.

Letting .o/ — 5 be the functor which sends 4 to (4,1), prove that,
for every category 4 in which idempotents split and every functor
s — A, there is a functor & — # such that

F—

N

and moreover the functor % — # is unique up to natural equi-

valence.
3. If every pair of objects in & has a product (sum) then every

pair of objects in & has a product (sum).

commutes

C. Groups in categories
1. In the category of sets with base points, a group is an object

A together with a map A X 4 —> A such that:
(1) AXAX DD 4 x 47> A=
(AX X AZ> 4 x A5 4

(2) A Ax A4 A=1

(3) There exists a map 4 —> A such that

A A x4254=0
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The group is commutative if:

(4) For A X A~ 4 x A the map which “twists compo-
nents,” i.e,, is such that

AxAi+AxAﬁ+A=Fﬂ“=1
piifi=2,

jtisthecasethat 4 x A—> A X A"> 4 = m.

Given two groups 4 X A—> A and B X B> B, a homo-
morphism from A to B is a map 4 = B such that

AX A" A4
rxpl_xp,)l lx commutes.

BxB=> B

2. Let & be a category with finite products and a zero object.
A group in ./ may be defined precisely as above and so may
homomorphisms between groups in .

If A X A—> 4 is a group in 7, then the contravariant functor
(—,4): o — & may be factored through the forgetful functor from
the category of all groups to the category of sets with base points (the

functor forgets the group structure). This is simply the observation
(B.1)

thatforany B e &7,(B,4) x (B,4) —~(B,A X A)—> (B,A)isa group
in &, and that for any B — B’ € #, the induced map from (B’,4) to
(B,A) will satisfy the requirement for a homomorphism.,

3. Let 4 be an object in & and let F be a contravariant functor
from & to the category of all groups % such that when followed by
the forgetful functor into the category of sets the composition results
in the functor (—,A4). Define me(4 x 4,4) to be the image of
{P1,p2) under the map (4 x 4,4) X (4 X A,4) — (4 X A,4) which
results from group multiplication. Then 4 X A —> A4 is a group in
s and the given functor Fis the same as described in part 2 above.
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4. A cogroup in & is an object 4 together withamap4 — A4 | A4
which satisfies the duals of the axioms for a group. If 4 is a co-
group and B is a group then the set (4,B) enjoys group structures
inherited from either 4 or B. They are, in fact, the same, and re-
gardless of the commutativity of either the given group or cogroup
structures, (A4,B) is a commutative group. {2.38.)

5. A topological group is a group in the category of topological
spaces. Let € be the category of commutative groups in the category
of compact Hausdorff spaces. € is an abelian category.



CHAPTER 3

SPECIAL FUNCTORS
AND SUBCATEGORIES

It has been said that categories were invented in order to
eliminate the inside theory and thus concentrate on the outside.
Thus far we have been inside a given, but unspecified, category.
But as is usually the case (wherefore categories), it is necessary

to go outside in order to see the inside. Hence our first chapter
on functors.

3.1. ADDITIVITY AND EXACTNESS

Let o and # be categories. Given a functor F: of — &
and any two objects 4,,4, € &, F induces a function

(A41,4,) — (F(4,).F(4,)).

Let &/ and # be abelian categories. F is additive if the
function (A4,,4;) — (F(4,),F(4,)) is a group homomorphism
for every A, 4, € &,

Example. Let of be an abelian category, 4 an object in .o
and (4,—): & —~ & the functor from 4 to the category of
abelian groups ¥, defined by (4,—)(B) = (4,B) the group of
maps from 4 to B.
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Theorem 3.11
For abelian categories & and B a functor F: o — & is
additive iff it carries direct sum systems into direct sum systems.

Proof:
—  The conditions in the hypothesis of Theorem 2.41 are
preserved by additive functors.

- LA A@A, A2 ADAADAT A4,
A ®A>> A be a direct sum system in ¢, By hypothesis it is
the case that F(u,), F(us), F(py), F(p,) is a direct sum system in
#. Let x,y € (A4,B). Then by the definition of 4 in 2.3 we obtain

A5 B=A“'—">A@AQ>B. Hence KA B)=

F(x))
(1,1) Fiy

FA) =2 F4 @ 4) ), F(B) = F(A)™> F(A) @ F(A) o),
FB)=Fx)+F(». |

A left-exact sequence is an exact sequence of the form
0 — A4, - Ay, & A4 A left-exact fanctor between abelian cate-
gories is a functor which carries left-exact sequences into
left-cxact sequences. (Equivalently, it is a functor which pre-
serves kernels.)

Theorem 3.12
A left-exact functor is additive.

Proof:

The conditions of the hypothesis of Theorem 2.42 are pre-
served by lefi-¢xact functors. Indeed, we use only the fact that
for every exact O — A" —-A4 —+ A" — O it is the case that
F(A") — F(4) — F(A") is exact. Such a functor is called half-
exact or middle-exact. [J

Example. (4,—): & — Z is left-exact,
A right-exact sequence is an e¢xact sequence of the form
A, - A, > 4, — O. A right-exact functor is a functor between
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abelian categories which carries right-exact sequences into right-
exact sequences.

Theorem 3.12*
A right-exact functor is additive. |}

Arn exact functor is a functor between abelian categories
which carries exact sequences into exact sequences.

Proposition 3.13
A functor is exact iff it is both right-exact and left-exact. |}

Henceforth all functors between abelian categories will be
additive.

3.2. EMBEDDINGS

A functor F: o/ — # is an embedding if for any two
Ay,4; € A the function (4,,4,) ~ (F(4,),F(4,)) is one-to-one.

Theorem 3.21

Let of and & be abelian categories, F: o — % an additive
Junctor. Then the following are equivalent:

(a) Fis an embedding

(b) F carries noncommutative diagrams into noncommuta-
tive diagrams
(C) F carries nonexact sequences into nonexact sequences.

Proof:
{a) & (b) Trivial.
()=>(a) Letd,—> 4,0 Then 4, —> A, > A4, is
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not exact. Hence F(A4,) —> F{4,) 2, F(A,) is not exact and

F(x) # 0.

(a) = (c) Let A" -~ A — A" be a nonexact sequence. Let
0O >K—A—>A4"and 4" - A — G — O be exact.

By proposition 2.21 then either 4' >4 —+A4"#0 or
K—>A—>G#0.

Hence either F{A") - F(4) — F(A") # 0 or F(X) — F(4) —
F(G) # 0.

In the first situation it is clear that F(A4') — F(4) — F(4")
is not exact. Assume that F(K)— F(4) - F(G) # 0. Let
0 — B — F(d) - F(4A"yand F(A") - F(4) - B” — O be exact
in #. K —+ 4 - A" = 0implies that F(K) — F{4) — F(4") = 0,
and there is a map F(K) — B’ such that F{(K) - B' — F(A) =
F(K)— F(4) and a map B" — F(G) such that F{4) - B" —
F(G) = F(4) — F(G). Hence if F(A") - F(4) —~ F(A") were
exact then B — F(4) —+ B" = 0and F(K)— B’ — F(A) -~ B" —
F(G) = 0, a contradiction. |

If a functor F: & — £ is an exact embedding, the exact-
ness and commutativity of a diagram in &7 is equivalent
to the exactness and commutativity of the F-image of the
diagram,

3.3, SPECIAL OBJECTS

A phenomenon in category theory is that an interesting
property on functors may be used to define what is usually an
interesting property on objects in categories, As an example we
define an object P in an abelian category &/ to be projective iff
the functor (P,—): & — & is exact. (For any 4 € & it is the
case that (4,—) is left-exact; hence P is projective iff (P,—) is
right-exact.) The easiest example of a projective is the ring
itself in the category of its modules,
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Proposition 3.31
P is projective iff for every epimorphism A — A" and map
P — A" thereisamapP — A suchthatP —~ A4 - A" = P —~ A”.

Proposition 3.32 .
If {P;} is a family of projectives in an abelian category, then
the direct sum TP, (if it exists in <) is projective. ||

An object G €~/ is a generator iff the functor (G,—): o — ¥
is an embedding. Again the ring itself in the category of its
modules is an example.

Proposition 3.33

G is a generator iff for every A — B + 0 there is a map G — A
such that G — A — B # 0.

G is a generator iff for every proper subobject of A there isamap
G — A whose image is not contained in the given subobject. [ |

Proposition 3.34
If P is projective then it is a generator iff (P,A) is nontrivial for
all nontrivial A. |

It may also be shown that an exact functor is an embedding
iff it fails to kill nonzero objects.

The curious contrary relation of exact and embedding functors
exhibited by Theorem 3.21 (part c) is reflected among projectives
and generators and may be seen most strikingly in the category
of modules over a ring R where:

A is projective iff 4 appears as a direct summand of 2
direct sum (possibly infinite) of copies of R.

A is a generator iff R appears as a direct summand of a
direct sum (possibly infinite) of copies of 4.
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Proposition 3.35
If an abelian category has a generator then the family of
subobjects of any object is a set.

Proof:
If G is a generator and 4 is any object, then a subobject
A’ — A is distinguished by the subset (G,4") C(G,4). |}

Proposition 3.36

G is a generator in a right-complete abelian category s iff
for every A e o the obvious map Y G — A is epimorphic.
(The “obvious™ map is such that for all x € (G,4),

G=> 2., ,G+A4=G—>4) ]

The dual notions are as follows: An object Q is injective if
the contravariant functor (—,(3) carries exact sequences into
exact sequences, albeit with a reversal in direction. (Q 18
injective in & iff Q* is projective in &/*) An object Cis a
cogenerator if the contravariant functor (—,C) is an embedding.
(C is a cogenerator for & iff C* is a generator for &/*.)

Proposition 3.37

Let s be a left-complete abelian category with a generator.
Every object in s/ may be embedded in an injective object iff o
has an injective cogenerator.

Proof:

<«  Let C be an injective cogenerator for &, and 4 € &
an arbitrary object. The obvious (or perhaps “co-cbvious™)
map 4 — I 4,¢,C is a monomorphism and I 4 ., C is injective.
(We are using 3.36*.)

—  Let G be a generator for ., and let P be the product
of all the quotient objects of G (Prop. 3.35 says there are only
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a set of quotient objects of G). Let P — E be a monomorphism
with E injective. Then E is a cogenerator. To prove it, let
A — B be a nonzero map. Since G is a generator there exists
a map G — A4 such that G -4 — B 0. Let I/ — B be the
image of G —~ A4 — B, and I — P — E a monomorphism. Since
E 1s injective, there exists a map B - Esuchthatf - B — E =
I—-P—>E A--B—~+E#0 because G >4 > B ~+ E =
G+A—-T>B—>E#0. |

3.4. SUBCATEGORIES

Recalling the original definition of a category as a class of
maps .# together with a composition relation, we define a
subclass .4’ to be a subcategory if (1) for every x,y € -4 such
that xy is defined in .# it is the case that xy € .#’, and (2) if e
is an identity map in .#, x € .4, and either ex or xe is defined
in #, thenec #'.

£’ 18 easily seen to be a category and the inclusion function,
an embedding functor.

Let o7 be an abelian category and </’ a subcategory. We
say that &' is an exact subcategory if &' is abelian and the
inclusion functor is exact. The inclusion functor is automatically
an embedding and all questions relating to the exactness of
diagrams in &/’ can therefore be answered by considering their
exactness in &7,

F: o — % is a full functor if for every 4,4, € o the in-
duced function (A4,,4,) — (F(4,),F(4,)) is onto.

A full subcategory is a subcategory whose inclusion functor
is full. Given a category & and a collection of objects, & C 7,
the subcategory consisting of all the maps between the
objects in @ is a full subcategory (said to be that which is

generated by @), and every full subcategory can be so
obtained.
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When we are considering a subcategory & of a category %
the statement “4, — 4, is an &/-monomorphism” means that
A, — A, is a monomorphism in /. “4; + 4, is a Q-monq-
morphism’ means that 4; — 4,, considered as a map in #, is
a monomorphism. Similarly we may say that K is an “./-
kernel of A4, — A, “Z-kernel of A4, — A4, In general the
prefixes “./-" and “%-” qualify a property or description
relative to & or #.

Theorem 3.41

Let & be an abelian category, and o4 a nonempty full sub-
category. Then & is an exact subcategory iff for every A, —>
Ay € & there is a B-kernel of x, a B-cokernel of x, and a
B-direct-sum of A, and A,, all lying in .

Proof:

—>  Let &/ be an exact full subcategory of #. In particular,
then, = is abelian and A4, —~» A, has an </-kernel, K, and an
&-cokernel, F, in o/, The exactness of the inclusion functor
implies that K is a #-kernel of x and Fis a #-cokernel of x.
Similarly, if S is an «/-direct-sum of 4, and A, then the
additivity of the inclusion functor implies that it is a #-direct-
sum,

<«  Let o be a nonempty full subcategory closed under
the operations (defined in %) of kernel, cokernel, and direct
sum. We must first show that =7 is abelian. We consider half
of the axioms (the other half are dual).

Axiom 0. A is nonempty; let A > Acsf and let
G —~A4¢e s be a #-kernel of 1,. Then O is a zero object
for .

Axiom 1. Let A A, e o, and S 2> 4,, § 2> 4, a &-
direct-sum, where S € ¢, The fullness of & implies that §
is an .&/-direct-sum.
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Axiom2., Letd, > A,c FandQ - K — A, — 4, be exact
in &, Ko/ Again the fullness of & implies that X is an
s/-kernel of 4, — A4,.

Axiom 3. A map A, — 4, is an “Z-monomorphism iff it is
a #-monomorphism (in each case the kernel must be trivial).
Hence if 4, — A4, is an &/-monomorphism we let O — 4, —>
As — Ay — O be exact in #, A, € . Then A4, — A4, is an &~
kernel of 4, — A,.

The exactness of the inclusion functor is straightforward. |

3.5. SPECIAL CONTRAVARIANT FUNCTQRS

A contravariant functor F: & — # induces for each pair
of objects 4,,4, € o a function (4,,4,) — (F(A2),F(A)).

If o/ and & are abelian we say that F is additive if these
induced functions are group homomorphisms; F is an embed-
ding if they are one-to-one, F is full if they are onto. An exact
contravariant functor carries exact sequences into exact se-
quences (with an order reversal, of course).

Proposition 3.51

The additive functor (—,A): of —~ ¥ where o is abelian,
A€ s, and & is the category of abelian groups, carries right-
exacl sequences into left-exact sequences. |

3.6. BIFUNCTORS

Let .#, and .#, be categories, i.e., classes of maps with
composition relations. The Cartesian product .4, x M, en-
joys a natural category structure. If ¢, and ¢, are classes
of objects for .#, and .#, then @, x 0, may be taken as a
class of objects for . #; < .#,.
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A functor from #, x .#, is said to be a functor on two
variables, one from .4, and the other from .#,.

Proposition 3.61 . _
Let F: M, x My— M4 be a function. F is a functor iff:

(1) For each identity 1, € #,, the function
F(l,,—): My — My is a functor.

(2) For each identity 1 € A ,, the function
F(—,1p): M, —#, is a functor,

(3) For any A~ A’ € .#,, B,~> B, € .#, the diagram

F(4,B) —M:‘B’ F(A',B)
Fa AJ)L Chpy li'" (1 4

F(A,B) T F(A'.B)  commutes. |}

We complicate matters by allowing functors to be co'variant
on one variable, contravariant on the other. In so doing, we
obtain for any category & the functor Hom: o X o — &
(& is the category of sets). Hom(A,B) = the set of maps (4,B).
(We could take &/* x & as domain.)

A natural transformation from F: #, x &, — #3 to
G: .#, X M, —~ .#,is precisely what it must be: a function
n: 0, x €, —~ A, which satisfies the requirements of natural
equivalences.

Proposition 3.62 '
n: My X M, —~ A3 is a natural transformation from F to G

iff:
4 (1) n(4,B) € (F{A,B), G(A,B)).
(2) For each A€ 0,,#(Ad,—): O, —~ M, is anatural trans-
formation from F(A,—) to G(A4,—).
(3) For each B € Oy, 5{—,B): O, —~ My is a natural trans-
formation from F(—,B) to G(—,B). |
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Let o7, #, and ¢ be abelian categories and F a functor from
& x Fto ¥. Fis a bifunctor if:

(1) For each 4, € &, F(4;,—): Z — € is additive.
(2} For each A, € #, F(—.,A4,): % — % is additive.

Proposition 3.63
Hom: &/* x o — 4 is a bifunctor where Hom(A,B) is the
group of maps (4,B). |}

EXERCISES

A. Equivalence of categories

Let &7 and # be two categories. They are isomorphie if there
exist functors Fy: of — &, F,: # — s such that F,F, and F,F, are
identity functors. .o/ and % are equivalent if there exist functors
Fi:o > B, Fy: #—> .o/ such that FF, and FF, are naturally
equivalent to the identity functors; in this case F; and F, are called
equivalences. There are few properties or categories of any conse-
quence which are not preserved by equivalences. Besides the prop-
erty of smallness, perhaps the only two are the following:

& is a skeletal category if every isomorphism of objects in &
implies equality (i.e., all isomorphisms in & are automorphisms).

« is a replete category if for every 4 € o7 the class of objects in
</ isomorphic to 4 is not a set, or, equivalently, enjoys a one-to-one
correspondence with the universal class.

Every category is equivalent to a skeletal category and to a replete
category.

Equivalent skeletal categories are isomorphic and equivalent
replete categories are isomorphic. If &7 and & are skeletal and F:
o — & and Fy: # — &/ are such that FiF, and F,F, are naturally
equivalent to the identities then both F, and F, are isomorphisms
(which is not to say that F,F, and F,F, are equal to the identities).
The same statement for replete categories is false.
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If & is replete and F: &/ — % is any functor, then F is naturally
equivalent to a functor which is one-to-one on objects.

Two properties on subcategories are as follows:

A subcategory & C 4 is a replete subcategory in & if for every
B & # isomorphic to an object ih &7 it is the case that Be .&/.

A subcategory of C % is representative in & if for every Be #
there is an object 4 € o which is isomorphic to B.

If o7 is a replete representative full subcategory of & then of = .

If ¢ is a full representative subcategory of % then .o/ is equivalent
to #&.

Every category has a full representative skeletal subcategory (often
called its skeletom). Skeletons of equivalent categories are isomorphic.

The image of a full functor or of a functor which is one-to-one on
objects is a subcategory. A functor is ap equivalence iff it is a full
embedding whose image is representative.

Any number of baroque considerations may be obviated by
adopting the convention that the categories and functors under dis-
cussion can always be replaced by equivalent categories and functors.
This convention, of course, makes sense only when properties in-
variant under such substitutions are being discussed.

B. Roots

Let & and < be categories and F: & — & a functor. The left root
(if it exists) of Fis a constant functor L: & — o7 which “best approxi-
mates” F via a transformation L — F. To wit: for any constant
functor C; & — & and transformation C — F there exists a unique
C — L such that C —+ I — F = C — F. Bear in mind that the con-
stant functors into . are in obvious correspondence with the objects
of «#, and the transformations between constant functors with the
maps of 7. 1f we use L to represent both the functor and its unique
value we note that L — Fis a collection of maps {L — F(D} | D € 2}

with the condition that for any D = IV, the triangle
F(Dy

Fi
L (x)

N

F(D") commuies.
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L is a left root therefore if for any such family {C — F(D) | D € &}
(which satisfies the same sort of “consistency’ requirement) there is
a unique map C — L such that

C—L—FD)=C— F(D)forall DeJ.

If L and L’ are both left roots of F they are naturally equivalent.

Let & be the category with two objects 4 and B and two non-
identity maps A ~> B and A 2> B. For F: & — &, the left root
of Fis the difference kernel of F(x) and F(y).

Let & be the category with two objects 4 and B and no maps
besides the two identities (the discrete category with two obijects).
For F: & — £ the left root of F is the product of F(4) and F(B).

Let & be a category with only identity maps (any discrete category).
For F: 2 — &/ the left root of Fis the product of {F(D)}ps.

Let A be an object in .o/ and # a family of monomorphisms into 4
together with all the inclusion maps between them. The left root of
the inclusion functor # — .o/ is the intersection of the subobjects in
& ; that is, the leftroot is a subobject of 4 and itis the greatest lower
bound of the subobjects in %,

The dual netion is as follows. The right reot of a functor F: & —
< is a constant functor R: & — o together with a natural trans-
formation F — R such that for any constant functor C: & — &7 and
transformation F— C there exists a unique transformation R — C
such that ¥ — R— C = F— C. As examples of right roots we may
obtain difference cokernels, sums, and the dual of intersections,
namely greatest lower bounds in the families of quotient objects.

What we have called a left root is sometimes called an inverse
limit, and what we have called a right root is sometimes called a
direct limit. We prefer to reserve the word “limit™ for the case in
which the domain category is “directed.” In Exercise 0-D we defined
a partially ordered category. A directed category is a partially ordered
category such that for every pair of objects 4 and B there exists an
object C such that neither (4,C) nor (B,C) is empty (in terms of the
partial ordering on the objects: 4 < Cand B < C). If @ is a directed
category and F: & — &/ a functor, F is sometimes called a direct
system in &, and its right root is what we call a direct limit.
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The best known example of a direct limit is the following: Let &G
be an abelian group and % the family of finitely generated subgroups
of G, together with all the inclusion maps between them. F is a
directed category. The direct limit of its inclusion functor is G, or, as
is usually said, G is the direct limit of its finitely generated subgroups.

1f & is the dual of a directed category then F: & — . is an inverse
system in & and its left root 1s its inverse limit.

We insist upon the word “root” because there are too many im-
portant theorems special to limits to justify the destruction of the
word “limit” in that use. (For an example see Exercise 5-E). There
are important functors which preserve all direct limits but do not
preserve all right roots. The phrase directly continuous has been used
to describe such functors. The stronger condition, that all right roots
are preserved, we shall describe by the phrase right-root-preserving.

The classical notation for the direct limit of a functor £is lim F, and
for the inverse limit, lim F. This notation we shall use for all roots.
Hence lim F is the right root of F, whether the domain of Fis directed
or not, and li:m F 15 the left root of F.

C. Construction of roots

It is tempting to call ¢ left-complete if for every small category
% and functor F: & — &/ it is the case that F has a left root. We
are prevented from doing so only by our defimition in Chapter 1 of a
left-complete category as one which has difference kernels and in-
finite products. Luckily the two definitions are coextensive.

The classical construction of lefi roots is as follows:

Given a functor F: & — % into the category of sets, consider the
product P = Il ,.,F(D) and let L C P be the subset of all elements

y € Psuch that for each D2 D' € @, [P F(D) ™ F(D(y) =
[P F(D)](y). Lis the left root of F.

Theorem: If o is a left-complete category (that is, it has difference
kernels and products), then every functor into < from a small category
has a left root. (And, obviously, conversely.)

Given F: @ — o, @ small, let P = 11,,.,F(D). Foreach D = D',
let K, — P be the difference kernel of P -*> F(D) £, F(D" and
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P-£> F(D). The intersection of all such difference kernels is the left
root of F,

But we don’t know yet that we have intersections.

On the other hand, we do not need the intersection of just any old
family of subobjects, but only of famiiies of difference kernels, and

such intersections may be constructed as follows: Let {(P =~ 4,
P> 4}, beafamily of pairs of maps. The difference kernel of the
two maps P—» I1,4, and P-¥> II;4,, where

P> nIAiif_" A, = x{sPL"" HIAii"' A= po

is the intersection of the family {Ker(x; — v)}.,.

The proof of the above theorem yields a proof of the fact that a
functor from a left-complete category is left-root-preserving iff it
preserves difference kernels and products. A slight modification
yields that a category with difference kernels and finite products
possesses left roots for every functor from a finite domain, as is the
case with abelian categories. And in the case of abelian categories, a
functor is finite-left-root-preserving iff it is left-exact.

D. Small complete categories are lattices

Suppose that ./ is a small left-complete category and that for
some pair of objects 4,8 £ .27 it is the case that (4,B) has more than
one element. Let X be an indexing set of cardinality larger than that
of the category 7. Then if Il B existed in &7 we could reach a
contradiction since (4,I1gB) must have at least 2% elements. We
conclude therefore that for every 4,B €.% it is the case that (4,B)
has at most one element.

Let 7" be a skeleton of 7. It follows that &7 is a partially
ordered category. The completeness of /" implies that the partial
ordering is complete; in other words, o7 Is equivalent to a complete
lattice category.

The moral: If one insists upon simplifying the language so as to
exclude categories that are not small, then all jnteresting complete
categories will have been excluded.

E. The standard functors
Let o be any category and 4 € o7, The functor (4,—): .« — &
preserves all left roots; formally speaking, for any F: & — < such
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that Lim F exists, it is the case that (4, Lim F) is the left root of

2> A4 P

The functor (—,4): o — % carries right roots into left roots.

Given any constant functor C: % — & and transformation € —
F, we may test whether Cis a left root of F by applying all the functors
of the form (4,—). For o an additive category, we may replace .
with % and obtain the same statements.

The functor (4,—): % — % preserves direct limits (is directly
continuous) iff 4 is a finitely generated group.

F. Reflections

Let o7 be a subcategory of . Given an object B € ¥ we define
its reflection in =7 (if it exists) to be an object B € &/ which “best
approximates™ B via a map B— B. To be precise, for any 4 € &
and map B — A4 there is a unique map B — 4 € & such that

B
B/ i
\ A commutes.

Reflections are unique up to isomorphism. If every object in &
has a reflection in .o/ we say that % is a reflective subcategory. In
this case we obtain a functor R: # — o/ which assigns to each
object B € & a reflection in 5. R is called a reflector. If we consider
R to be a functor from # to # we obtain a natural transformation
from the identity functor on & to R. This transformation establishes
a natural equivalence from (R(B),A),, to (B,A4) for all Be # and
Acod

The dual notion of reflection is coreflection.

Among the best known examples of reflective subcategories are:
the categery of compact spaces in the category of normal Hausdorff
spaces; the category of abelian groups in the category of all groups;
the category of torsion-free groups in the category of abelian groups;
the category of complete metric spaces in the category of all metric
spaces and uniformly continuous maps. The category of forsion
groups in the category of abelian groups is an example of a coreflective
subcategory.
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If &7 is a reflective subcategory of Z#, then:

The inclusion functor .« — & preserves left roots.

The reflector R: & — &7 preserves right roots.

If & is right-complete and &7 is full then . is right-complete.
(First obtain the right root in %, then reflect.)

If .o is a full subcategory then the inclusion functor of & followed
by the reflector is naturally equivalent to the identity on &7.

If & is left-complete and & is full then & is left-complete.

Let r: I— R be the associated transformaiion from the identity
to the reflector. By iteration we obtain a transformation R — R2?
which splits; i.e., there exists a transformation R?— R such that
R — R%— R is the identity transformation of R. &7 is a full sub-
category iff R — R? is an isomorphism.

Let ¢ be an arbitrary subcategory of &%, R: # — # a functor
whose image lies in &/, and r:/— R a transformation such
that 7| of: 7| &/ — R| & splits in o7, ie., such that the inverse
5t R| o — I'| o assumes all of its values in .. Then 7 is a reflec-
tive subcategory and R is its reflector. (Prove that for any B € &
and 4 €

(B,A)g —> (R(B),R(A))y = 2> (R(B),A)

is an isomorphism and is equal to

(B, A)g 22> (R(B),A),;, )

G. Adjoint functors

Let &/ and # be two categories, and S: o/ — B and T: F — o
covariant functors. We say that S is the left-adjoint of T (and T is the
right-adjoint of $)if (5(4), B) zand (4,T(B))  are naturally equivalent;
more formally, if there exists a natural equivalence between the two
functors

oA x B g BTN &

I=T Hom,

A KB o XS P,
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If &/ and # are additive categories we replace % with %,
and require, of course, that the equivalence preserve group
structure.

Some examples of adjoint functors are the following:

Let = be a reflective subcategory of . Then its reflector is the
left-adjoint of the inclusion functor &/ — #. Indeed, a subcategory
is reflective iff its inclusion functor has a left-adjoint, and is co-
reflective iff its inclusion functor has a right-adjeint.

If of is a complete category then the functor (4,—): & — &
has a Jeft-adjoint, thus: Define F: & — & by F(§)= Z4 4. Then
(F(S),4’) is naturally equivalent to (5,(4,4").

The functor (4,—): ¥ — ¥ has a left-adjoint, namely the tensor
product. (B & A,4") is naturally equivalent to (B.(4,4')). We have
not defined tensor products in this book, nor need we now give any
other definition save the one just given: - 2 A is the left-adjoint of
(4,—). The proof of its existence is another matter.

The contravariant cases:

Let S: & — & and T: # — 57 be contravariant functors. S and
T are adjoint on the left if (S(A),B)g is naturally equivalent to
(T(B),A) 5, and they are adjoint on the right if (B,5(A4)), is naturally
equivalent to (A,7(B))4.

For a complete category ¢ the functor (—,4): & — & has an
adjoint on the right, thus: Define F: ¥ — of by F(S) = [1zA4. The
functor {—,A4): ¥ — % has an adjoint on the right: itself!

Some facts about adjoint functors are the following:

If § is the left-adjoint of T and T is the right-adjoint of § then T
preserves left roots and . preserves right roots.

If S and T are adjoint on the left then they both carry left roots
into right roots. If S and T are adjoint on the right then they both
carry right roots into lefi roots.

If a covariant funcior S: .o/ — & is naturally equivalent to (4,—)
some A € &/ we say that S is a representable functor, and that it is
represented by A4. If a covariant functor S: &7 — % has a left-adjoint
then it is representable.

In the additive case the same statement is true. If a covariant
functor S: & — & has a left-adjoint then it is representable. To
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find the object which represents it, evaluate the left-adjoint on the
infinite ¢yclic group.

A contravariant functor §: &/ — % which has an adjoint on the
right is representable, which in this case means that there is an object
A € o such that S is naturally equivalent to (—,4). And the same
statement is true in the additive case.

H. Transformation adjoints

Let T7,7,: & — & be covariant functors and %: 7} — T, a natu-
ral transformation. For every 4 € &/, B € &, n induces a function
(B, Ty(A)) — (B,Ty(A)). If we define (—,T{—)): # x o — F tobe
the composition & x & — > & x "> & we obtain a
natural transformation #:(—,7{(—)) — (—,T,(—)). Conversely,
given any such 7 define the natural transformation %: T, — T, by
N4 = g4 4{lp ) These two processes take us around in
a circle,

Similarly, given S,.S5,: % — & and a natural transformation
7 8, — 5; we obtain #: (S,(B8),4) — (Sy(B),4). (The interchanging
of the indices is not a misprint.)

If S, is a left-adjoint of T; and %: 7, — T, is a natural transfor-
mation then there is a unique #*: S, — S, such that

(B.Ty(A) = 2> (B, Ty(4)

} '
(SI(B)aA) W (SE(B)1A)

commutes for all A € o7, B e &,

If further, 8: T, — T is a natural transformation, then (8m)* =
n*§*. Set theoretical inhibitions prevent us from saying that the
category of functors from &/ to # with left-adjoints is dual to the
category of functors from & to .« with right-adjoints.

Adjoints are unique up to isomorphism.

Given abelian categories & and &, covariant functors 73,7,,75:
A — #, and transformations 7, — T, T, — T, such that for all
Aef, 0— T (A) = Ty (A)— Ty(A4) is exact in &, then if S,,5,,8:
are left-adjoints of 7,7, T; the induced transformations §; — .S,
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S, — 8] are such that S{B) — S,(B) — §;(8) — O is exact for all
Be .

Suppose that §: o/ X # — € is a covariant functor such that for
every Be #, 8(—,B): & — € has a right-adjoint Tg: ¢ — &/, We
obtain then a functor T &8 X € — oF contravariant on #, co-
variant on %. The adjeintness yields isomorphisms (S(A,B),C)—
(A,T(B,C)). (For the foundational example let S: ¥ x ¥ > &
be the tensor product and 7(8,C) the group of maps from B
to CJ)

Because S(—,B) and T(B,—) are adjoint, S(—,B) is right-exact
and T(B,—) is left-exact. If furthermore S(4,—} is right-exact then
T(—,C) carries right-exact sequences into left-exact sequences and
conversely.

I. The reflectivity of images of adjeint functors

Let S: o — # be the left-adjoint of 7: # — 7. Suppose that T
is one-to-one on objects. Let o/ be the image of T. For each 4 € ./
define r : 4 — TS(A} to be the map which corresponds to lg,
under the natural equivalence (S(4),5(4}) —{A4,T5(4)). The col-
lection {r,} forms a natural transformation from the identity on &/
to T'S. Similarly the isomorphisms (ST(8),8) — (7(B8),T(B)) establish
a transformation r’ from ST to the identity on #. (r;; corresponds
to lzz).)

For each A4 € ./’ define 5,: TS(4) —~ 4 to be the map T{(r%) for
any B such that 7(B) = 4. The collection {s,} forms a natural
transformation from 7'S | &' to the identity of o', The composition

L= TS| t’ —> I,
may be seen to be the identity.

By Exercise 3-F, therefore, 7S is the reflector of &7 " and dually
ST is the correflector of the subcategory of & generated by S. We
may say, therefore, that the images of right-adjoints generate
reflective subcategories, and the images of left-adjoints generate
correflective subcategories,

If we consider the functor T: & — & (that is, if we redefine the

range of T'to be &") then it is clear that the composition &” C & 5
& is the left-adjoint of T.
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J. The adjoint functor theorem

A category is well-powered if it shares with the category of sets
the property that the family of subobjects of any object is a set.
(Prop. 3.35 says, then, that an abelian category with a generator is
well-powered. Electrifying.)

Let & be a well-powered, left-complete category, and T: of — &
any covariant functor. Then T has a left-adjoint iff
(0) For every Be % there is A€ s& andamap B— T(A) e &.
(1) T preserves left roots.
(2) (The solution set condition.) For every B € 2 there exists a set
S C & such that for every A € of and map B— T(Ayc B
there is an object A' € Sy and maps A'—> Acsf, B—
T(A'Y € & such that

4)
/ 11"
B )
e

T(A) commutes.

One direction has almost been established : If T has a left-adjoint §
then condition (1) appeared in Exercise 3-G, and for the solution
set take S = {TS(B)}.

For the other direction, let B € & and let S be a solution set as
described in the second condition. Define 4 = ITg TT 5 74,4 and
note that there is a map B— T(A) such that for any 4 € .o/ and

B —» T(A) € # there is a map 4 = A €.%/ such that

T(4)
/

B T

N

T(A) commutes. (No uniqueness.)

A few definitions which not only simplify the statement of the
rest of the proof, but will be needed in the next few exercises, are
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the following: Given a map B —— T(A), we shall say that a subobiject
A" — Aallows yif B> T(4) may be factored through 7(4") — T(A}.
We shall say that y generates 4 if no proper subobject of 4 allows y.
(The word “generates” here is best appreciated by letting 7 be the
category of groups and T the forgetful functor into the category of
sets.

lee left-completeness of .o/ together with the left-root-preser-
vation of T implies that for every map B = T(4) there is 2 minimal
subobject of 4 which allows y. Thus there exists a factorization B >
T(4)=B 2 T(A") — T(A) such that )’ generates A". We shall call
the subobject A" the subobject generated by y.

If B 2> T(A) generates 4, then if B> T(4) ™> 7(C) = B>
T(A) ™ T(C) it is the case that Ker(a - b)— A allows y and
hence that Ker(a - b) = A and thata = b.

Starting with the map defined above, B — T(d), we let A be the
subobject of 4 generated by B — T(4). The map B — T(A) has the
property that for every B> T(A) there exists a unique 4 — 4
such that

T(d)
/! l
B (x)

T(A) commutes.

We define S: 4 — o by, first, letting S(B) = A; second, doing the
same for all the other objects of #; third, for a map B, = B,, letting
Sz} = x, where x is the unique map from S{(B;) to S(B,) such that

By — T(S(By)

zl inx)

B, — T(S(B,)} commutes.

The stipulation in condition two, that S5 be a sez, is not baroque.
Because mathematics has progressed for a long time without having
had to take the set—class distinction seriously does not mean that the
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distinction is spurious. The requirement that there be a set such as
S is of the same nature as a requirement that a group be generated
by a finite set. Both requirements can be very difficult to fulfill, and
both can have powerful consequences.

Whereas the set—class distinction first appeared in order to solve
certain puzzles in the formulation of a language for mathematics,
the distinction must be considered more than a linguistic accident.
True, there are languages for mathematics which do not admit the
distinction; and it is likewise true that such languages either do not
admit any interesting examples of complete categories (Exercise 3-D),
or, if they do, have simply renamed the distinction (usually in terms
of accessibility of cardinals or of level of type). Many of the classic
results of algebraic number thecry may be stated in a language which
does not admit infinite sets. Indeed, theorems such as the Dirichlet
unit theorem become much more obviously the deep theorems
which they are when so stated, for they become in such languages
existence theorems. (There is a group of units.) Tt is another question
whether the theorems may be proved in such languages.

K. Some immediate applications of the adjoint functor theorem

Let 57 be a complete well-powered and co-well-powered additive
category and A€ . Then the functor (A,—): o — % has a left-
adjoint.

The functor (4,—) preserves left roots and we need only verify the
soluticon set condition. Let ¢ £ % and define S; to be a representative
set of all the quotient objects of Z,4. For any G > (4,B) € &
let B’ Bbe the image of the map X,,4 — B where 4 £ ZpAd —
B=f(g) for all geG. Then B’ 8y and the image of f Jies in

(4,B') 25 (4,B).

The adjoint of (4,—) we shall call —®A: ¥ — /. Hence for
Ge¥, Ad e, (G @ A,A") is naturaily equivalent to (G,(4,4")).
By Exercise 3-H we may obtain a functor &: ¥4 x & — & which
is right-exact in both variables. We call this functor the tensor product.
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Dually, the contravariant functor (—,4): &/ — & has an adjoint
on the right which we shall indicate by the symbol (—4).ForGed,
A € o7, (G,A) is an object in . For 4’ € o, (G,(A’,A)) is naturally
equivalentto( A’ (G, 4)). Exercise 3-H leads to the definition of (—,—):
% x & — & a functor on two variables, contravariant on the
first and covariant on the second. We call it the symbolic hom functor.

The tensor product and symbolic hom functors are related through
duality as follows:

G®A=(GAD*, (GA)=(CD A

There is a natural equivalence between (4,(G,4")} and (G @ 4,4).
The solution set condition is often guaranteed to hold by certain
other hypotheses. For instance, we may obtain the old theorem:

Let % be a complete well-powered and co-well-powered category and
& a full subcategory replete in Z such that & is closed under the
formation of products and subobjects. Then  is a reflective sub-
category of &.

For B € 4 let S be a representative set of quotient objects of B
which lie in &7,

As immediate applications one may obtain the reflectivity of
Hausdorff spaces in all spaces, torsion-free groups in all groups
(abelian or not), and countiess similar well-known cases.

Let o be a well-powered lefi-complete eategory and let T: A — &
be a left-root-preserving full functor whose image is all of #. Then T
has a left-adjoint.

For Bc #, {4} is a solution set if T(4) = B.

As a consequence, a left-root-preserving functor from a left-
complete well-powered category has a left-adjoint iff its image
penerates a reflective subcategory of the range.

L. How to find selution sets
Let .o be a left-complete well-powered category, and T &7 — %
a left-root-preserving functor. Fix an object B € #. Given an object
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A € o7 we shall say that B generates A through T if there exists a
map B> T(A) such that y generates A (as defined in Exercise 3-J).

Let Sy be a solution set for B and let B> 7(A) generate 4,
There exists an object A" € S5 and 4’ <> 4 € .o such that B>
T(4) = B—>T(4) 0, T(4). A" <> Amustbean epimorphism, for
if "> 4> C= 42> 4-%> Cthen Ker(a - b) — A allows
x and Ker(a -~ b) = A and a = b,

If o is co-well-powered and if T has a left-adjoint then each object
in % generates at most a set of nonisomorphic objects in o .

Conversely, if B generates at most a set of nonisomorphic objects
in & then Bhas a solution set, Indeed, ifwelet S, bea Tepresentative
set of objects in &7 which may be generated by B it is easy to verify
that Sy is a solution set.

Let & be a left-complete well-powered category and T: oA — # a
covariant functor. Then T has a left-adjoint if (and, in the case that o
is also co-well-powered, only if)

(0) For every Be % thereis Ac s and B— T(Aye &.

(1) T preserves left roots.

(2) Every object in & generates through T at mest a set of non-
isomorphic objects in .

As an immediate application (see Exercises 5-D, F, and 1 for
more}, let o/ be the category of lattices and functions between lattices
that preserve finite unions and intersections. Let T: o — .% be the
forgetful functor into the category of sets. For B € & the only objects
in & which may be generated by B are of cardinality less than or
equal to that of B (unless B is finite, in which case, B generates only
denumerably infinite lattices). The left-adjoint of T carries B into
what is usually called the free lattice generated by B. We can com-
plicate the example by defining & to be the category of countably
complete lattices and then replacing “‘countable” with any cardinal.
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M. The special adjoint functor theorem

The chief failing of the adjoint functor theorem is that it involves
not only the (unavoidable) continuity condition on the functor but
also a (generally necessary) smallness condition relating the domain
category, the functor, and the range category. The special adjoint
functor theorem below says in effect that the smailness condition
will always be satisfied by left-root-preserving functors if the domain
category is “‘small enough” to have a cogenerator.

Let of be a well-powered, left-complete category with a cogenerator
and T: of — & any covariant functor. Then T has a left-adjoint iff T
preserves left roots and for all Be & there is Acs/ and
B—+T(A)cH.

Let € be a cogenerator for & and suppose that B2+ T(4) gen-
erates A. The function (4,C) —> (T(A),T(C) L= (B,T(C)) is
one-to-cne. Hence A — Il 4 oyC — Il 5 7)) C is monomorphic.

If B generates A through T (see last exercise) then A is isomorphic
o a SubﬂbjﬁCf Ofn(B‘T{dnC.

As an immediate application, we note that the full subcategory of
compact spaces in the category of Hausdorff spaces is reflective. The
Urysohn lemma asserts that the unit interval is a cogenerator for the
category of compact Hausdorff spaces, and the Tychonoff theorem
implies that the inclusion functor preserves left roots.

N. The special adjoint functor theorem at work
By dualizing the range and domain we obtain three other theorems,
in which we omit the “zero” coendition:

Let of be a well-powered, left-complete category with a cogenerator
and T: o — & a contravariant functor. Then T has an adjoint on the
left iff T carries left roots into right roots.

(Dualize £.) }}
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Let & be a co-well-powered, right-complete category with a
generator and T: 5/ — 4 a contravariant functor. Then T has an
adjoint on the right iff T carries right roots into left roots.

{Dualize .&7.) .

Let of be a co-well-powered, right-complete category with a
generator and T: of — & a covariant functor. Then T has a right-
adjoint iff T preserves right roots.

(Dualize both =7 and 2.) |

Let R be a ring and %* the category of left R-modules. Let T
%% % be any contravariant functor which carries right roots into
left roots. Then T is representable.

We may easily determine that T is represented by a module whose
underlying abelian group is T(R). The module structure of 7(R) is
determined by r: T(R} — T(R) = T(r).

If we are allowed to use the fact that the group of rational numbers
modulo the subgroup of integers, which group we shall call Q/Z, is
an injective cogenerator for %, then we may construct an injective

cogenerator for %, The forgetful functor gk L, g preserves all

F (—.012) . .
roots, and hence 8 —» & =5 @ i5 an exact contravariant em-

bedding which carries right roots into left roots. Since it is represent-
able, it must be represented by an injective cogenerator.
Now that ¥ has a cogenerator we may obtain Watts® theorem:

A covariant functor T: 4% — G is representable iff it preserves
left roots.

Finally, we obtain the local representation theorem:

Given an arbitrary left-complete category <f, a small subcategory
&', and a covarignt left-root-preserving functor T: sf — %, there
exists an object A € o/ such that (A,—) | " is naturally equivalent
roT| s
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Let & be the smallest full subcategory replete in & which con-
tains &/’ and is closed under the formation of products and difference
kernels. Then Il ;. A is a cogenerator for .&¢”, and T | " is left-root-
preserving.

O. Exercise for model theorists
An n-ary predicate on a set S is 2 subset of the »n-fold product of

S. Given an indexed collection of finite numbers {n, n,, - -, 13}, a
first-order statement is a well-formed formula obtained by combining
the atomic formulas, Py(x;, xp, """, x, ), """, Piloy, X "7 7, X))

using conjunction, disjunction, implication, negation and then
quantifying the lower-case variables. Examples:

V.V, V. [P(x,)) A P(y,z) =» P(x,2)],
V.V [P(x)) A P(px) == x = y], 1.V, [P(y,x)]

A theory T is any set of first-order statements. The above list of
examples is a theory of partial orderings with maximal elements.
A madel for T is a set S together with a designated set of predicates
on § such that all the statements in T become true. We shall
notationally confuse the model with its underlying set.

We may start with a theory and consider its class of models;
conversely we may start with a model (for the empty theory) and
consider its complete theory. Two models are said to be elementarily
equivalent if they have the same complete theories. A function

between the underlying sets of two models 4 > Bis said to bean
elementary extension, if for every formula F (not all the lower-case
letters need be quantified) that can be built from the original
predicates and for every x, x,, - * -, x,, € A it is the case that

F(xl: Ty xn) 4"F(f(xl)s e !ﬂxn))'

If £ is an inclusion function, A is an elementary submodel of B.
The Lowenheim-Skolem theorem says that every model B has a
countable elementary submodel in the case that the original list of
predicates is finite or countable and otherwise of cardinality equal
to that of the original list of predicates.
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Godel’s completeness theorems say that every logically consistent
theory has a model (and it is an article of faith that the complete
theory of a modetl is consistent). A corollary is the compactness
theorem: If every finite subset of T has a model then so does T.
Finally, every set of elementarily equivalent models has a com-
mon clementary extension.

In order to define a category of models it 1s necessary to specify
what we mean by maps. Categories of elementary extensions do not
seem 1o be interesting as categories. Suppose F is a set of formulas
made up from the original list of predicates. We shall say that a

function between models A = B is an F-map if every formula in F
is “‘preserved,” in the positive sense, by f. That is, for FeF and
X, X, X €A FOn, 0 X)) = F(f(xy), 77, f(x,)) IEF is empty,
any function is an F-map; if F is the set of all possible formulas then
only elementary extensions are F-maps. (Note that if the formula
x # y is in F, then every F-map is one-to-one.) Given a theory T
and a set of formulas F, a category of models is determined. As
familiar examples we can obtain the category of groups and group
homomorphisms, the category of lattices and lattice homomeorphisms,
the category of small categories and functors.

If F is empty and T has models of every cardinality (and one
infinite model implies a model of every infinite cardinality) then the
corresponding category of models is equivalent to the category
of sets. We shall tacitly assume this to be the case throughout.

A category of models is well-powered. Suppose /2 4 — B is an
F-map and that | A| (the cardinality of 4) is greater than 2/%! and 27,
We shall show that fis nof a monomorphism. For each y € Blet U,
be a new unary predicate: U,(x) is true for A iff f(x) = y. Let T,
be the complete theory of 4 with respect to the original predicates
and the new. Let E be the set of elementary {with respect to the
original predicates and the new) submodels of 4 of cardinality
T3] = [8] + |Ty|. The union of the models in £ is all of 4 because
for each x4 we could have added another unary predicate
insuring that elementary submodels contain x. Hence E contains at
least |A| distinct subsets of 4 and there are only 2!F1*ITl jgo-
morphism classes. Necessarily, then, there is 2 model 4 and distinct
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elementary extensions 4" Z» 4, A’ 2> 4 which when followed by
Jfagree. g, and g, are certainly F-maps.

A category of models is co-well-powered. Let /2 4 — B be an F-
map and suppose that | B| is greater than 2M/*1%, We shall show that
J is not an epimorphism. For each x € 4 let U, be a new unary
predicate: U(y) is true for B iff f(x) = y. Let F; be the set of
formulas involving both the original and the new predicates. There
must be distinet y,,p; € B such that for any unary formula FcF,
F(y,) = F(p,). Let ¥ be another unary predicate and consider the
two models B, and B, defined by: V(x) is true in B;iff x = y,. B, and
B, are elementarily equivalent with respect to all the predicates.
Let B’ be a common elementary extension. The two embeddings

B, B B and B, > B’ must be different, for in the complete
theories of B, and B, is to be found the statement

Vz.*y[V(x) A V(}’) - X = }’]

g, and g, are both F-maps and when preceded by f are the same.

A left-complete category has a generator: Let {4,} be a set which
represents every countable isomorphism class of models. £4, is a
generator (regardless of F).

Let o be a category of models. The forgetful functor &/ — & into
the category of sets always satisfies the solution set condition. (For
infinite Se % define § to be a representative set of models of
cardinality no greater than |S| + |Ty|.) The zero condition is easy,
and hence the forgetful functor has an adjoint iff it preserves left
roots, which is equivalent to saying that the standard constructions
of products (cartesian) and difference kernels (subsets) work. The
adjoint of the forgetful functor has for values what would normally
be called free models. The situation may be generalized by letting
T, C T, and F, C F, considering the forgetful functor <, — .}
where &f; is determined by T, F,.



CHAPTER 4

METATHEOREMS

In Chapter 7 we shall prove that for every small abelian
category &/ there is an exact embedding & — %.

To illustrate the usefulness of the existence of exact embed-
dings let us consider the ““five lemma™;

Let «# be an abelian category and

0

}
0 K 0
! { 1

Ay — Ay — Ay — Ay
! i l !
Az — Ay = Apy — Ay

!
o

a commutative diagram in ¢ with exact rows and columns.
We wish to prove that K = O, Let F: & — % be an exact
94
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embedding. F sends the diagram into a similar exact commuta-
tive diagram of groups and homomorphisms and K = O iff
FK)=0.

The verification that the five lemma is true in % may be
effected by classical diagram-chasing techniques such as the
following, in which we will write x;; — x;, instead of

(A — Ay)xy = X

Let x,4 € 4,53 be such that x4 — 0,5, We wish to show that
X3 = O45. Let x,3 — X;, and observe that x,, — 0,,, and hence
that x;; = 0,,. By exactness there is x;; € 4,, such that x,; —
Xy5. Let x5 — Xxp; and observe that xg; — 0y, and hence, by
exactness, there is x5 € Ay, such that x; — x5, Let x3; € 43
be such that x;; — x,;. Because 4,, — A,, is one-to-one, x,; —
X, and then x,, -0 = x5,

4.1, YERY ABELIAN CATEGORIES

For expository purposes we say that an abelian category % is
very abelian if for every small exact subcategory o C % there
is an exact embedding & — %. The weak embedding theorem of
Chapter 7 will prove that every abelian category is very abelian.

We wish to describe a class of statements which are true in
every very abelian category iff they are true in %. As a first
approximation we may consider the following. Define a simple
diagrammatic statement to be a statement about the exactness
and commutativity of a diagram. A compound diagrammatic
statement shall be of the form P —» ¢ where P and Q are simple
diagrammatic statements. A compound diagrammatic statement
is true in every very abelian category iff it is true in .

The formalization of the matter starts by defining “diagram.”
A diagram scheme is a small category, and a diagram in a
category ./ 1s a functor from a diagram scheme mnto &, A set
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of exactmess conditions on a scheme is a set of ordered pairs
of maps in the scheme. Given a scheme (category) S, a set of
exactness conditions E, and a diagram D (functor) on S into
an abelian category &/, we say that D satisfies the exactness
conditions if for every (x,y) € E, it is the case that (D{x),D(y)) is
an exact sequence in 7.

A surprising amount may be said about a diagram by
imposing exactness' conditions. Let D: § — o7 be a diagram
which satisfies a set of exactness conditions E. Then

D(4) =0 if  (A—> A, 4-> A)<cE.

D(A—~B)=0 if (4— B,B—> B)cE
A= S 4 =]

DA, > ), D4, > $) A S B 40—

DS Ay, DS Ag)) i { (4,2 5,55 d)eF
1s a direct-sum system (A2 5, 8> AV e E
(See Prop. 2.42))

By extending these “ifs” one may see that commutativity
conditions may be imposed through exactness conditions.

Given a scheme S, and two sets of exactness conditions E,,
E,, we say that the compound diagrammatic statement (S, E,, E.)
1s true in &7 if every diagram D: § — & which satisfies the
exactness conditions E,, also satisfies the conditions E,.

We observe that if o/ —~ % is an exact embedding then if
(S, E,, E;} is true in # it is true in £,

4.2, FIRST METATHEOREM

To finish off the metatheorem we need the following:

Proposition 4.21
For every set {A,}; of objects in an abelian category, there is
a full small exact subcategory & C & such that A, € < for all i.
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Proof:
Let
K: (Maps in &) — (Objects in &)
F: (Maps in &) — (Objects in &), and
S (Pairs of objects in &) — (Objects in o)
be functions such that

K(x) is a kernel of x
F(x) is a cokernel of x
S(4,B) is a direct sum of 4 and B.
Given a full subcategory # C & define (%) to be the full

subcategory generated by #, K(#), F(#) and S(# x ).
If # is small then so is C(#). Define C*1{ &) = C(CH(&)).

C*(#) = lj C*(#) is, by Theorem 3.41, a full exact sub-
n=1
category. C”( %) is small if 4 is small. |

Metatheorem 4.22
Every compound diagrammatic statement true in ¥ is frue

in every very abelian category.

Proof:
Suppose (S, Ey, E, )istruein %, Let D: § — &/ beadiagram
in a very abelian & satisfying the exactness conditions E,.

Let o be a small exact subcategory of < such that the image
of D lies in . Then D satisfies E, in o, and it satisfies E, in &
iff it satisfies Fyin . Let F: o — % be an exactembedding. FD:
S — & satisfies E, and it satisfies E, if D: § — o satisfies E,. ]

4.3, FULLY ABELIAN CATEGORIES

The important connecting homomorphism theorem is stated
as follows:
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If

0 O 0
! i i
Ay — Ay — Ay
! i !
Ay — Ay > Agy = O
i ! l

O — Ay — Agy — Ay
! ! !
Ay — Ay — Ay
l i) il
0 0 O

is a commutative diagram in an abelian category with exact
rows and columns then there is a map A3 — Ay such that
Alz — A13 — A,ﬂ_ — A4g is exact.

The first metatheorem does not shed light on the existence of
maps. The connecting homomorphism theorem was classically
proved for modules over a ring R, as follows: Given x5 € 4,,
let x13 — x33 and choose x,, € Ay such that x,, — Xy, Let
Xgz —* Xag. SINCE X4y — Oy there is x,, € Ay, such that x;; — xg,.
Let x3; — x4 and define f(x,3) = x,,. The definition is invariant
under the choice of x;, since if xj, is such that x,, — x,; then
(x93 — X5o) — Oyy and thereis xg, € Ay, such that xp; — (X3 — X55).
Letting x5, — x4, and x5 — xj, we see that (x5, — x§) —
(3 — X3) and that xy — (xgy — X52). X5y — (x31 — x3) since
Ay — Ay 1s monomorphic, and xg; — xj; — 0 hence x5, = x4.

S is a homomorphism since it is a composition of additive
correspondences. To show that A4,, — A4,, L> Ay 18 exact
we suppose that f(x;g) = Oy and let xy3 — xg5, Xgg — X,
Xoy —> Xgz, Xag —> Xag, Xg — Og. There is x,, € 4y such that
Xy —> Xg3. Let Xo — X3» and noie that

(X2 — X99) — Xpg, (Xbo — Xap) —> Oay.
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Hence there is x,, € A,, such that x,, — (%, — X42)and x;5 — Xxy3.

To prove that AHL* Ag — Ay is exact let x;, € Ay be
such that x,; — 0. Choose x;, € 4g, such that xg, — x,; and
let xg; —> x35. Note that xg, — 0,,. Hence there is x,, € 4,,
such that x,, — x5, and we let x5, — x53. Since xg3 — Ogg there
is x5 € Ay such that x5 — X, f(13) = Xy.

The full embedding theorem which will be proved in the last
chapter says that for every small abelian category there is a
ring R and an exact full embedding into the category of R-
modules. The full embedding theorem allows us to dispatch
certain existential questions in abelian categories exemplified
by the connecting homomorphism theorem.

Define a map extension of a scheme S to be a scheme §
together with a one-to-one functor G: § — § such that all the
objects of S appear as values of G (i.e., G establishes a one-to-one
correspondence between the objects of S and the objects of .S).

Given a scheme S, a map extension .S — S, and sets of exact-
ness conditions E for S and E for S, we say that the full com-
pound diagrammatic statement (S — 5, E, E) is true for o if
for every diagram D: S — & which satisfies the conditions E,
there is a diagram D: § — «/ which satisfies the condition E
and D = DG.

We say that an abelian category ./ is fully abelian if for
every full small exact subcategory ¢ C o there is a ring R and
a full exact embedding of &/ into the category of R-modules,
(We shall show in Chapter 7 that every abelian category is
fully abelian.)

The full metatheorem, 4.31

If a full compound diagrammatic statement is true for all
categories of R-modules then it is true for all fully abelian
categories.

The proof is similar to that of the first metatheorem, |}
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4.4. MITCHELL’S THEOREM

Let R be a ring and ¥ the category of left R-modules. Then
R is a projective generator in ¥7. Indeed the functor

(R,—): %> &

is the “forgetful” functor—it assigns to each R-module M the
underlying abelian group M (it forgets that M is an R-module}.
If we were consistent category theorists we would not speak
of elements of an R-module M but of maps from R to M.
The element-chasing proof of the five lemma could be replaced
by a map-chasing proof. Instead of starting with an element
X153 € Azg such that x,; — Oy, we could start with a map R — A4y,
such that R — 4,3 — A, = 0. We would prove that R — 4,5 —
A = 0, and using the exactness of A,, — 4,3 — 4, and the
projectiveness of R obtain a map R — 4, such that R — 4,, -
A3 = R — A,;. We could continue chasing until we reached a
commutative diagram of the form

Ap = Agy — Apy — Ay

Finally, then, R > 4,3, = R— A4y — A1, —~ 45, = 0.

All that was used in the chasing process was the projectiveness
of R. We conclude that 4,3 — A,; is a monomorphism because
R is a generator. Hence the entire proof of the five lemma could
have been effected in any abelian category with a projective
generator. This fact, that projective generators are as good as
elements, was a part of the folklore of the subject from the
beginning. We can formalize with

METATHEQOREMS 101

Propasition 4.43
An abelian category with a projective genmerator is very
abelian. |

But far better is

Theorem 4.44 (Mitchell)
A complete abelian category with a projective generator is
fully abelian.

Proof:

Let ' be a small full exact subcategory of a complete
abelian category «, and P a projective generator for /. For
each 4 € & we consider the epimorphism

3 P A

(P, A}

By taking 7 = U .. (P,4) and defining P = X, P, we obtain a
projective generator P such that for each 4 € &/° there is an
epimorphism P — 4.

Define R to be the ring of endomorphisms of P. For every
A € o, the abelian group (P,4) has a canonical R-module
structure; for P~ A € (P,4) and P> P e Rdefine rx e(P,4)
to be P> P> A.

Given a map 4 <> B € &, the induced map (P,4) ~> (P,B)
is an R-homomorphism ( 5(rx) = P—> P—> 4> B =
r(j(x)) ). We define, therefore, F: & — %R (4% is the category
of R-modules) by F(4) = (P,A4) with the canonical R-module
structure. F is an exact embedding since P is a projective
generator. F| &' is known to be an exact full embedding,
therefore, once it is known to be full. Given 4,Be &' and a

map F(4) 2> F(B) € %% we wish to find a map 4 > Be o'
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suchthat {(y) = 5. Let0 K >P > A > CandP +B—- 0
be exact sequences in .. Notice that F{P) = R. We obtain
the commutative diagram in 4*%:

O—->FK)y=>R—~FA)—~0O

¥

R F(B) - 0

where the existence of the map fis insured by the projectiveness
of Rin %*, Since R is a ring, any automorphism on R must be
¢quivalent to multiplication on the right by an R-element. We

assume then that f(s) = sr for all s € R, where P—> P cR.
Returning to &7, the diagram

O—-+K—-P 40
1

P—-pB—->0

is such that K —~ P> P — B = 0, since F(K) - R > R

F(B) = 0 and F'is an embedding. Hence there is a map 4 = B
such that

P— B commutes.
Hence

R — F(4)

e

R — F(B) commuies

and since R — F(4) is epimorphic, F(y) = 7. |}
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This last theorem reduces the problem of proving that every
abelian category is fully abelian to the following: Given a small
abelian category o, find a complete abelian category # with a
projective generator and an exact full embedding & — #.

EXERCISES

A. Abelian lattice theory

Let . be a very abelian category and A € /. The lattice of sub-
objects of A is a modular lattice. (If 4; C 4,, then 4, U (B N 4,) =
(4, J B) N 4,.)

B. Functor metatheory

One may state (or at least feel) a metatheorem concerning functors
between very and fully abelian categories. It may be strong enough
to handle connected sequences of functors and, as a test, Prop-
osition IIL.4.1 of Cartan & Eilenberg [4, page 44].

€., Correspondences in categories
Let & be any category. For A,B € &/ define a pam from 4 to B
to be an clement of (B,4). Given a finite sequence

Ay Ag, - A, €

define a eword from A to B to be a sequence of maps and pams
running through A, A,, -+, A,, or, more precisely, an clement in
the set (A,4;) X (44,4;) X (As,A5) X - -+ X (A,,B). The composi-
tion of two cwords, one from A4 to B, the other from B to C, is defined
to be their concatenation.

A map from A4 to B induces a function from (X,4) to (X,B) for
every X, and a pam from 4 to B induces a correspondence from
(X,4) to (X,B) (that is, a set of ordered pairs in (X,4) x (X,B)). A
cword from 4 to B likewise induces a correspondence from (X,A)
to (A/’ ,B). Dually it induces a correspondence from (B, ¥) to {4, Y) for
every Y. We define two cwords from 4 to B to be equivalent if they
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always induce the same correspondences from (X,4) to (X,B) and
from (B, Y)to (4,Y). An equivalence class of cwords from A to B will
be called a correspondence in &7, If a correspondence in & is such that
all the induced correspondences are functions then it will be called a
function in .o/

In the classical construction of the connecting homomorphism a
cword was defined and then shown to represent a function.

In a category of R-modules every function is represented by a map.

If & is fully abelian then every function in & is represented
{obviously uniquely) by a map in /. More generally, every cor-
respondence from A to B may be represented by a map from a sub-
object of 4 to a quotient object of B.

D. A specialized embedding theorem

The proof of Theorem 4.44 proved a stronger statement than that
of the theorem: If 27 is a small full exact subcategory of a complete
abelian category & with a projective generator, then . is isomorphic
to a full exact subcategory of cyclic modules over some ring R. We
may go a step further. Assume # is a category of modules and re-
place the projective generator P in the proof by Zx P, where K is an
infinite indexing set at least as large as P. Then the ring R is such
that for every 4 € & there is an exact sequence R—+ R—~ 4 — 0.
By iteration we may finally obtain a ring R big enough so that for
every A € &/ there is an infinite exact sequence -+ —+ R — R —~ R —
A—0.

But instead of making the ring larger we may make it smaller.
There is a ring R such that R and .« have the same cardinality and
such that & is isomorphic to a full exact subcategory of cyclic
modules over R. To obtain such, assume that . is a full exact
subcategory of cyclic modules over a ring S. Let F be a minimal
family of ideals such that for every A € o7 there is W eF and an
exact sequence O — " — 8§ — 4 — 0. Let T be a subset of § such
that for every AL € F and 5 € § with As C £ there exists ¢ € T with
s — t € £. The cardinality of T need be no larger than that of &,

For anyring R, TC R C §, o/ is isomorphic to a full subcategory
of cyclic modules over B (57 — RfR N ), but not necessarily an
exact subcategory. However, if R has the further property that for
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every t,t' € T, WeF, 5 € § such that st — ¢ € U there is r € R such
that rt — ' €9, then & is isomorphic to a full exact subcategory
of cyclic modules over R.

Using the Lowenheim-Skolem theorem from the theory of models
it suffices for metatheoretic purposes to test any theorem on just
countable abelian categories. Joining that fact with the observation
that an onto ring homomorphism V¥ — R induces an exact full
embedding ¥* — ¢V and assuming the final theorem of the book,
7.34, we may improve Theorem 4.31 to:

A full compound diagrammatic statement is true for all abelian
categortes if and only if it is true for the category of countable modules
over the ring freely generated by a countable set of (noncommuting)
indeterminates.

E. Small projectives

Let .« be a right-complete abelian category. A projective object
P c o is a small projective if the functor (P,—): & — ¥ preserves
all roots, or equivalently, if it preserves sums.

(1) A projective object is a small projective iff for every map
P — Z,A4, there is a finite JC /7 such that P— 2,4, =
P Z,A,— A,

(2) Every ascending chain of proper subobjects in a small
prejective is bounded by a proper subobject and every
family of proper subobjects closed under finite union is
bounded by a proper subobject. {Let {P; — P}; be an ascend-
ing family of subobjects which is not bounded by a proper
subobject. It follows that %P, — P is epimorphic. Now use
the fact that P is projective.)

(3) If the category & is such that for x: P — A and ascending
family of subobjects {4, — A4}, it is the case that U x1(4,) =
x1(U4,) then the property of small projectives in (2)
characterizes them. (Given P— X 4, consider the inverse
image of X;A, for all finite JC I.)

(4) A projective module is small iff it is finttely generated.
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F. Categories representable as categories of modules

Let &/ be a right-complete abelian category with a small
projective generator P. Let R be the ring of endomorphisms of P and
define F: of — 9% as in 4.44. F(4) is the left R-module (P,4). Then
Fis an exact embedding which preserves all roots. Tts image contains
R and all free modules. Moreover, any map between free modules
comes from a map in /. Since the image of F is closed on the right
we may conclude that it is a full representative subcategory. By
Exercise 3-A, F is an equivalence of categories.

A category is equivalent to a category of modules iff it is a right-
complete abelian category with a small projective generator.

G. Compact abelian groups

Let € be the category of compact abelian groups, advertised in
Exercise 2-C as being an abelian category. Let C €% be the “circle
group,” defined as the multiplicative group of complex numbers of
modulus one, or additively, as the group of reals modulo the sub-
group of integers. We shall treat C as an additive group. The only
proper closed subgroup of C are finite and cyclic. The only auto-
morphisms of C are rigid (the metric structure of C may be defined
via the group structure and topology and a continuous automor-
phism must be an isometry). The only rigid automorphisms on C are
the identity and the map which results by multiplying by —1. The
last three sentences combine to prove that the only endomorphisms
of C are those which result by multiplying by integers. That is, the
ring of endomorphisms of C is the ring of integers.

C may be proven to be a cogenerator for ¥. The most efficient
proof is beyond the scope of this book. It involves among other
things the fact that the space of complex numbers is a cogenerator
for the category of Banach algebras, But granted that Cis a cogenera-
tor we may prove the Pontrjagin duality theorem:

First, C is injective in . Indeed, any cogenerator for any abelian
category whose ning of endomorphisms is a principal ideal domain
is an injective cogenerator. (Given a monomorphism C— 4 let

I'C(C,C)be the set of maps of the form € — 4 — C. [is an ideal
and if it is generated by € = C then every mapin/kills Ker(n). Now
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using the fact that C is a cogenerator we conclude that Ker(n) = O
and that I is geperated by the identity.) .

For any x: 4—Be % and descending family of subobjects
{4, — A}y it is the case that x{(N A;) = M x(4,). Hence C* is a small
projective generator for ¥'* (Exercise E). The Tychonoff theorem
implies that % is a left-complete category and hence that %'* is right-
complete. By the last exercise ¥ * is equivalent to %. More particularly
(—,C): ¢ —~ ¥ is a contravariant equivalence, An inverse of (—,C)
may be described as the symbolic hom functor (—,C): % — % and

computed to be such that (G,C) is the space of homomorphisms
from G to C topologized by pointwise convergence.

H. Fully is more than very
1. The fact that not every small abelian category enjoys a fuli
embedding into % is easily established, thus,

(1) If G is an abelian group whose ring of endemorphisms is a
field of characteristic zero then G is isomorphic to the group
of rational numbers.

(2) Let F be a field of characteristic zero, not isomorphic to the
field of rational numbers, and let & be the category of
finite-dimensional vector spaces over F. Then .7 does not
enjoy a full embedding into ¥.

2. The statement of the full metatheorem cannot be simplified by
replacing the arbitrary ring R with the ring of integers. For,

(1) If 0 - 4 — B is an exact sequence in % and B 2+ B=0,
then the map 4 — B splits, i.e., there is a map B— A such
that A—+B— A =1

(2) Let Z, be the ring of integers module two and let R be the
ring {{a,b}| a,b € Z,} whose multiplication is defined by
(a.b)a' b)Y = (aa’,ab’ + a’'b). (R is isomorphic to ZJX]/{(X%)
and Z[X](2,X2).) Let A= {0.0)|acZ,}CR The in-
clusion map 4 — R does not split in the category of R-
modules.
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I. Unembeddable categories

Not every category may be embedded in the category of sets.
What seems to be the simplest counterexample may be described as
follows:

For objects let there be for each ordinal number o an object
named 4,; let there be a zero object O; and let there be a special
object S. i 4a "

Let there be maps named 4, > S, S <%> 4,, and 4, 2> 4_for
every pair of ordinal numbers 8 < &, and let there be a zero map
between any two objects, and let there be an identity map for every
object.

For the composition of maps letAmﬁ-:» hY y—frAaE:Aa—zE:» A, where
B" = max(p,f’). Let all other compositions of nonidentity maps be
zero maps (which makes the verification of associativity downright
trivial), and finally, let the composition of maps with identity maps be
what it must.

Calling the above-described category 7, suppose that F: o — %
is an embedding into the category of sets. Let « be an ordinal number
of cardinality greater than that of the family of subsets of F(8). There
must exist # <. ' <7 « such that Im(F(x3)) = Im(F(x}})). On the other
hand the image of F(x}) is not in the difference kernel of Fyg) and
F(y3), whereas the image of F(x}) is. A contradiction,

(Every category may be embedded in an abelian category (using
techniques not to be covered in this book) and the above counter-
example leads to an example of an abelian category which cannot be
cmbedded, exactly or not, in the category of abelian groups. The
presence of a projective generator or an injective cogenerator, of
course, implies the existence of an exact embedding. The only em-
bedding theorem for large abelian categories that we know of
besides the just named triviality is, that if an abelian category, small
or not, has both a generator and a cogenerator, then it has a group-
valued exact embedding. The proof is, in light of the special nature of
the resuit, too long for inclusion.)

CHAPTER 5

FUNCTOR CATEGORIES

We began this book with the observation that to describe
topology as the study of continuous maps is more to the
point than to describe it as the study of the models of the
axioms for 2 topological space. It has often been said that most
of mathematics is concerned with functions rather than the
things functions are defined on. The axioms for a category
stand as an embodiment of such a viewpoint. But the same
viewpoint leads one to study not categories but functors; and
then not functors but natural transformations. And happily
this returns us to categories.

5.1. ABELIANNESS

Let of be a small abelian category, and ¢ the category of
abelian groups. (#/,%) shall denote the category of additive
functors from ¢ to #. The objects are functors, the maps
are natural transformations.

Theorem 5.11
(o, ¥9) is an abelian category.

Proof: .
We indicate the verification of half of the axioms:
109
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Axiom 0. The constantly zero functor is a zero object.
Axiom 1. Given F,F, € (&, %) define F, @ F, to be a functor
such that (Fy @ Fy)(4) = Fi(4) & F,{(A4) and

Fi(xy 0 )
F, @ F =1
( I @ 2)(x) (0 Fg(x) .
Axiom 2. Let F), — Fy e (#,%). For each 4 e o let O —
K(A4) — F,(A) — Fy(A) be exact. Given A => Be o there is a
unique map K(x): X(4) — K(B) such that

K(A) — F,(4)

m)l l.rlc:)

K(B) — Fi(B) commutes,

Then K is a functor and K — F, is a natural transformation.

Axiom 3. The above construction shows that a transforma-
tion F; — F, is a monomorphism in (&,%) iff F;(4) — F,(4)
is a monomorphism in </ for each 4. The dual construction
needed for Axiom 2* indicates that if £, — F, is a mono-
morphism then it is a kernel of its cokernel. |

The constructions above indicate that a sequence F* — F — F"
18 exact in (/,%) iff the sequences F'(A4) — F(4) — F"(4) are
exact in & for all 4 € &¢. More formally the evaluation functor
Ey: (,%) ~ 4 defined by E(F,~> F,) = F(4)™> Fy(4)
is an exact functor for each 4 € o7, The product

(I E): (H, %) > F

defined by (I1 E)(F) = II E(F) = I1 ,F(4) is an exact em-
bedding.

Proposition 5.12
(A ,%) is a complete abelian category.
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Proof:

Let {F;}; be an indexed family of functors in (##,%). IIF;
and X, F, are constructed ‘‘pointwise” (just as were finite direct
sums):

(I F)(4) = T1,F(4)

EF)A) = 5F). |

5.2. GROTHENDIECK CATEGORIES

% and (7,%) enjoy a critical property with respect to certain
infinite operations. Note that if G is an abelian group and {G,};
is a linearly ordered family of subgroups, and A is any subgroup
of G,then H n U G, = U (H N G,). A complete well-powered
category in which this same statement is always true for the
lattice of subobjects of any object is called a Grothendieck
category (the property is elsewhere referred to as ABS). Just one
of the many consequences of the Grothendieck property is
explored in the next chapter. Among the many properties
equivalent to the Grothendieck property is the following: for
all x: 4 — B and ascending families {B;, — B}; it is the case
that x~'(w B;) = v x~'(B)). For any category such is the case
(purely lattice theoretically) for epimorphic x. In the case that
x is a monomorphism the two properties are immediately
equivalent.

Proposition 5.21
(o, 9) is a Grothendieck category.

Proof:

We simply observe that given a collection {F;}; of subfunctors,
their union and intersection may be constructed ““pointwise™:
(U F)}4) = U (Fi(4)) C F(A4). Hence given a linearly ordered
family {F,}and a subfunctor H C F,(H n U F}4) = H(4) N
U Fi4) = U [H(4) N F{4) = [(U H 0 FDIA). |}
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5.3. THE REPRESENTATION FUNCTOR

We define the representation functor as the contravariant
functor o~ (&, %) such that H(4) — (4,—) (o, %),
H(4 > B) = (B,—) == (4,—). When (4,—) is being con-
sidered as an object in {s7,%) we shall denote it by H*, Given
A-"> Be s it is convenient to denote the corresponding
transformation by H? <> H4,

Proposition 5.31

H . . .
o —> (A, %) carries right-exact sequences into left-exact
sequences. |

Given A € o, F e (,%) we consider the group of natural
transformations (H4,F). Let 5 € (H*,F). By evaluating at A4
we obtain a group homomorphism 7, € (H*(4),F(4)). By
evaluating at 1,4 e(4,4) = H4(4) we obtain an element
7.4{14) € F(4). We define the Yoneda function y: (H*,F) —F(4)
by y(n) = 54(L,). Tt is clear that y is a group homomorphism.
Moreover, it is a natural transformation: a statement which
needs clarification.

We define two group-valued functors D,E each on two
variables, one variable from &7, the other from (&, %). D is
defined to be the composition

{HFxi) Hom

A X (A, G)—> (A, %) x (AL,9)— &.

Hence D(A,F) = (H,F)e #.
E:of x (#,9) — ¥, the “evaluating functor,” is defined
b
Y E(A,F) = F(A)
E(AsF1 —> F2) = Fy(4) &*Fz(A)

E(A, > 4,,F) = F(A) ™> F(4,).
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(Prop. 3.61 on the recognition of functors on two variables is
useful here. Condition three of that proposition is here equiva-
lent to the defining condition for natural transformations.)

Theorem 5.32
The Yoneda functions y: (H*,F) — F(A), y(n) = 1.1, provide
a natural transformation from D io E.

Proof: :
By proposition 3.62 it suffices to show that
(1) for F,— F,e(HA,9),
(A, F) 2> (H1,F)
yl ly
Fi(4) 4, (F4) commutes,
and

() for 4, > Ay,

(4, F)y =D (54 F)
¥ ¥
F(4,) —— F(4y) commutes,

(1) is easy: starting with » € (H*,F,) and traveling clockwise
we obtain 7 — an — (an)4(1,); traveling counterclockwise, 7 —
na(lq) = (eqgmql ). But, of course, (o), is the composition
of «, and n, and we obtain the same element in F,(A) regardless
of direction of travel.

For condition (2) we start with « & (H43,F), and traveling
clockwise we obtain

o — aH® — (aH"), (1,) = o, (x,4)1,) = «, (x).
Traveling counterclockwise we obtain

w— oy (1,) = FO, (1, )]
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To see that a, (x) = F(x)[«, (1, )] we use the fact that a is a
natural transformation and that the diagram

(A1, 4y) =22 (4,,45)

aul)l lcx(d "

FlA) —> F(A,) commutes.
Starting with 1, € (4,,4,) and traveling ctockwise:
1y, = x =, (0
traveling counterclockwise,

Ly, = oy (1) = Fx) e, (1)) 1

Theorem 5.34
The Yoneda transformation y: D — E is a natural equivalence.

((H*,F) is naturally equivalent to F(A).)

Proof:

First, y is one-to-one. Let « € (H4,F) and 0 = y(a) = (1 ).
We must show that « is the zero transformation. Let 4, € &/
and x €(4,4;) = H4(4,). In the last step in the last proof it
was shown that x , (x) = F(x)(e.(10)). Henceif p(a) = a (1) =
0 then “A.(x) =0and « =0.

To show that y is onto, we let z € F(4). For each Be &
we define the function ay: (4,B) — F(B) by az(x) = (F(x))}{z)
for x € (A,B). The additivity of F implies that «z is a group
homomorphism. If the collection of ag’s produces a natural
transformation « it is clear that y is onto since ¥W(«) = z.

To prove that a is natural we must show that for any 8, —>
B, the diagram

(4,B,) > (4,B))
9.8, *g,

F(B) = F(By) commutes.
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Starting with x € (4,B,) and traveling clockwise,
x — wx — ap (wx) = [F(wx)](z);
counterclockwise,
x — ag (%) = [F(W)](2z,(x)) = FW)LFx)2)}
Since F is a functor, F(wx) = F(w)F(x) and « is natural. [

Theorem 5.35
T H* is a projective generator for (4,9).

Proof:
EHY, -)#,%) — 9 is naturally equivalent to

(IE): (4,9~ %. |

Theorem 5.36
The representation functor o (,%} is a contravariant
full embedding.

Proof:
(HA,H?) = (B,4). I

EXERCISES

A. Duals of functor catepories

Let & be a small category, & any category, .&/* and #* their
duals.

Both (o *, %) and {o,%*) may be interpreted as the category of
contravariant functors from & to &. However, (& *, %) and (&, %™*)

are dual.
(=7, 9F) is dual to (&F*,F*).
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B. Co-Grothendieck categories

1. If the dual of an abelian category -+ is a Grothendieck category,
then the lattice of subobjects of each object 4 € .o has the property:

if {A;} is a descending family then
BUMNA, =NBUA).

2. Thecategory of abelian groups is not the dual of a Grothendieck
category.
3. If the abelian category ¢ and its dual both were Grothendieck

categories, then for every A4 € &7 the natural map > 4 — ] A is an
i=1 i=1

isomorphism and 4 = 0. (Let x =1,41,+1,+ - . Then
x=14+ x)

C. Categories of modules

Let &/ be any monoidal category and (&#,%) the category of
additive functors,

1. (&£,%) is abelian.

2. Consider a ring R as a monoidal category. (R, %) is isomorphic
to the category of R-modules,

3. If &, the category of compact abelian groups, has been identified
as the dual of the category of groups, then the dual of the category of
left R-modules may be identified as the category of compact right
R-modules,

D. Projectives and injectives in functor categories

The functor X E,: {(&,%) — ¥ preserves all right roots and if
followed by (—,Q/Z): ¥ > % results in a contravariant exact
embedding which carries right roots into left roots. (Exercise 3-G.)
It must be representable, and therefore (/,%) has an injective
cogenerator.

More generally: If # has a projective generator then so does
(=, %). Each evaluation functor £ ;: (/%) — & preserves all roots.
That it satisfies the further condition of Exercise 3-J for functors with
left-adjoints may be directly verified. Letting £%: & — (&7,%) be the
left-adjoint of E,, and P a (projective) generator for 4, it follows
that Z _,E%(P) is a (projective} generator for (&7, %).
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For arbitrary B € &, the functor £} (B) may be jdentified as the
functor from & to % which sends A’ into (4,4") @ B, where @
refers to the functor defined in Exercise 3-K. The right-adjoint of
E : (A, B)— #, evaluated at B e 4, is the functor which sends A’

into ((A’,A),B).

E. Grothendieck categories

Let # be a Grothendieck category, & a directed category (see
Exercise 3-B), F,G: % — # two functors, and F— G a mono-
morphic transformation. The induced map lim F— lim & is a
monomorphism. (“The direct limit of monomorphisms is a mono-
morphism.”) If such is always the case in a complete abelian category
then the category is a Grothendieck category.

Let A be an object in a Grothendieck category, {4,} an ascending
family of subobjecis of A the union of which is all of 4. Then 4 may
be identified as the direct limit of the system {4,}. The statement
remains true for Grothendieck categories if we require only that
{A;} be directed (i.e., that every pair of subobjects in {4,} have an
upper bound in {4,}), and becomes another characterization of
Grothendieck categories among cornplete categories.

F. Left-completeness almost implies completeness

Let 2 be any category, and & any small category. Define € to be
the full subcategory of constant functors in the category of all
functors (@,57). Given F € (Z,.«/), F has a reflection in % iff Fhas a
left root, and, in fact, the two are the same. On the other side, Fhasa
coreflection in € iff F has a right root, and, again, the two are equal:

Suppose that .« is a left-complete, well-powered category with a
copenerator and a “right zero object” O € .7 with the property
that for all A € o7, (A4,0p) has precisely one element. Then the same
is true for % (they are isomorphic categories), and the inclusion
functor € — (9,5#) is left-root-preserving. By Exercise 3-M, there-
fore, € is reflective, and since this is true for any small 2, we conclude
that .7 is right-complete.

Suppose that &7 does not have a cogenerator but that it is left-com-
plete, well-powered, and co-well-powered. The right-completeness
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of o7 is implied by the existence of difference cokernels and sums,
By the left-completeness of ./ every map has an image (the partially
ordered family of subobjects of any object is a complete [attice; the
image of A = B is the least subobject which allows x). Because .o/
has difference kernels one may prove that if the image of x is all of B
then x is an epimorphism,

Given an object A and a family of quotient objects {4 — A7}, let
A" be the image of 4 — 147, Then A — A" represents the least upper
bound of all the quotient objects {4 — A7}, Hence, the family of
quotient objects of A4 is a complete lattice.

Necessary and sufficient conditions for the existence of sums are
best expressed by expanding the language of Exercise 3-J as follows:

Given a family & = {4,~1> B} we shall say that a subobject
B’ — Ballows & if it allows every x; € 5. We shall say that 5 gener-
ates B is no proper subset of B allows #. We shall say that {4}

generates B if there exists a family {4, ~> B} which generates B.
Finally, then, if of is a left-complete, well-powered and co-well-
powered category with a right zero object then it is right-complete
iff every set of objects generates at most a set of nonisomorphic
objects,

If .« does not have a right zero object we may easily adjoin one.
In that case, the right root of T: % — o7 is the right zero object iff
T has no transformations into any constant functor into the original
category. The ideal right zero object plays a role analogous to 4+«
for the real numbers and indeed + oo is a right zero object in the
category that is associated with the ordering type of the real
numbers.

If we were to relax our definition of completeness in categories in
the analogous way (sets of real numbers with any upper bound have
a least upper bound) then we could leave out the ideal zero objects.
In particular, we could prove that categories of models [Exercise
3-0O] are lefi-complete iff they are right-complete, where the notion
of completeness is understood to be the relaxed notion.

Let o be a small abelian category and define #{+#) to be the full sub-
category of left-exact functors in the category of all additive functors
{#, %), In the next chapter #(+/) will be shown to be a reflective category
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(but not via the adjoint functor theorem). Let (=) be the full subcateg_ory
of right-exact functors. The only proof that we know of that #(«) is a
coreflective subcatepory (or, in classical Janguage, that Oth left-derived
functors always exist), is via the special adjoint functor theorem and the
statement that the set {7 € #(+) | the cardinality of UT(4) is less than
that of =}, is a generating set for #(+). o
The result may be gencralized as follows: Instead of specifying right-
exactness, consider any class of functors into «7, and then c;onsadcr the fu}l
subcategory of all those functors which preserve their right roots. It 13

coreflective.

On the other side, the full subcategory of functors which preserve the
left roots of some specified class is reflective. These two results do not have
a common proof, and both depend on the special nature of the range
category . (It does not depend on the abelianness of «/, or for that
matter on anything about .+ save its smallness, and % may be replaced
with the category of sets.}

G. Small projectives in functor categories

Let o/ be a small additive category, and (,%) the category of
additive functors from ./ to %. By the Yoneda theorem H* is a
small projective in (7, %), and the family of ail such small projectives
generates (7, %).

Suppose that &7 not only is additive but also bas finite direct sums
and that idempotents split in 2 (see Exercise 2-B). Such a category
is called amenable. Let P be a small projective in (27,%). Then P is
isomorphic to H4 for some A € .. To prove it, first find {4,}; and
an epimorphism X,;H*r — P {the HY's generate (s7,%)); second, let
P— ZHA — P = 1 (Pis projective); third, let J C I be a finite sub-
set such that P — = H4: — I HA = P — 2, H4: (Pis small); fourth,
let A = @4, {( has finite direct sums) and simplify to the maps
P Hi > P —1; fifth, find x €(A,4) C .« such that H4 — P —
H4 = H¢ (s is additive) and observe that x* = x; sixth, let 4 — 8
and B— Abesuchthat 4 — B— A =xand 8 -+ 4— B =1 (idem-
potents split in A); seventh, conclude from the factorization
H* = HA P H* = H* —» H®¥— H" that P is isomorphic to
HE ((F,%) is abelian).

The moral is that any property of F: .2 — % which may be stated
in terms of its behavior as a functor may be stated in terms of its
behavior as an object in (:o/,%).
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H. Categories representable as functor categories

Let Z be a right-complete abelian category with a generating set
of small projectives 5. That is, for any A4 — B = 0 there exists a
small projective P € ## and a map P — A such thatP— 4 - B #£ 0,

Let o7 be the full subcategory of # generated by & and let
(&7 *,%) be the category of contravariant additive functors from =7
to #%. Define F: # — (&/*,%) to be the covariant functor which
sends B into the contravariant functor (—,B) | 7. Regardless of the
special nature of o7, F preserves left roots. The fact that the objects of
</ are small projectives in & implies that F preserves right roots.
And the fact that the objects of o/ generate & implies that Fis an
embedding.

As in Exercise 4-F it may now be shown that Fis an equivalence of
categories. A category is equivalent to a category of group-valued

Junctors iff it is a right-complete abelign category with a generating
set of small projectives.

I. Tensor products of additive functors

Let .o/ be a small additive category, # any additive category and
(£7*,%) the category of contravariant group-valued additive functors
from /. Given any covariant F: & — & define F: & — (/*, %)
to be such that B is sent into the contravariant functor (F(—),B) €
(o/*,%). We obtain a diagram

.
7 lr
H
(A *,%)

where H: of — (=f*,%) is the covariant functor which sends A into
the contravariant functor (—,A). (If Z = .7 and F is the identity
then H = F)

If 58 is left-complete and well-powered and has a co generator, then
F has a left-adjoint F*: (&/*,%) — #. Somewhat surprisingly it
suffices to assume that & is right-complete, well-powered, and co-
well-powered. (This is a weaker assumption by Exercise 5-F.)

Define #' C 4 to be the smaliest full subcategory which contains
the image of Fand is closed under the formation of sums and quotient
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objects. %' is a coreflective subcategory and we define R: # — &’
to be its coreflector. By the isomorphisms (F(—),B) — (F{—),R(B))
we obtain a commutative diagram

F
\\f(d*,cﬁ).

Because # is right-complete and co-well-powered and has a
generator, namely %, F(4), it is also left-complete. It is clear that if
F: #' — (o/*,%) has a left-adjoint then so does F: & — (4 *,9).
We thus reduce to the case that 4 is left-complete, well-powered, and
co-weli-powered.

Let T e (=7 *,%) and suppose that B € # is generated by T through
F, i.e., there is a transformation %: T — F(B) € («7*,%) such that
generates B. It follows that we obtain an epimorphism

Z B F(A) <> B

where y is such that for x € T(4) F(4) > T, Zr, F(4) "> B=
n.w(x) (the image of y allows 7). Hence T generates B only if B
is a quotient object of =, %y, ,, F(4) and by Exercise 3-K Fhas a left-
adjoint F*: (o *,%) — . We obtain a commutative diagram

{(*,%)
=7 l
8= F* .
T

#

that is, F(H ;) = F(A). This fact together with the fact that F pre-
serves right roots characterizes F up to isomorphism.

Given a transformation n: F, — F, we easily obtain #: Fy — Fy
and then by Exercise 3-H a transformation 7*: £} — F7. Define for
Te(od*%), Fe(#,F) T®F=F4T). We obtain a bifunctor
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(F* %) x (F,#)— # which preserves right roots on both
variables separately. (This fact together with H, ® F = F(A)
characterizes it.)

Define for Be & Fe (o, B) (F,B) = (F(—),B) c (F*,&). We
obtain a bifunctor (,%#) x B — (&*, %), contravariant on the
first variable, covariant on the second. The adjointness yields iso-
morphisms (7 ® F,B) — (T,(F,B)).

When 7 is the category consisting only of the group of integers we
obtam the previously described tensor product and symbolic hom
functors.

If we view these bifunctors as operations and replace # with
(¥.%) we obtain a long list of associativity and commutativity
statements which generalize the classical list on tensor products and
the hom functors on modules.

CHAPTER 6

INJECTIVE ENVELOPES

We have shown that the category (&/,%) is a Grothendieck
category with a generator. In this chapter we prove that such
conditions insure the existence of injective envelopes. In the
next chapter we shall return to (#/,%) and put the injectives

to work.
All categories in this chapter are abelian.

6.1. EXTENSIONS

We recall that an object E in an abelian category & is
injective if the contravariant functor {(—,E): & — % 1is exact.

Given an object 4 € o/ we shall call a monomorphism
A — B an extension of A4, and sometimes B itself wili be called
an extension,

A trivial extension of an object is a monomorphism 4 — B
which “splits,” i.e., which is such that there is a map B — 4

123
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such that 4 > B —~ A4 — 4> 4. [Equivalently, A — B is a
trivial extension if there is an object C such that B =4 ® C

and 4 - B=A—> 43 C. (See 2.68.)]

Proposition 6.12
An object E in o is injective iff it has only trivial extensions.

Proof:

— From the dual of 3.31.

<  Let 4 — Bbe a monomorphism and 4 — £ any map.
Consider the pushout diagram

A-—+B

Lo
E P,

The pushout theorem, 2.54*, asserts that £ — P is monomorphic;
hence by hypothesis £ is a trivial extension of E. Let P — E be
such that E P -~ E = E—> E and define

B—~E=B—->P > F.
Then

A— > R

N

An essential extension is a monomorphism 4 — B such that for
¢very nonzero monomorphism B’ — B, the intersections (of the
images) of 4 — B and B’ — B are nonzero.

Equivalently, 4 — B is essential if for every B — F such that
A — B — F is monomorphic it is the case that B — F is
monomorphic.

commutes. I
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Theorem 6.13
In a Grothendieck category an object is infective iff it has no
proper essential extensions.

Proof:

- If E is injective, its only proper exiensions are trivial
and thus clearly not essential.

<« Let E have no proper essential extensions and consider
an extension E — B. We wish to show that the extension is trivial.

Let .# be the partially ordered family of subobjects of B
which have zero intersections with (the image of) E — B. The
following lemma is provable directly from the definition of the
Grothendieck property.

Lemma 6.131.  If {B.};is an ascending chain in & then ) B,
isin &,

By Zorn’s lemma, then, # has a maximal element B’ C B.
The corresponding family #* of quotient objects of B(B »F ¢
F* iff E— B — F is monomorphic) likewise has a minimal
element: B — B, Ceriainly then £ — B — B" is monomorphic.
Moreover the minimal nature of B insures that £ — B” is
essential, since if B”" — F is such that £~ B —+B"—+ F is
monomorphic, then the coimage of B— B” — F yields an
clement in #* not smaller than B” and hence equal to B,

By hypothesis E has no proper essential extensions: E — B —
B’ is an isomorphism and E — B is a trivial extension. I

The next theorem is a classic characterization of injective
modules. We have included it, not because it will be directly
needed, but because its proof, suitably modified, will become
the proof of the main theorem of this chapter.

Theorem 6.14

Let R be a ring. If a left R-module A has the property that
for every left ideal I C R it is the case that (R,A) — (1,A) is epi-
morphic, then A is injective in the category of left R-modules.
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Proof:
By the last theorem it suffices to show that 4 has no proper
essential extensions. Assume then that 4 C B and that x< B

and x ¢ 4. Let R > B be the map which sends 1 into xand let

I =R

1l
A— B

be a pullback diagram. Let y € 4 be such that 7 » R 2> 4 =
I — A. The element x—y is not trivial and it generates a sub-
module of B which meets A only trivially. B is not essential. |

6.2. ENVELOPES

An injective envelope of A is an injective essential extension.
It is, therefore, a maximal essential extension and a minimal
injection extension. The latter follows easily since 4 — E is an
essential extension of every proper subobject between (the image
of) 4 and E and thus none could be injective.

The construction of injective envelopes for arbitrary objects
in Grothendieck categories proceeds from the following propo-
sittons:

Lemma 6.21
An essential extension of an essential extension is essential. ||}

Lemma 6.22

Let {4 — E} be an extension of A in a Grothendieck category,
and {E,} an ascending chain of subobjects between (the image of )
A and E. If E, is an essential extension of A for each i, then [ JE,
is an essential extension of A.
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Proof:

Let S be an arbitrary nonzero subobject of UE, Then
S=SNUE,=Ul NE) and S nE; + (O for some i
Because E, is an essential extension of A it follows that
AnS#0. |

We show next that in a Grothendieck category every ascend-
ing chain of extensions may be embedded in a common extension.

Lemma 6.22 says, then, that every ascending chain of essential
extensions is bounded by an essential extension.

Theorem 6.23

Let & be a Grothendieck category, I an ordered set, and
{E; — E,}; . ; a family of monomorphiswms such that fori < j < h
E,~E,—~E, = E,— E;. Then there is an object Ec # and q
family of monomorphisms {E; — E}, such that for i < j,

Ei _"‘E,-_*E =Ei_'*E.
Proof:
Let S = I,E, and for each i e I let E,—> S be the associated

map. For each j € I define /;: § — 5 to be the unique map such

that
£ gt g E,—~E~“>§ ifi<j
‘ E > S if j <4

Let S—— Ebean epimorphism such that Ker(h) = | Ker(h,),
Note that {Ker(h,)} is an ascending family since for j < ;'

s> g — 52 gbs ¢

To conclude that E;, = S Eisa monomorphism it suffices
to establish that fm(E; —8) N U(Ker(h;)) = O. By the
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Grothendieck property, therefore, it suffices to establish that
Im(E; — S) N Ker(h;) = O for all , ie., that E, »~ S = § is
a monomorphism. But this last statement follows immediately
from the definition of ;. [

Let # be a Grothendieck category and using the axiom of
choice let E: (objects of #) — (monomorphisms in &) be such
that E(4) = (4 — B), where B is a proper essential extension
of A, unless, of course, 4 is injective, in which case B = 4.
We define E*(4) for all ordinal numbers y by

E™Y A) = A — E"(A) —~ E(E)A4)),

and for «, a limit ordinal, we let E%(4) be a minimal essential
extension for all E*(4), y < « as insured by the last theorem.
Then the sequence {E¥(A4)} becomes stationary only when
it reaches an injective envelope of A.
We need only show that {E7(4)} becomes stationary and we
will know that—

Theorem 6.25
If & is a Grothendieck category with a generator, then every
object has an injective envelope.

The presence of the generator in # is necessary: without
it the sequence {E”(A4)} might very well continue to grow
through the entire sequence of ordinal numbers (see Exercise
6-A).

But in the presence of a generator G we show that any
sequence of essential extensions becomes stationary at some
ordinal number.

We shall indicate three proofs. The first two use results
which have appeared only in the exercises.

First Proof, in which it is assumed that 8 has a cogenerator C
(which by Exercise 5-D is good for (#,%)):
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Let A — E be an essential extension. Letting G be a generator
choose for every x €(G,4) a map f(x) (£,C) such that

G+ A—EL C+#0. Then 4 -~ EX> Il 4Cis a mono-

morphism (E " I ,,C 2> € = f(x)). Since 4 - E is
essential it follows that y is a monomorphism. Hence every
essential extension of A4 is isomorphic to a subobject of II; ,,C.
To finish things off let Q be an ordinal number of greater
cardinaiity than that of the family of subobjects of Mg 4 C.

Then any sequence of essential proper extension must terminate
before Q.

Second Proof (Mitchell), in which it is assumed that modules
may be embedded in injectives (Exercise 5-D):

Let R be the ring of endomorphisms of the generator G and
define the functor F: # — " to be that which sends B into
the R-module {G,B). (The endomorphisms of G operate obvi-
ously on the group (G,B8).)

Lemma. If A —E is an essential extension in # then
F(A) — F(E) is an essential extension in %%,

Proof of lemma. Let M C F(E) be a nontrivial submodule
and x € M a nontrivial element. We shall construct a non-
trivial element in M N Im[{F(A) — F(E)}. Remembering that
x € (G,E} we let

P— G
lx
fl:l —E
be a pullback diagram. Since 4 — E is essential, P # O
and there exists G — P such that G =P >G> E #0.
G -» P — G~ E is an element of M (M is a submodule)
and in the image of F(A4 — E).

The lemma implies the theorem by a cardinality argument
similar to that in the first proof. Using the fact that F(4) has
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an injective extension F(A) — @ it follows that there exists a
map F(E) — O such that F(4) — F(E) > @ = F(4) - Q and
that F(E) is isomorphic to a subobject of @. If Q is an ordinal
of cardinality larger than that of the family of subobjects of
then the fact that F is an embedding implies that any sequence
of proper essential extensions of 4 must terminate before £2.

If we were to have made this second proof independent of
the exercises we would have had to include in the text the proof
that ¢ has an injective cogenerator, then the proof that modules
have injective extensions, and then this proof of a theorem
which has those two results as special cases.

Third Proof:

In analysing the proof of Theorem 6.14 two points may be
made. The first is that the projectiveness of the ring R is not
used. The fact that it is a generator is sufficient. The second
point is more subtle. In proving that 4 — B is not essential
we did not use the fact that every map into 4 from a subobject
of the generator extends to a map from the generator into A.
We need only to extend those maps which allow an extension
into B.

We suppose that # is a Grothendieck category with a
generator G and that {£,} is a sequence of essential extensions
throughout the entire sequence of ordinal numbers. We wish
to show that the sequence eventually becomes stationary.

For ordinals o >y and monomorphism G' — G define
(G'.E)|, = {G'—> E|| there exists G E, such that G' —
G - E_=x}. For fixed y and G’ we obtain an ascending
family {G',E ) },.., of subsets of (G'.E ). This family must
stabilize and since there is only a set of subobjects of G it fol-
lows that there is an ordinal F(y) such that (G".E)|g,, >
(G,E],all « >y, G’ = G. Because it suffices to prove that any
cofinal subsequence of {E} is eventually stationary we may
suppose that the sequence is already such that F(y) =y + 1.
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Now let Q be the first ordinal of cardinality greater than that
of the family of subobjects of G. We shall prove thatE, |, = E,,.

Supposing otherwise, we let G — E be a map whose image
is not contained in the image of £, — £ ;.

For all y < Q + 1, we shall identify £, with the image of
E, — E,  ,—that is, we shall suppose that it is a subobject of
E, .. The family of subobjects of G, {x(E,)}, is an ascending
family, and by the choice of (2 it must stabilize before Q. There
exists, then, an ordinal ¥ < Q such that x(E)) = x 1(£p).
(We use here the fact that in a Grothendieck category the
inverse images of ascending unions behave well) By our
assumption that F(y) = y + 1 we obtain a map G>E,,
such that

(xEq) ~ G E, — Ep,y = (x1E) »G—E,,.
Let z =x —y, H=2zYE,). Then x(H) =(z 4+ v)(H) <

z(H) + y(H) = E; and H < x"Y{E,). Hence z(H) =0 and
Im(z) nE, =0. |}

EXERCISES

A. A very large Grothendieck category

Define # to be the category whose objects are pairs (G, f: S —
(6,G)) where G is an abelian group, § is a set, and f is a function
from § into the set of endomorphisms on G. We adopt the con-
vention that f(y) = O for all y ¢ S. A homomorphism G %> G’ is a
map from (G, [ S — (G,G)) to (G", f': 8" = (G".G") iff

G ix) G
L
G’ Fix) G

commutes for all x e §'U S,
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1. 4 is a Grothendieck category.

2. 4 is well-powered.

3. Let Z be the group of integers, 4, =(Z,0:0 —~(Z,Z))c &.
For every x defive 4, = (Z R Z, f,: {x}) € B by

by St 7y 1 ifi=2,j=1
L+ L DL ZDHZ—>2Z=
0 otherwise
ZHX>ZDZ and Z B Z 2> Z yield maps 4, =>4, A, 2> 4,
O A, 2> A, 2> A, — O is exact.

For x # y, 4, and A, are not isomorphic. Hence the class of
isomorphism types of objects B such that 0 > A;—>B—> Ay — 0O
is exact, is not a set.

4. If %' is an abelian category, A € #’, and 4 — E is an injective
extension, 0 - A — B — C — O exact, then there is a monomor-
phism B— E & C.

5. A, € # does not have an injective extension. In fact, no non-
trivial object in # is injective or projective.

6. Construct a sequence {E,} of proper essential extensions
running through the entire range of ordinal numbers,

7. Let & be any small category. Construct an exact full embedding
(o, %) — B.

B. Divisible groups

Let R be a principal ideal domain. The characterization of injective
modules of Theorem 6.14 reduces, for modules over R, to the
condition that A —> A is epimorphic for all nonzero r € R. This
property is clearly inherited by quotient modules of 4. Finally, then,
we may prove that OfZ is an injective object in %. (@/Z is the group
of rationals modulo the subgroup integers.}) A direct argument now
suffices for the fact that (/7 is a cogenerator.

The exact contravariant embedding % 07, g may be used to
prove a duality metatheorem for very abelian categories.

C. Modules over principal ideal domains
1. In the last exercise it was learned that if R is a principal ideal
domain and if O -+ R—~E— EfR— O is exact, where £ is an
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injective envelope of R, then EfR is injective. Let r 5 0 and consider
an exact commutative diagram:

O—+R-—> R—>R[N—0

l ! |
O—>R-— E— E[R—~0

All three vertical maps are monomorphisms. Hence every proper
cyclic module is embeddable in E/R.

Let ACE be a finitely generated submodule. Because E is
essential over R and R is a domain, 4 is isomorphic te a submodule
of R, hence to R itself. Every finitely generated submodule of E is
cyclic and therefore every finitely generated submodule of E/R is
cyclic.

2. Let A be a finitely generated module. The family of all ideals
that appear in the form Ker(R — A) is a finite family with (#) as a
minimal member. Let R{(r) = A be an embedding. If (r) = O let
A — E be such that R/(r} = A — E is a monomorphism. If (r) #* O
let A — E{R be such that Rf(r) > 4 — E{R is a monomorphism.
In either case the map from A4 has a cyclic image and we obtain a
monomorphism Rf(¥) — 4 — R/(s). Note that (5) C (#}.

There exists £ — 4 such that R — 4 — R/(s) is onto.

Ker(R—+ A C () C (7)),
hence Ker{R — A4) = (s5) = (r) and we obtain a splitting
Ri(ry—~4—> RN =1

By iteration, 4~ R{(r;} @ - - @ RJ(r,), where (r) C(rg) T~ C
(ra).

3. The uniqueness of any such representation of A may be obtained
from the following: For any prime p € R, the number of (r.)’s such
that (r,) C(p™) is equal to the dimension of (p™1A4){(p™A) as a
vector space over R/(p).

In particular if (p) and (g) are distinct nonzero prime ideals then
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R/(p"™ © R{(g™) =~ R{(p™q"), which when read backwards yiclds a
representation of 4 as a sum of indecomposable cyclic modules,
that is, of the form Rf{p™) where (p) is a prime ideal.

D. Imjectives over acc rings

A ring R obeys the ascending chain condition for left ideals iff the
class of injective left R-modules is closed under infinite sums, For
one direction, assume R is an ascending chain ring and use Theorem
6.14, recalling that a map from a finitely generated module into an
infinite sum must factor through a finite subsum. For the other
direction consider an ascending chain 9%, CW, C--- and let
A = W U,. For each /, let £, be an injective envelope of W/, Define
F: U —ILE; to be such that Ker(p,f) = ¥,. For any x €%, p, f(x)
= 0 for almost all i and s f) C Z,E, CINE,. Since fextends to R
and any map from R factors through a finite subsum we conclude
that p, /= 0 for almost all /, that is, A, — U for almost all 7.

Define a module to be absofutely indecomposable if it contains no
decomposable submodules (a module is decomposable il it is iso-
morphic to the sum of two nonzero modules). An indecomposable
injective is absolutely indecomposable. A module is absolutely
indecomposable iff it is an essential extension of an absolutely
indecomposable module iff its injective envelope is indecomposable.
Two absclutely indecomposable moedules 4 and B have isomorphic
injective envelopes iff there exist nonzero A" C 4, B’ C 8 such that
A4’ is isomorphic to &',

Every module contains an absolutely indecomposable submodule.
To prove it, it clearly suffices to start with a finitely generated module
A. If A is not absolutely indecomposable, there exist nonzero sub-
modules 8,,C,.8, N C; = O, If C; is not absolutely indecomposable
there would exist nonzero By, C, in Cy,B, M C, = O. If this process
did not stop we would obtain an ascending chain C,,C; @ C,, - - -

Given an injective E we shall say that a set of indecomposable
injective submodules {E, C E} is independent if none of them over-
laps nontrivially the submodule generated by the others, By Zorn’s
lemma choose a maximal independent family of indecomposable
injective submodules. They generate in £ a module £’ isomorphic to
a sum of indecomposables. If E' were not all of Ethen E = E' © E”
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and by the last paragraph E” contains an indecomposable injective,
hence contradicting the maximality of the family used to construet
E'. Every injective is a sum of indecomposable injectives.

The injective envelope of a finitely generated module is a finite
sum of indecomposables. Moreover, if £,,* -, E,, Ey,***, E,, are
indecomposable injectives and f: By & DE, -~ E, B - D E,
1s an isomorphism then » = # and there is a one-to-one correspon-
dence between the indexed sets {£,} and {E;} pairing isomorphic
injectives. In other words, a unique factorization thecrem holds.
To prove it note that {},Ker(p, fu,) = O, thus there is an i such that
Ker(p,fu,) = O, hence p; fu, is an isomorphism. If we let i = m and
use standard matrix manipulations we obtain an isomorphism

El@.”@En—l_"EiGB'-'@E;L—I'

E. Semisimple rings and the Wedderburn theorems

1. Let X be a skew field (a division ring). Every K-module is
injective. The only indecomposable injective is X itself.

If Vis an n-dimensional vector space over K(V = K@D - O K,
ntimes) and R is thering of endomorphisms of ¥, then #% ——» @&
is an equivalence of categeries by Exercise 4-F. (All exact sequences
in %% split, hence every object is projective.) R, of course, is simply
the ring of » X n matrices. If R;, - - -, R,, are all matrix rings over
skew fields X, -, K, then @B xR @l Gha v
GE1 ¢ - - - x @En Allmodules over S = R, X * * * X R,, are injective.

The uniqueness of the skew fields and of the dimensions of the
matrix rings in such representations of the ring S may be seen as
follows: The number m is equal to the size of a maximal set of
nonisomorphic simple S-modules (simple modules have no proper
nonzero submodules). Letting {4, - - -, 4,,} be such a set of simple
modules, it follows that the dimensions of R; may be obtained from
the number of components of §, when decomposed into simple
modules, that are isomorphic to A; (we are assuming that the num-
bering has been arranged to our advantage).

2. Let R be a ring such that all left R-modules are injective.
Because a sum of injective R-modules is injective, R obeys the
ascending chain condition. R as an R-module is a finite sum of
indecomposable modules which must be simple modules. Any map
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between simple modules is either zero or an isemerphism and R is
isomorphic, as a ring, to a product of matrix rings over skew fields.

3. Let R be a semisimple ring, that is, a ring which obeys the de-
scending chain condition and has no nilpotent ideals (A = @ im~-
plies A = O). Every ideal in R is a direct summand, as an R-module,
of R. To prove it let 2 be a minimal counterexample. If A is not mini-
mal in the family of all nonzero ideals there exist B C % and a map
R—BsuchthatB - —+ R— B = 1. LettingC = Ker( - R—
B), we obtain A=B DL E. Hence A-R-BHE->A=1.
If N is minimal in the family of all nonzero ideals there must exist
x €U such that A - R A £ 0, otherwise A* = O. But any
nonzero endomorphism on a simple module is an automorphism.

By Theorem 6.14 every R-module is injective and R is isomorphic
to a finite product of matrix rings over skew fields.

F. Noetherian ideal theory

Let R be a ring which obeys the ascending chain condition for
left ideals. All modules over R will be understood to be left-modules.

Let £ be an indecomposable injective and R — E any nonzero
mayp. If O — A — R — Eis exact, then R/Y is embeddable in £ and
R{U is absolutely indecomposable. Equivalently, % is not the inter-
section of twe larger ideals, or as classically stated, 9 is indecom-
posable. Two indecomposable ideals U, B are such that R/ and
R{B have isomorphic injective envelopes iff there exists x,y € R such
that {re R |rxeU} = {reR|ryeBL

Henceforth let R be commutative, that is, a Noetherian ring. The
last paragraph says that if R/ and R/B have isomorphic injective
envelopes there exists € C R such that ACE, BCE, and R/E
has the same injective envelope. The family of ideals Fg that appear
as kernels of maps R — E has a unique maximal member 3. More-
over, for any x € R, {r | rx € P}, if not all of R, is a member of Fg.
That is P is a prime ideal. For any % € Fg there exists x € R such
that {r|rxe U} = P, hence P is the only prime in Fg. Every
indecomposable injective is the injective envelope of R/P for some
unique choice of prime ideal B.

Let  and P’ be prime ideals and E,E’ their corresponding injec-
tives. (FLE)Y A Ot PCP.
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Let A be a finitely generated module. The injective envelope of
R{B appears as a summand of the injective envelope of 4 iff there is
x € A such that {rjrx =0} = ¥B. We shall call such primes the
annihilating primes of A.

Let U be an ideal. The annihilating primes of R/ are defined to
be the associated primes of 2. If A has only one associated prime P,
and if B’ is ancther prime such that A C P’, then there exists a
nonzero map from the injective envelope of RfP to that of R/P'
and P C P’. That is the intersection of all primes containing U is
B.

In any commutative ring R, Noetherian or not, the set {x|x" e,
some #} (usually called the radical of U and written V) is the inter-

section of all primes that contain . To prove it note that VU is
clearly contained in any prime that contains . Conversely suppose

that x ¢ /Y. We wish to find a prime ideal containing U but not
x. In the formal power series ring (RfA)[{X]} the inverse of 1 — xX
is 1 + xX + x*X*+ x*X®+ - --and 1 — xX is a unit in the poly-
nomtal ring (R X]iff x € /9. Let M be a maximalideal containing
1 — xX and £ R — ((RIAD[X])/IM the induced ring homomorphism.
f(x) # 0, hence x ¢ Ker(f). Since the range of fis a domain, Ker(f)} is
a prime ideal.

To return to the Noetherian case. If % has onty one associated
prime P, then VU = B and for all x ¢, {r|rx eWCP = VUL
Thus A is a primary ideal with associated prime 9.

The Lasker-Noether ideal theorems are now obtainable by examin-
ing the injective envelope E of RfU. The factorization of E into
components, not indecomposable, but each with its own annihilating
prime, pulls back to a decomposition of % as an intersection of
primary ideals. The uniqueness of the primes involved and the
primaries corresponding to the minimal primes follows easily.



CHAPTER 7

EMBEDDING THEOREMS

We return to the functor category («/,%). In Chapter 5
we observed that (&7,¥) is a Grothendieck category with a
generator, and in Chapter 6 we constructed, under such con-
ditions, injective envelopes.

7.1. FIRST EMBEDDING

Proposition 7.11
If an object E c (A, %) is injective, then it is a right-exact
Sunctor.,

Proof:
Let 4" — A — A" — O be any exact sequence in <. Applying
the representation functor H we obtain the exact sequence

0 — HY - HA — H* in (#,9).

The functor (—,E): (&, %) — ¥ is an exact functor. Hence
we obtain the exact sequence
138
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(HA E) = (HYLE) > (HYE) > Oin %.

By the Yoneda lemma, the above sequence is isomorphic to
E(A'y — E(A) — E(A") — O and hence E is right-exact. |

A right-exact functor is exact iff it carries monomorphisms
into monomorphisms. We introduce the term mono fimctor to
describe a functor which preserves monomorphisms. An injec-
tive mono functor is, therefore, an exact functor. The next
lemma will provide a proof that the injective envelope of a
mono functor is an exact functor.

Essential lemma 7.12
Let M — E be an essential extension in (#,%). If M is a
mono functor, then so is E.

Proof:

Suppose E is not a mono functor. There exists, then, a
monomorphism 4" — A4 in & such that E(4") — E(4) isnot a
monomorphism in %. Let 0 = x € E(A') be such that

[E(4") — E(A)](x) = 0.
We construct the subfunctor FC E “‘generated” by x. Define

F(B) = {y e E(B) | there is A" — B € =&/ such that
[E(4") — E(B)I(x) = y}

It follows that for B° — B
[E(B) — E(B)](F(B')) C F(B)

and that we may define F(B" — B) by restriction. F is clearly
a set-valued functor. It is seen to be a group-valued functer
once it is established that F(B) is a subgroup of E(B), and such
is clearly the case. (F is the image of the transformation

H4 > E such that (1) = x.)
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Since x € F(A') C E{A"), we know that F # O. Since MC E
is essential, F N M # O. In particular then, there is an object
B such that F(B) n M(B) # O. Let 0 # y € F(B) N M{(B). By
the construction of F there is a map 4" — B such that y =
[E(4) — E(B)](x). Let

A —~ A
Lo
B —P

be a pushout diagram. The pushout theorem asserts that B — P
is a monomorphism. Since M is a mono functor

[M(B) - M(P)y) # 0,
and hence

0 [E(B) — E(P))(y) = [E(B) ~ E(P)}{E(4") — E(B)Kx)
= [E(4) = E(P))(x)
= [E(4) — E(P)][E(4") - E(4)](x)
=0,

a contradiction. l

Corollary 7.13
A group-valued functor may be embedded in an exact functor
if it is a moro functor. |

First embedding theorem, 7.14

Every small abelian category is isomorphic to an exact
subcategory of 4. Equivalently, for every small abelian category
& there is an exact embedding functor o — 4. In the termi-
nology of Chapter 4, every abelian category is very abelian.

Proof:

Consider the group-valued functor G = ¥ H4. G is a mono
Aesd

functor. Let E be its injective envelope. By 7.13 E is an exact
functor. Since G is an embedding functor it follows that any
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extension of (7 is an embedding functor. Hence E is an exact
embedding functor. [

7.2. AN ABSTRACTION

Let #(s) be the subcategory of (#,%) consisting of all
mono functors and all transformations between mono functors.
A () is a full subcategory of (&, %).

#(#) 15 closed under certain operations: any subobject
of an object in #(o7) is in A(of); any product of objects in
A(H) is in #(); any essential extension of an object in
A is in A(A).

Let us abstract the situation. Let & be a Grothendieck
category with injective extensions, and let .4 be a full subcate-
gory of # closed under the three operations of subobject,
product, and essential extension. We shall call objects in #
mono objects. We have two reasons for this further abstrac-
tion: first, the situation occurs in other interesting cases, most
noticeably in the category of group-valued presheaves on
topological spaces and in the theory of relative homological
algebra (see Exercises 7-F and 7-G); second, without abstraction
we would be lost in a forest of functors defined on functors.

An example worth keeping in mind is the following: Let R
be an integral domain, # the category of R-modules, and .#
the subcategory of torsion-free modules.

Proposition 7.21
Given any B € # there is a maximal quotient object lying in
M, B — M(B).

Proof:
Let & be the family of mono quotients of B, and define
M(B) to be a cotmage of
B> 11 8,

BeF
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where each component of # is the obvious epimorphism. Then
M(B) € A, since 1IB" & A4 and M(B) is a subobject of I1B".
Moreover, given any epimorphism B — B” where B” € .4 we
may find M(B) — B” such that

B—> M(B)

N/

commutes,
by defining M(B) — B" as M(B) > 118 -~ B". |}

Proposition 7.22
Let Be #, M<c A, and B — M any map. Then there is a
unigue M(B) — M such that

B—> M(B)

N

In the terminology of Exercise 3-F, M(B) is the reflection of B
in #.

commuites.

Proof:

Let B — B" be the coimage of B — M. Since .# is closed
under subobjects, B” € .4 and the maximality of M{(B) among
mone quotients insures 2 map M(B) — B” such that

B—>M(B) =B =M—F.

Hence, we may define M(B) - M as M(B) -~ B" — M where
B” — M is such that B> B"— M = B — M. Its uniqueness
is insured by the fact that B — M{(5B) is epimorphic. ]
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Given a map B’ — B we obtain then a unique map M(B') —
M(B) such that
B — M(B)
| !
B — M(B) commutes.

The uniqueness forces M to be an additive functor. The epi-
morphisms B — M(B) produce a natural transformation from
the identity functor on % to M.

Proposition 7.23
The transformation I —~ M yields a natural equivalence
{(M(A),B) — (I{(A),B) foralidc #,Bec A,

Proof:
The last proposition restated. [}

We shall say that T & is a torsion object if for every
M e #,(T,M) = 0. Equivalently, T'is torsion if M(T) = O.

Proposition 7.24
Ker(B — M(B)) is the maximal torsion subobject of B.

Proof:

It is clear that for every torsion object T and map T — B,
the image of T — B lies in Ker(B — M(B)), and hence if
Ker(B — M{(B)) is torsion it is the maximal such.

Suppose B € .#, K — B’ is any map, and O - K > B —
M{(B) — O is exact. Let B — E be the injective envelope of
B,

We know that E € 4. Let B — E be such that

O—~K—->B—~MB)—~0

L1

B+ E commutes,
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where M(B) — E is the map insured by Proposition 7.22. 1t is
clear then that K — 8" = (0 and that X is torsion. l

-# is not in general an abelian category. Not every mono-
morphism in .# appears as a kernel of a map in .4.

Borrowing from group theory terminology, et us define a
subobject M'C M e .# to be pure if the exact sequence
O—M —>M-—> MM —Olies in .4, ic., if M/{M’is mono.
We shall say that a mono object is absolutely pure iff whenever
it appears as a subobject of a mono obiject it is a pure subobject.
An everpresent example of such is an injective mono object.
Indeed, in the case of torsion-free modules over a domain such
are the only examples. In the case of mono functors, however,
we find that a mono functor M € (7, %) is absolutely pure iff
it is left-exact.

First,

Lemma 7.25
IfO—-M —+B—~M,— Oisexactin # and My, M, € &,
then B c #.

Proof:
Let M, — E be an injective envelope, and B — E an extension
of M, — E. Then B — E @ M, is a monomorphism. |

Lemma 7.26

A pure subobject of an absolutely pure subobject is absolutely
pure.
Proof:

Let 4 be absolutely pure, P — 4 pure in 4, and P —~ M any
monomorphism into a mono object M.

Let

P-4

1ol
M—-R
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be a pushout diagram and
o 0 o

! l !
O— P - A —-PiA—-0

| { !
O0—- M - R —-PA—->0

{ | l
O—~MP—>R/A—~ O

! L

0 o

an exact commutative diagram. Since M and PfA4 are mono,
R is mono. Hence Rf4 is mono and M/P is mono. Thus P is
absolutely pure. [

Theorem 7.27
A mono funcior M € (/,%) is absolutely pure iff it is lefi-
exact.

Proof:

Sin{,e M may be embedded in a functor that is both absolutely
pure and left-exact, namely its injective envelope, it suffices to
prove that a pure subfunctor of a left-exact functor is left-exact.

Let O — M — E — F — O be exact in (#,9), E left-exact,
F mono. Let 0 — 4" — A — A" be exact in &/. Consider the

commutative diagram

0 0 )
! l i

0 — M(A') — M(A) — M(A")
d 1 }

0 — E(A") — E(A) — E(4")
! !

0 — F(4") — F(A)
! i
0 2
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The hypothesis of 2.64 is satisfied: F is mono iff M is left-
exact.

We return to the abstract situation: a Grothendieck category
% and a full subcategory .# closed with respect to subobjects,
products, and essential extensions, We define .% to be the full
subcategory of absolutely pure objects.

Given M c .# we say that M — R, Re %, is a reflection
of M in 2 if for every map M — L, L € &, there is a unique
map R — L such that

M— >R

N

commuies.

Recognition theorem 7.28

If the sequence O —~ M — R — T -~ Q is exact in %, M mono,
R absolutely pure, T torsion, then M — R is q reflection of M
in 2.

Proof:

Consider any M — L, Le #. Let L — E be an injective
envelope and E — F a cokernel of L — E. Consider the com-
mutative diagram with exact rows:

O—-M>R>T=0O

L
O+ - E-+F->0

where R — E is any commutative map insured by the injective-
ness of E, T'—> F the commutative map arising from the
exactness of rows.
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E is mono by the essential theorem, F is mono since L is
absolutely pure. Hence T'— F = 0 and Im(R — E}C L. Thus
is obtained a map R — L such that

M—s R

N

The uniqueness is seen easily by considering two extensions
of M — L. Their difference R = L is such that M — R—
L = 0, hence R > L factors through R —> T. But T'is torsion,
L is mono, and 8 = 0. |}

commutes.

Construction theorem 7.29
For every mono object M e A there is a monomorphism

M — R which is a reflection of M in £,

Proof:

Embed M into any absolutely pure object E (an injective
envelope will do).

Construct the exact commutative diagram

o O 0
| { l
O>M—- R - T -0
l ! {
O—+-M—~ E - F —0
1 | 3
0 — M(F) — M(F) ~ O
¢ l
0 0

by starting with the middle row, then the right-hand column,
then the bottom row, then the top row (nine lemma, 2.63).
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T is torsion, R is a pure subobject of an absolutely pure object,
and hence absolutely pure. The top row fits the last theorem. |

Choosing M — R(M) a reflection in & for each M € .4, we
obtain an additive functor 4 —~> % and a natural trans-

formation from the identity functor on .#, I — R that induces
an isomorphism ({(M),L) — (R(M),L) forevery M € .#,L ¢ &Z.

7.3. THE ABELIANNESS OF THE CATEGORIES OF
ABSOLUTELY PURE OBJECTS AND
LEFT-EXACT FUNCTORS

Theorem 7.31
2 is abelian and every object has an injective envelope.

Proof:

Axiom 0. The zero object is obvious,

Axiom 1, 1*. For M e .# it is the case that Me ¥ iff
M — R(M)is an isomorphism. R is an additive functor. Hence
2 is closed under the formation of products and sums.

Axiom 2. Lemma 7.26 asserts that the #-kernel of (L, —~L,)
& is in & and hence ¥ has kernels, Moreover, a map in &
is an .Z-monomorphism iff it is a #-monomorphism.

Axiom 3. Given a monomorphism L, —L,e.% let O —
Ly —L;—>M— 0O be exact in . The absolute purity of L,
asserts that M € .#, Then L, — L, = Ker(L, — M — R(M)).

Axiom 2*. LetL, - L,e £ and L., - L, - F — O be exact
in #. Then Ly — F — M(F) — R(M(F)) = Cok(L, — L,).

Axiom 3*. The above construction shows that a map
L, >1L,¢? 15 an Z-epimorphism iff the Z-cokernel of
Ly =L, 1s torsion, Let L, =L, be an F-epimorphism, and
M—L, the F-image of L, > L,, O > M—>L,—-T—0
exact in #. T is torsion and the recognition theorem asserts
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that L, = R(M). Hence if L,—L, = Ker(L, — M), then
Cok(Ly —~ L) = Ly - M — R(M) and every ¥-epimorphism
is an .%-cokernel.

Since monomorphisms are the same in & and &, if Eis a
A-injective envelope of an #-object, it is injective in Z. |}

Returning to (&,%) we define Z (&) C (#,%) to be the
full subcategory of left-exact functors. The last theorem asserts
that #(«f) is an abelian categery with injective envelopes.
The representation functor H: o — (&, %) factors through
Z ().

Theorem 7.32
(o) is complete and has an injective cogenerator.

Proof:

The construction of products in (%) is straightforward.
Surprisingly, the construction of sums in £°(.%7) is also straight-
forward. Given a family of left-exact functors {F,} their sum as
defined in (%, %) is already left-exact and is the sum defined in
L(A).

The product of all the functors {H*},, . is also left-exact and
a generator for Z(&f). Proposition 3.37 now implies that
Z(s/) has an injective cogenerator.

Theorem 7.33
H: o — Z(o4) is an exact full embedding.

Proof:

We know that H 18 a full embedding (5.36). Let O — 4" —
A — A" — O be exact in &/. We wish to show that 0 — H4" —
H* - HY —» 0 is exact in #(&). Such is the case iff the
sequence O — (H*,E) — (H*,E) - (H* ,E) - O is exact for
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E an injective cogenerator in (). This last sequence is
isomorphic by the Yoneda theorem, 5.34, to

G — E(4') — E(4) - E(4") — O

and this sequence is always exact iff £ is an exact functor.
The exactness of E was proved in the essential lemma 7.12. §

Theorem 7.34 (Mitchell)
Every abelian category is fully abelian.

Proof:

The last theorem shows that for every small abelian category
there is an exact full contravariant embedding into a complete
abelian category with an injective cogenerator. By taking the
dual of the range category, we obtain for every small abelian
category an exact full embedding (covariant} into a complete
abelian category with a projective generator. Theorem 4.44
implies therefore that for every small abelian category there is
an exact full embedding into a category of modules. |

EXERCISES

A. Effaceable and torsion functors

Let Fe(#,%), A e A, x € F(A). xis an effaceable element if there
is a monomorphism 4 — B such that [F(4) — F(B)](x) = 0. Fis an
effaceable functor if all elements in F are effaceable.

1. Subfunctors and quotient functors of effaceable functors are
effaceable.

2. The only effaceable mono functors are trivial.

3. Effaceable functors are torsion functors.

4. Define T(4) = {x € F{4) | x is effaceable}. T is a subfunctor of
F. (Use the pushout theorem.)
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5. F/T is mono.
6. T is the maximal torsion subfunctor of F and torsion functors
are effaceable.

B. Effaceable functors and injective objects
If o/ has injective extensions then Fe (o/,%) is effaceable iff
F(Q) = O for all injective Q € 7.

€. Oth right-derived functors

Define R,: (#, %) — L () = (Jﬁ,@)ii* M) N F() and
F— R(F)= F— M(F)—~ R(M(F)). F— R\(F) is the Oth right-
derived functor of F.

1. For any F— L, L& %(s/) there is a unique factorization
Ry(F)— L such that F—~ L = F— R(F)— L.

2If 0O+ >F—>R—-T,—0 is exact in (#,9), T, T,
torsion and R left-exact, then R = R (F).

3. Given F— Re(A.%9), Re ¥ (), where & has injective
extensions; F — R is the Oth right-derived functor iff O — F{(g) —
R(Q) — O is exact for all injective @ € &

4. Let O + A — g — A" — O be exact in o/, @ injective. Then
F(A) — Ker(F(Q) — F(A")) = F(A) — R F(4).

D. Absolately pure objects
In the abstract situation define

Ry B =B #> &

1. R, is an exact functor. (Use an injective cogenerator on #.)

2. Ry: # — & preserves right roots, as do all reflectors, and we
may construct right roots for % by constructing them in & and then
reflecting in . Since Ry: # — & is also left-exact we obtain a proof
via Exercise 5-E that < is a Grothendieck category.

E. Computations of Oth right-derived functors

Let F e (.,%). For each 4 € .« consider the set of pairs S(4) =
{(A—B,y}| A— B is a monomorphism, yec F(B)}. Given two
elements in S(A) define (4 — By, y,} = (4 — B,, .} iff there exist
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monomorphisms B8, - B, B, — B such that [F(8))— F(B)l(y) =
{£(By) — F(B)](y2).

1. There is a functor R €{,%) such that R(A) is the set of
equivalence classes in S(4), and the functions F(4) 2> R(4),
n4(x) = {4 > 4, x] yield a natural transformation.

2. The kernel and cokernel of 7 are effaceable.

3. Ris left-exact.

4. F— R is the Oth right-derived functor of F. (Use 7-G-2.)

F. Sheaf theory

Let X be a topological space, .7 the category of open sets and
“restrictiou” maps (the dual of the category of open sets and in-
clusion maps). (7 ,%) is called the category of group-valued pre-
sheaves on X. Given an open set U C X let HY € (F,%) be defined
by
Z fvCuU
0 otherwise,

1 iV Cu
0 otherwise.

HE(V) =
HY(V, — V) = {

Let {U,} be a family of open sets, U= |J U,, U, = U, N U,
(g, —rg)

Define the sequence > HY+ =2—% X HU: L o by
3]
He % Hul's'i). YHY = Vs o g T g
HOu LS Hs B S ptv . ylu | gUi 3 gin
HU: 5 T A& L HU — HU . BT,
We shall call all such sequences the family of fundamental se-
quences in (J,%).

1. All fundamental sequences are exact.

2. For F e (7 ,%) we say that Fis substantial if O — (4,F)— (B,F)
is exact for all fundamental C— B — 4 in (& ,%). An essential
extension of a substantial presheaf is substantial.
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3. For Fe (¥,%) we say that Fis a sheafif O — (A, F) — (B.F)—
(C,F)is exact for all fundamental C — 8 — 4 in (F ,%). An injective
substantial presheaf is a sheaf.

We may apply the abstract situation of this chapter to prove that
the full subcategory of sheaves #(X) is an abelian category with

injective envelopes and that there is an exact functor (7 ,%) =
F(X)YC(F,%) and a transformation from the identity functor 7 —
S such that forevery F — T, T € &(X ) there is a unique map S(F)— T
such that
I(Fy— S(F)
N/
T

commultes.

&(X) 1s a Grothendieck category (Exercise 7-D), but the inclusion
functor (X)) — (F.,9), unlike ¥ () — (#,%), is not directly
continuous.

G. Relative homological algebra
Let .« be a small additive category and A a family of mono-
morphisms which appear as kernels in 7 and such that

(0) Forevery Aes/, 1, M.
(1) M is closed under composition.
QD IfA—-B—>CecMthend—>Be M.

B3)If A—+BeM and A—~ Cesf then there exist maps
C — D e M and B— D e/ such that

A—B
Lol

C—D commutes,

We give some examples of such families:

1. The family of all monomorphisms in an abelian category.
2. The family of all splitting monomerphisms in an additive
category.
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3. Letsf be an additive category with pushouts and a cogenerator
C.

Define M to be those maps 4 — B such that (B,C)—> (4,0} is
epimorphic.

4. Asin the last example except that instead of using a cogenerator
use a covariant embedding functor & — % which preserves push-
outs.

Define #(5/) to be the full subcategory of those functors in
(&, %) which carry maps in M into monomorphisms in ¥, .#(f)is
closed under essential extensions and #(&), the subcategory of
absolutely pure functors in .#(), is abelian, If o has kernels, the
functors in (= ) may beidentified as those which are * M-left-exact.”

Suppose that .o/ has cokernels. We may define £ C.<Z to be the
family of epimorphisms which appear as cokernels of maps in M.
We assume that E satisfies the dual of the properties listed above.
(If o is abelian this turns out to be a gratuitous assumption.) Define
A"— 4 — A" to be relatively exactin o f A' > A=A+ K— A4,
A+A"=d—->F A" A >KcE K+AeM A—+FecE F—
A" e M, and K — A = Ker(A — F). An exact functor 0. &/ — % is
one that carries relatively exact sequences into exact sequences.

By the weak embedding theorem there exists an exact functor Q-
A — % which is faithfully left-exact, that is, (4" — O(A4) is mono
iff A" —+ 4 € M. Through dualization, we may obtain an exact functor
which is faithfully right-exact.

Let M C #(&/) be the family of monomorphisms such that 7° —
Te Miff (T,0)—(T",0) — O is exact for all exact Q € (o). By
the last paragraph, H* -~ H'e M iffi A > A"cE, and HY —
H* — H" is exact relative to M iff 4’ — 4 — 4” js exact relative
to M. Let £, be a small exact subcategory of #(/} which contains
the representable functors and embed &, into £(#¥) in a manner
dual to that described above.

The composed full embedding.«/ — £ (#7T) is exact and faithfully
so, that is, only relatively exact sequences are carried into exact
sequences.

The full metatheorem holds for the relative case.

APPENDIX

In writing and preparing this book I repeatedly told myself
that I would give everyene his credit in the appendix. Now the
book is written, the proofs are read, the publisher is waiting,
and I realize I don’t know who is to be credited for what.
There are some who learn by reading, I am told. The material
in this book 1 have learned either by discovery or by con-
versation,

The origin of concepts, even for a scholar, is very difficult to
trace. For a nonscholar such as me, it is easier. But Iess accurate.
Nonetheless, 1 have a few stories to tell. I shall tell them. I shall
read all the letters that refute them. I shall hope for enough
book buyers to pay for a revision.

To start at the beginning, MacLane tells me that there
is an intellectual ancestry for the words ‘“‘category” and
“functor” in Kant’s Critique of Pure Reason. As I said in the
Introduction, he should know, for he and Eilenberg defined
them.

I55
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The definitions in Chapter 1 are also the work of Eilenberg
and MacLane. That statement requires a definition of “work.”
In 1940 algebraic entities were defined by the remnants of
generators and relations. MacLane’s definition of “product™ [20]
as the solution of a universal mapping problem was revelution-
ary. So revolutionary that it was not immediately absorbed
even by the most category minded people. It was common to
define finite direct sums as suggested in Theorem 2.41, which
definition can only apply to additive categories and allows,
even there, no generalization to the infinite case.

The axioms for abelian categories in Chapter 2 are new.
The first set of equivalent axioms appears in Buchsbaum’s
dissertation [2], where they are said to describe an “‘exact™
category. The word “‘abelian” has stuck, partly to honor
MacLane who suggested the whole idea [20], partly because
Grothendieck writes in French and “abelian™ seems to mean
“very nice structure”™ in French [10]. (There are two words:
“Abelian” and ‘“‘abelian.”)

The word “pullback™ and the ubiquity of the concept 1
learned from Lang, who also pointed out the pullback theorem
and its importance. T plead guilty to “pushout™ and “difference
kernel.”

Since this note is already so personal (it certainly isn’t
objective} let me relate my awakening as a graduate student
to the newness of my own language. T was brought up, as an
undergraduate at Brown, by Massey and Buchsbaum to think
in exact sequences. The notion of exactness seemed as funda-
mental as the notion of continuity must seem to an analyst.
And then one day at Princeton my advisor, Norman Steenrod,
calmly told me how he and Eilenberg—just a few years before—
had chosen the word “exact.”

By now I have heard the story from both Eilenberg and
Steenrod, the combined version being somewhat as follows:
in writing Foundations of Algebraic Topology [7] they so
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recognized the importance of the choice that they used the word
“blank™ throughout most of the manuscript. After entertaining
an unrecorded number of possibilities they settled on “exact.”
It was initially suggested by history: the exact sequence in
DeRham’s theorem 15 about exact differentials. It was chosen
because it is descriptive, it is short, it translates easily, and it
inflects well (“exactly,” “exactness™).

The notion of projective objects is implicit in much early
work. MacLane called them ““free” objects [20] (and in a foot-
note used the word “fascist” for the dual). The words “pro-
jective” and “injective” appear in Cartan and Eilenberg [4].
MacLane’s “integral” objects [20] are the first generators. To
be precise, an integral object is a generator which does not
contain any generators as direct summands and which has no
nontrivial idempotents. He observed that the only integral
object in the category of groups is the group of integers, thus
anticipating all the Chapter | exercises. The word “generator”
appears in Grothendieck [10].

I might have been the first to observe that the additive
structure of an abelian category is implied by the other axioms.
On the other hand, MacLane knew [20] that the additive
structure could be recovered frem the way in which maps
compose. The specific proof of the associativity, commutativity,
and identity of the two operations is probably from Eckmann
and Hilton, who seem to be responsible for the concept of
groups in categories. I learned the proof from Eilenberg who
also devised the neat construction of additive inverses.

The “classical” lemmas that close Chapter 2 have their
origins in algebraic topology (and hence, so does the entire
subject). I believe that Eilenberg, Hurewicz, MacLane, and
Steenrod were the prime movers. To Buchsbaum [2] goes the
credit for demonstrating that the lemmas are categorically
provablc. He had been anticipated by MacLane’s proof [20]
that any map between extensions of the same objects was an



158 ABELIAN CATEGORIES

isomorphism. The repeated use of pullbacks and pushouts that
I use, I trace to Lang.

I believe that the term “‘skeleton™ applied to categories is
Isbell’s, who also knew the facts in Exercise 3-A. The concept
of direct limit first appears in Steenrod’s dissertation. Allow
me to go back a bit, Emmy Noether is credited with selling the
idea that the homology of a space is a group, not a set of
numerical invariants. The “mother of modern algebra™ is more
than that. She seems to be the mother of modern mathematics.
(There were some fathers {00.) Again, 1 point out that groups
used to be generators and relations. After Emmy Noether they
were things. Now, when Steenrod wrote his dissertation, Cech
cohomology was still a set of numerical invariants. In order to
define it in a way such that he could prove the universal
coefficient theorem he needed direct limits. So he invented
them.

Adjoint functors were defined by Kan [16], who borrowed
their name from functional analysis and who exposed their
properties as outlined in Exercises 3-G and 3-I. Except for
Watts™ theorem in 3-N [22], the adjoint functor theorems that
are developed in the rest of the Chapter 3 exercises appeared
in my dissertation [8]. I never published them before now. In a
new subject it is often very difficult to decide what is trivial,
what is ebvious, what is hard, what is worth bragging about.
A man learns to think categorically, he works out a few
definitions, perhaps a theorem, more likely a lemma, and then
he publishes it. Very often his exercise, though unpublished, has
been in the folklore from the beginning. Very often it has been
published faithfully every year. I think the notion of “generator”
has appeared regularly, each time under a new name, since
MacLane defined his integral objects in 1950.

It was not until my unpublished dissertation began to be
rather frequently cited for its adjoint functor theorems that 1
considered their publication. I tried to write them as a separate
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chapter but the chapter grew longer than the rest of the book.
I did validate the exercises as exercises during the 1963 NSF
Summer Institute in Algebra and the participating students
should be blessed for their service.

Mitchell’s theorem of Chapter 4 appeared in his disserta-
tion [21].

The possible importance of functor categories was pointed
out to me by Watts, along with the niceness of the representation
functor. The nature of the Yoneda transformation was first
worked out by Yoneda [23].

Baer discovered and proved the existence of enough injective
modules [1], using as a start his theorem hercin known as 6.14.
Injective envelopes were discovered by Eckmann and Schopf [5],
who constructed them by first taking any injective extension
and then minimizing. Grothendieck showed that the Baer con-
struction of injectives worked in Grothendieck categories with
generators [10]. Yes, Grothendieck discovered, but did not
name, Grothendieck categories. Mitchell [21] was the first to
construct injective envelopes in one sweep as maximal essential
extensions,

The weak embedding theorem was obtained independently
by Heron [13], Lubkin [18], and myseif [8]. Our proofs were
entirely different. I do not think that it was coincidence that I
had just read Hurewicz and Wallman’s Dimension Theory [15],
which embeds topological spaces into Euclidean space via a
theorem about function spaces.

For some time now there has been a flow of ideas between
Gabriel and myself. We have never met, or even corresponded.
At first we didn’t even know each other’s name. (I was known
as “a student of Xxxx™ [9]. But I was not a student of Xxxx.)
Anyway, Gabriel first noticed the nice nature of the category
of left-exact functors. The proofs using injectives seem to be
mine. And to repeat, Mitchell put things together for the full
embedding theorem,
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The term “‘effaceable” is Grothendieck’s. Relative homo-
logical algebra has its roots, as does just about all of homo-
logical algebra,in Hochshild. Moreover, he made it explicit in
[14], as did Buchsbaum [2] and Heller [12].

Finally, et it be understood that this is not meant to be a
history of categories and functors. Much work has been done
on many aspects of the subject not even hinted at in this work.
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