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1. Introduction

Throughout this paper, we assume that H be a real Hilbert space with the inner product (-,-) and norm
|| - || and C' is a nonempty closed convex subset of H. Let F' : C'— H be a nonlinear mapping, ¢ : C' — R
be a function and © : C' x C — R be a bifunction.

First, we consider the following mixed equilibrium problem: find x* € C such that
O(z",y) +o(y) —p(a”) + (Fa*,y —2") 20, VyeCl. (L.1)

If F =0, then the mixed equilibrium problem (1.1)) becomes the following mixed equilibrium problem,
which was studied by Ceng and Yao [2]: Find 2* € C such that

O(z",y) + ¢(y) —p(z*) >0, VyeC. (1.2)

If ¢ = 0, then the mixed equilibrium problem ({1.1)) becomes the following equilibrium problem, which
was considered by Takahashi and Takahashi [I6]: Find 2* € C such that

O(z*,y) + (Fz*,y —a*) >0, YyeC. (1.3)

If ¢ = 0 and F = 0, then the mixed equilibrium problem ([1.1)) becomes the following equilibrium
problem: Find x* € C' such that
O(z*,y) >0, Vyel. (1.4)

If ©(z,y) = 0for all z,y € C, then the mixed equilibrium problem (/1.1)) becomes the following variational
inequality problem: Find z* € C such that

oly) —p(a®)+ (Fa*,y —2*) >0, VyeC. (1.5)

We denote the sets of solutions of the problems (L.I)-(L.5) by EP(1)-EP(5), respectively. Equilibrium
problem theory is one of most interesting and useful branch for the existence of solutions of many problems
arising in economics, physics, operation research and other fields. The mixed equilibrium problems include
fixed point problems, optimization problems, variational inequality problems, Nash equlibrium problems as
the special cases. Also, many authors have introduced some kind of methods to solve these problems.

In 1997, Combettes and Hirstoaga [4] introduced an iterative method to find the best approximation to
the initial data and also prove some strong convergence theorems by using the proposed method. Conse-
quently, Takahashi and Takahashi [I7] presented an another iterative scheme for finding a common element
of the set of solutions of the equilibrium problem and the set of fixed points of a nonexpansive map-
pings. Moreover, Yao, Liou and Yao [20], [21] also introduced new iterative schemes for finding a common
element of the set of solutions of the equilibrium problem and the set of common fixed points of finitely
(infinitely) nonexpansive mappings.

Recently, Ceng and Yao [2] introduced a new iterative scheme for finding a common element of the set
of solution of the mixed equilibrium problem and the set of common fixed points of infinitely nonexpansive
mappings. Furthermore, Peng and Yao [12] applied the CQ method to solve the mixed equilibrium problem
and variational inequality problem and they also obtained the strong convergence results. Their result
extended and improved the corresponding results in [3], [9], [16] and [21].

Recall that the mapping f : C — C is called a p-contraction if there exists a constant p € [0,1) such
that

[f (@) = FWll < pllz —yll, Vo,yeC.

A mapping T : C — (' is said to be nonexpansive if

|Tx —Ty|| < ||z —vyll, Vz,yeC.
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A mapping B : C' — C is said to be § -inverse strongly monotone if there exists a constant 5 > 0 such
that
(Ba:—By,x—y) ZBHB:U_By”Q? Vw»yec-

A mapping G is said to be strongly positive on H if there exists a constant g > 0 such that

(Az,x) > pl|z||?, Vo€ H. (1.6)

Let A: H — H be a single-valued nonlinear mapping and R : H — 2 be a set-valued mapping. The
variational inclusion problem is as follows: Find x € H such that

0 € B(z) + R(x), (1.7)

where 0 is the zero vector in H. We denote the set of solution of this problem by I(A, R).

Remark 1.1. (1) f R =0¢ : H — 2H in , where ¢ : H — R is proper convex lower semi-continuous
and 0¢ is the sub-differential of ¢, then the variational inclusion (|1.7]) is equivalent to the following problem
: Find x € H such that

(Bx,v—x)+ ¢(y) —o(z) >0, Yv,ye€ H,

which is called the mixed quasi-variational inequality in Noor [10].
(2) Let M = 9d¢ in (1.7)), where C is a nonempty closed convex subset of H and d¢ : H — [0, 00) is the
indicator function of C| i.e.,

0, x € C,
400, otherwise.

éc(z) = {
Then the variational inclusion (1.7)) is equivalent to the following problem: Find = € H such that
(Br,v—1x) >0, YveEH,

which is called Hartman-Stampacchia’s variational inequality.

Remark 1.2. (1) If H = R™, then the problem (1.7) becomes the generalized equation introduced by
Robinson [13].
(2) If B =0, then the problem (1.7) becomes the inclusion problem introduced by Rockafellar [I4].

The problem is the most widely use for the study of optimal solutions in many related areas
including mathematical programming, complementarity, variational inequalities, optimal control and many
other fields. Many kinds of variational inclusions problems have been improved, extended and generalized
in recent years by many authors.

In 2008, Zhang et al. [22] introduced an algorithm for finding a common solutions for quasi variational
in clusion and fixed point problems, they also prove a strong convergence theorems for approximating this
common elements under the suitable condition. Moreover, Kocourek et al. [7] presented a new iterative
scheme for finding a common element of the set of solution to the problem and the set of fixed points
of nonexpansive, nonspreading and hybrid mappings in Hilbert spaces. Peng et al. [11] introduced another
iterative algorithm by the viscosity approximate method for finding a common element of the set of solutions
of a variational inclusion with a set-valued maximal monotone mapping and inverse strongly monotone
mappings, the set of solutions of an equilibrium problem and the set of fixed points of a nonexpansive
mapping.

Very recently, Yao et al. [19], proposed the following iterative algorithm:

1
O(un,y) + ©(Yn) — p(un) + ;<y — Uy, Up — (T —T7FTy)) >0,

Tni1 = an(u+vf(2n)) + Bnzn + [(1 = Bu) I — an(I + vA)WoJga(2n — 1Az),

)

(1.8)
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where {ay,}, {8n} are two real sequences in [0, 1]. Furthermore, they also proved that the proposed above
algorithm converges strongly to a common element of the set of solution of mixed equilibrium problem and
the set of fixed point of nonexpansive mapping and the set of a variational inclusion in a real Hilbert space.

Motivated and inspired by the above works, in this paper, we propose an iterative algorithm which
extend from Yao et al. [19] as follows:

1
@(Umy) + ‘P(yn) - ‘P(Un) + ;<y — Un, Up — (»Tn - TFxn» >0,

Zn = JR,SQ (Un - SQBU/TL)a (19)
Yn = JR,sl (Zn - slAzn)v
Tn+1 = an(u + 'Yf(xn)) + 5nxn + [(1 - Bn)l - an(l + VG)]Wnyna

where {a, } and {3, } are two real sequences in [0, 1]. Furthermore, we prove the strong convergence theorem
and give an illustrative example to support our main theorem.

2. Preliminaries
Let H be a real Hilbert space and C' be a nonempty closed convex subset of H. It follows that
lz = yll* = llz|* + lyl|* — 2(z,y), Va,y € H. (2.1)

Recall that the nearest projection Po from H to C assigns to each x € H, the unique point Pox € C
satisfying the property
x — Poz|| = min ||z —
o = Poal| = min o - yl,

which is equivalent to the following inequality
(x — Pox,Pcx —y) >0, YyeC.

A set-valued mapping T : H — 2 is called monotone if, for all z,y € H, f € Tz and g € Ty imply
(x—vy, f—g) > 0. A monotone mapping T : H — 2 is said to be maximal if its graph G(T) is not properly
contained in the graph of any other monotone mapping. It is well known that a monotone mapping 1" is
maximal if and only if, for all (z, f) € H x H, (x —y, f — g) > 0 for all (y,g) € G(T) implies f € Tz.

Let a set valued mapping R : H — 2 be a maximal monotone. We define a resolvent operator .J R
generated by R and A as follows:

Jra= (T +AR)"!(z), VxeH,

where ) is a positive number. It is easily to see that the resolvent operator Jp y is single-valued, nonexpansive
and 1-inverse strongly monotone and moreover, a solution of the problem (1.7)) is a fixed point of the operator
JrA(I — AB) for all A > 0 (see, for example, [§]).

In this paper, we assume that a bifunction © : H x H — R and a convex function ¢ : H — R satisfy
the following conditions:

H1) O(z,z) =0 for all z € H;

(H1)

(H2) © is monotone, i.e., O(x,y) + O(y,z) <0 for all z,y € H;
(H3) for any y € H,x — O(x,y) is weakly upper semi-continuous;
(H4)

H4) for any x € H,y — ©(z,y) is convex and lower semi-continuous;
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(H5) for any x € H and r > 0, there exists a bounded subset D, C H and y, € H such that, for any
z € H\ Dy,

Oz, i) + 9(0a) — 9(2) + 1 (s — 2,2 = 2) <0,

Next, we recall some lemmas which will be needed in the rest of this paper.

Lemma 2.1. [12] Let H be a real Hilber space and © : H x H — R be a bifunction. Let ¢ : H — R be a
proper lower semicontinuous and convex function. For anyr > 0 and x € H, define a mapping S, : H — H
as follow: for all x € H,

Se(@) = {= € H: 0(2,9) + p(y) ~ 9(2) + - {y — 2,2~ 7) > 0, ¥y € H}.

Assume that the condition (H1)-(H5) hold. Then we have the following:
(1) For each x € H,Sy(x) # 0 and S, is single valued;
(2) S, is firmly nonexpansive, i.e., for any x,y € H,

15,2 = Spyl1? < (S — Spy, & — y);

(5) Fiz(Sy) = EP(1);
(4) EP(1) is closed and convez.

Lemma 2.2. [1)] Let {z,} and {z,} be bounded sequences in a Banach space E and {f3,} be a sequence in
[0, 1] satisfying the following condition:

0< lirginfﬁn < limsup 8, < 1.

n—oo

Suppose that Tp1 = Bpxn+ (1 —Fpn)zn for alln > 0 and limsup,, o (|[zn+1 — 20l — [[Tn+1 —2n|]) < 0. Then
limy, 00 |20 — zn|| = 0.

Now, we define the mapping W,, by

Un,n-{—l = I:
Un,n = A77,7_'77,[]%77,—‘,-1 + (1 - )\n)Ia
Un,n—l == An—lTn—ll’]n,'n + (1 - )\n—l)Ia

Une = MTpUp 1 + (1= M),
Unj—1 = M1 Th—1Up . + (1 — A1) 1,

Un2 = XUy 3+ (1 — Xo)I,
Wn = Un,l = )\1T1Un,2 + (1 - )\1)17
(2.2)

where A1, Ag,--- are real numbers such that 0 < A\, <1 for all n > 1 and {7;}5°; is an infinite family of
nonexpansive mappings 7,, : H — H.

Note that W,, is usually called the W-mapping generated by T,,,T5,—1,--- ,71 and Ay, Adp—1,--- , A1. It
can be easily seen that W, is also nonexpansive mapping.
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Lemma 2.3. [15] Let C' be a nonempty closed convex subset of a real Hilbert space H. Let {T,,}5° | be an
infinite family of nonexpanzive mappings T,, : H — H such that N2 Fix(Ty,) # 0. Let A1, A2, -+ be a real
number such that 0 < A\, < b <1 for alln € N. Then the following statements hold:

(1) For all x € H and k € N, the limit limp—ocUy 2 exists;
(2) Fiz(W) =N, Fix(T,) where Wz = limy,_oc Wyx = limy, oo Up 12 for all x € C;
(3) For any bounded sequence {x,} in H,

|\Waxy, — Wyay,|| = 0.

lim
n—oo

Lemma 2.4. [1] Let R : H — 28 be a mazimal monotone mapping and B : H — H be a Lipschitz and
continuous monotone mapping. Then the mapping R+ B : H — 2% is mazimal monotone.

Lemma 2.5. [5],[6] Let {a,} be a sequence of non-negative real numbers satisfying
(py1 < (1 - 'Yn)an +0p, n>1,

where {yn} s a sequence in (0,1) and {0,} satisfy the following conditions:

(i) Donzy = 09

(11) limsup,,_, g—” <0 or ) o0 |0n] < oo;

n

Then lim,,_so an, = 0.

Lemma 2.6. [5],[6] Let C be a nonempty closed convex subset of a real Hilbert space H and g : C — RU{o0}
be a proper lower-semicontinuous differentiable convex function. If x* is a solution to the minimization
problem:

g(z”) ;relcg(m)a

then
(¢'(z),x —2*) >0, VaxeC.

In particular, if x* solves the optimization problem:

1
min & (A, @) + 3o — ul® - h(x).

then
(u+ (vf— I +vA)z* z—2") <0.

3. Main Results

In this section, we prove some strong convergence theorems for finding a common element of the set of
solution of a mixed equilibrium problem, the set of solution of variational inclusions and the set of fixed
points of nonexpansive mappings.
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Theorem 3.1. Let H a real Hilbert space and {T,,}5°; be an infinite family of nonexpansive mappings
T, : H — H. Let o : H — R be a lower semicontinuous and convexr function and © : H x H — R
be a bifunction satisfying the condition (H1)-(H5). Let G be a strongly positive bounded linear operator
with coefficient > 0 and R : H — 2H be a mazimal monotone mapping. Let A,B,F : H — H be
a, B, n-inverse strongly monotone mappings, respectively. Let f : H — H be a p-contraction and r >
0,81,82 > 0, v > 0 be four constants such that s1 < 2,82 < 28,1 < 2p and v < A8 Assume that

Q:= (N2, Fiz(T,)) N EP(1)NI(A,R)NI(B,R) # 0. Let W,, be the mapping defined by (2.2)). If {z,} is
the sequence generated by x1 € H and

1
O(un,y) + ¢(yn) — @(un) + ;(y — Up, Up — (Tn — 1F2y)) >0,
Zn = JR,SQ (un - SQBUN)7 (31)
Yn = JR,sl (Zn - SlAzn)7
Tn+l = an(u + ’Yf(xn» + Bnan + [(1 - Bn)I - an(I + VG)]Wnyna
where {an} and {B,} are two real sequences in [0,1] satisfying the following conditions:
(C1) limy o0 oy, = 0 and X2° ; ay, = 00;
(C2) 0 < liminf, o B < lim supp—oofn < 1.

Then the sequence {x,} converges strongly to a point z* € , which solve the following optimization problem:
in 2 (G ) + 5l — ) ~ h(z) (32)
min —(Gz,z) + =||x — u||* — h(z .
zeQ 2 ’ 2 ’
where h is a potential function for ~vf.

Proof. We divide the proof of Theorem into several steps.

Step 1. We show that {x,} is bounded. First, we note that I — sy A and I — so B are nonexpansive for
all z,y € C and

I(Z = s14)z — (I = s1A)yl® = o —ylI* = 2s1(x — y, Ax — Ay) + || Az — Ay]|?
< lz = yl? - 2s10)| Az — Ay|]® + si[| Az — Ay]?
= |lz = yl® - 51(2a - s1)l| Az — Ay|®
< -yl
Thus I — s1 A is nonexpansive and so are I — soB and I — rF. Let p € Q. From (C1) and (C2), we assume
that o, < (1 — B,)(1 +v|G|)~! for all n > 1. Since G is a linear bounded self-adjoint operator on H, we

have
|G|l = sup{(Gz,z)| : = € H, |z]| =1}

and
(1 =B —an(I+vGQ))z,xy = ((1—p0p)r— anx — apvGe, )
1= Bn — ap — anv(Ge, z)
1= Bn—an— anVHGH
0.
Thus we can see that (1 — 8,)] — an (I + vG) is positive. Further, it follows that
|(1 = Bn)I — an(I+vG)| sup{(((1 = Bp)I — an(I + vQ))x,x) = € H, ||z| =1}
= sup{l — B, — an — apv(Gx,z),x € H,|z|| =1}
S 1 _/Bn _an(l_‘_ytu')'

AVARAYS
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From z, = Jg s(u, — s2Buy,) for all n > 0, we can compute
lzn =2l = ||JR,s,(un — s2Buyn) — Jr.s,(p — s2Bp)|
< |[(un —p) — s2(Bu,, — Bp)||
< Jlun —pl|
and
lyn —pll = ”JR,Sl(Zn —s14z) — JR.s (p —s14p)||
< |(zn —p) — 51(A2, — Ap)||
< lzn = pll
< lun —pl-
Letting u,, = Sy(x,, — rFz,) for all n > 0, by Lemma we have
Hun_pH2 = ||Sr($n_TFxn)_Sr(p_TFp)H2
< e = pl* = 2r{zn — p, P2, — Fp) + 1°||F2, — Fpl|?
< lwn —plI* = r(2p = 7)||F2n, — Fpl|?
< an —pl? (3.3)

and so ||z, —p|| <

[Zn1 =

|z — p|| and ||lyn — p|| < ||z — p||. Thus we have

= llanu+ an(vf(2n) — (I +vG)p) + Bn(zn = p)
(1 = Bl = an(I + vG)(Wayn — )|

< (1= Bn—an(l+vp)llyn = pll + Bullzn = pll
+an|[ull + anllvf(z —n) — (I +vG)p|
< (1= an(+vp)lzn —pll + anljull + anynllz, — pl

tan|vf(p) — (I +vG)p|

= [1—an(l+vp+yn)llzn —pll + anlllvf(p) — (I +vG)p|| + [Jull]

pi, 1272) ~ U+ 1ol uly

< max{H:I:o— T ——

Hence {z,} is bounded and so are {un}, {zn}, {yn}, {Wnun}, {f(zn)} and {GWyy, }.
Step 2. We show that lim,_,« ||[Zp+1 — xn|| = 0. Define 2,41 = B, + (1 — B, )v, for all n > 0, that is,

Up =

Tn41 — ann

1_571

Un+1 — Un

1- BnJrl 1-— Bn
- 1?”75:“[14 + 7 (@n41)] = @L [u +vf(@n)] + Wai1yn+1 —
—%(I + VG)Wn+1yn+1 + 7 Bn (I +vG)Wphyn
= %[u + /Yf(xﬂrFl) - (I + VG)Wn+1yn+l]
1 ﬂn—i—l
1 5 [u+7f(@n) + I+ vG)Whyn)

for all n > 0. It follows that

Tn42 — ﬁn+1xn+1 Tn4+1 — ann

+Wn+1yn+1 - WnJrlyn + WnJrlyn — Wayn

Wy Yn
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and so
(077 |
[vn41 = vnll = |Tnt1 — 20| < 1_75HHIUH + v f @ns) | + 1+ vG)Watayna|l]
Qo
+t1— 5 [lull + v f (@)l + [|(I + vG)Waynll]

Y1 = Ynll + 1Was1yn — Watnll = 201 — 2|
Since T; and U, ; are nonexpansive, it follows that

[MTUn+1.29n — MT1Un 290 |

”Wn—&-lyn - WnynH

< )\IHUn—I—IQyn - Un,2ynH

= Ml[AT2Uns1,3yn — X2T2Un 394 ||

< MAel|Unt1,39n — Un3ynl|

< Az )\n||Un+1,n+1yn - n,n+1yn”

< M ﬁ i
i1

where M > 0 is a constant such that sup{||Un+1,n+1Yn — Unnt1¥ynll 1 n >0} < M.
Observe that

Y11 — Ynll HJR,Sl(zn—I—l —s1Azp41) — IR, (2n — 5142, ||

< M = s14)zng1 — (1 = s14) 2|
< lzns1 — zall
< IRy (Unt1 — s2Bun1) — JR sy (un — s2Buy)||
<ttt — uall
< ISr(@n1 = rFzng1) = Sp(@n — rFa,)|
< lznsr — za.
Therefore, we have
Qnt1
[vns1 = vall = l2n41 = @al < s—2—llull + Iy f (@)l + [T + vG)Wat1yn]
1- ﬁn-i-l
n
e
g el + I @l + 1+ v Wagal] + M 11
n i=1
which implies that
tim sup([[vn 1 — vall — 701 — 2al)) < 0.

n—oo

Hence, by Lemma it follows that lim,—eol|vn — zp|| = 0 and

Tnt1 — Bn$n

— Lm |Zn+1 — an’
n—00 1— ﬂn
and so
lim [|zp41 — 25| = 0. (3.4)
n—oo

Step 3. We show that

| Fay, — Fp|| = 0, | Bun — Bpl| =0, [ Az, — Apl|| = 0.

lim lim lim
n—oo n—oo n—oo
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From , it follows that
Tni1 = an(u+7f(2n)) + Bnzn + [(1 = Bu)I — an(l + vG)|Wayn,
which can be rewritten as
Tnt1 = an(u+vf(xn) — (I + vG)Woyn) + Bn(Tn — Wayn) + Whyn.

Observe that

|z = Waynll < lon =zl + |20 — Waynl|
< ”l'n - anrlH + an”“ =+ Vg(xn) - (I + VG)Wnyn” + Bn“l'n - WnynH
and so
1 o
|Zn = Watnll < ——llon — 2py1| + = lu+~vf(2n) — (I +vG)Waynl-
1- 6n 1- 6n

Thus, from «,, — 0 and lim,,_, ||Zn4+1 — x| = 0, it follows that
nh—>Holo |xn — Whynl| = 0. (3.5)

Since I —rA,I — sB and I — rF are nonexpansive, it follows from that
[yn — pH2 = |[[JRs (20 — 81420) — JRs, (P — SlAp)”2

20 = I + s1(s1 — 2)[| Az, — Ap||?

[ TR 55 (n = $2Btn) — Jr,s, (p — 52Bp)||* + s1(s1 — 20)|| Az, — Apl|?

[un — pl|” + s2(s2 — 28)|| Bun — Bp||* + s1(s1 — 2a)|| Az, — Ap||®

[z = plI” + r(r = 2p) | Fn, — Fpl|* + s2(s2 — 28)[| Bu, — Bp|?

+51(s1 — 20)|| Az, — Ap|>.

VAN VAN VAR VAN

Thus we obtain

|zns1 =pI? = llan(u+f(2n) = (I +vG)p) + Bulzn — Wayn) + (I = an(I +vG))(Wayn —p)|?

< ||(I - an(I + VG))(Wnyn - p) + 6n($n - Wnyn)||2
+20n (u+7f () — (I +vG)p, Zns1 — )
< (I = an +vG)|llyn — pll + Bullzn — Waynll]?

+2an v+ f(2n) — (I +vG)p)|l[|[Tns1 — pll
= (L—a—n(l+vu)?ly. —pl* + Ballzn — Waynl®
+2(1 — an(1 +vu))Ballyn — plllln — Waysl|
+2an|lu+7f(@n) = (I + vG)pll||zntr — pl|- (3.6)

Since (1 — ay (1 +vp))? < 1, it follows that

|Zn+1 —pH2 < lyn — p||2 + Br%”xn - WnynHZ +2(1 — an(1 +vp)Bullyn — plllzn — Wayn|
+2an|lu+7f(@n) — (I + vG)plll|ens1 — pll
< Nan = pl® + r(r = 2p)||[Fan — Fp|? + s2(s2 — 28)[| Bus — Bpl|?
+s1(s1 — 20) || Az — Ap|* B2 |l2n — Waynll?
+2(1 = an(1+vu)Bullyn — pllllzn — Wayn|
+2an|lu+7f(zn) = (L + vG)pllllens1 — pl,
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and so

r2p—P)|Fa, — Fpl® + s3(28 — s2)[| Buy — Bp|® + 5120 — s1)[[ Az, — Ap|?

< (llen = pll + zns1 = pIDUzn41 = z0ll) + Ballzn — Waynll?
+2(1 — an(1 +vu))Bullyn — pllllzn — Wyl
+2onlu+vf(2n) — (I +vG)pll[|2nt1 — pl-
(3.7)

Therefore, from (3.4), (3.5) and (3.7) it follows that

lim ||Fz, — Fp||=0, lim ||Bu, — Bp| =0, lim |4z, — Ap| = 0.
n—o0 n—o0 n—00

Step 4. We show that ||, — Wx,|| — 0. Since S, is firmly nonexpansive, we have

lu — plI?

<

which implies that

et — plI?

IN

||Sr(37n - TFxn) - Sr(p - TFP)H2
(x —rFxy — (p—TFD),up, — p)

1

5(”5671 _pH2 + [|un —p”2 = #n — up — r(Fry — FP)HQ)

1 2 2 2

3l = pl" + lun = plI" = llzn = un||® + 2 (F2n — Fp, 20 — tn)

—r?| Fan — Fpl®),

20 = Pl = llan — unll® + 2r(Fan — Fp, 2 — un) — || Fy, — Fpl|?
1z = pII* = llzn = wnl® + 27| F2y — Fpll[lzn — wnll = 72| Fan — Fp|?
lzn = plI* = lon = unl® + 2r| Fan — Fp||lon — unl.

Since Jp s is 1-inverse strongly monotone, we have

l2n = pl”

<

which implies that

HJR752 (un — saBuy) — JR,s (p— SQBP)H2

<(u — SQBun) — (p — 52Bp)7zn _p)>

1

§(H(Un — s9Buy) — (p — 52Bp)|1* + l|lzn — plI?
—||(un — s2Buyp) — (p — 52Bp) — (20 — p)|I*)

1
5(”“71 _pH2 + [l2n — sz — |lun — 2 — s2(Buy — Bp)”Q)

1
5(”“71 _pH2 + [l2n — pHQ — Jlun — anz + 289(Bupn — Bp, un — zn)
—s3||Buy, — Bpl|*),

12 = pI* < llun = plI* = llw = 7 — 20| + 252]| Bun — Bp|lllun — 2a]l-

Now, we observe that

lyn — plI?

IN

HJR,SI(Zn - SlAzn) - JR,51(p - SlAp)”2
(2n — 8142, — (D — 514DP), Yn — D)

1
5 (120 —pl*+ llyn = lI* = 120 — yn — s1(Azn — Ap)|1?)

1
5z = pl* 4 llyn = pI* = ll2n = ynl* + 251(A20 = Ap, 20 — yn)
—s1[|Azn — Ap||*),
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that is,
lyn —2I* < llzn = 2lI* = 120 — ynll? + 2511 Az — Ap|l[|20 — |
< un — p||2 — Jlun — ZnH2 + 2s2|| Bupn, — Bpl|l|un — znll — [l2n — ynH2
+2s1(|Azn — Ap||[|2n — ynll
< lzn _pH2 — |lzp — unH2 + 2r||Fap — Fpll||zn — unll — llun — ZnH2

+252]| Bun, — Bplll[un — zn|l = 120 — ynll* + 251 A2 — Aplll|zn — ynl|.
(3.8)

Substituting in , we have
|zt = pl> < (1= an(l+vp)* {20 = plI* = 20 — unll® = llun = 2l = 120 — val?
+2r|[Fan — Fpllllzn — unll + 2s2(| Bun — Bp||||lun — zn||
+2s1[| Az — Ap||llzn — ynll}
Ballzn = Wagnll? +2(1 — an(1 +v))Ballyn — pllllzn — Waynll
+20m|lu+vf(zn) = (I +vG)plllzns1 —pl.-
It follows that
(L= an(@+vu)? { Nen —unl® + llun = zal® + 20 = yal*}
< (Jon = pll + lzne1 = pDl@nsr — zall + 27| Fon — Fpl|llzn — unl|
+2s2(| Bun — Bp|[lun — znl| + 2s1[|Azn — Ap||l|lzn — ynl
+2(1 — an(1 +vu))Ballyn — pllllzn — Waysl|
+2anlu+vf(zn) = (I +vG)pll[[2ni1 — pll.

Thus we have

lim ||z, —uy|| =0, lim |u, — 2,|| =0, and lim ||z, — y,| = 0.
n—o00 n—o00 n—o0

Note that
HWyn - yn” S ”Wyn - WnynH + HWnyn - yn”
and so, from this and Lemma it follows that limy, o0 [|[Wyn — yn|| = 0. Therefore, we have

lim |z, — Wx,|| =0.
n—oo

Step 5. We show that

limsup(u + vy f(z*) — (I + vG)x™, z, —x™) <0,
n— o0
where z* is a solution of the optimization problem. First, we note that there exists a subsequence {z,} of
{zn} such that
limsup(u + (vf — (I +vG))z*, zn —2*) = lim (u+ (vf = (I +vG))2", zn; — 27).

n—00 J—00
Since {zy,} is bounded, there exists a subsequence {zn; } of {z,;} which converges weakly to w. Without
loss of generality, we can assume that {z,,} converges weakly to the point w. Since ||[Wxz, — [ — 0, it
follows the demiclosed principle of nonexpansive mappings that w € Fiz(W).
Now, we show that w € EP(1). By u, = Sy(xy, — rFzy,), it follows that

1
O(un,y) + ¢(y) — o(un) + ;<y — Un, Up — (T —T7F2)) >0, VyeH.
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From (H2), we have

1
e(y) — p(un) + ;<y — U, Uy, — (T — T Fy)) > O(y,upn), Vy€ H,

and hence
1
QO(y) - ‘p(unz) + ;<y — Un;, Un; — (xnz - TF‘TTLZ» > @(y’uni)7 Vy €H. (39)
For any ¢t € (0,1] and y € H, let 3 = ty + (1 — t)w. From (3.9)), we have

1
o(ys) — gp(um) + ;(yt — Up;, Un; — (xm —rFxy,)) > O (s, Up, ),

Up;, — Tp; + TF Ty,

<yt — Un;, r > > Q(ytaum) - SO(yt) + gp(um),

Up,; — Ty, +TFTy,

(Yt — Un;, — " + F(yt) — Fyt)) 2 Oy, un,) — o(ye) + o(un,).

It follows that

Y

Up, — & — N +1Fx),

_<yt — Un,, r >

<?/t — Un;, F?/t>

Up,; — T,

= <yt - uanyt - Funl> + <yt - umaFuni - Fxn7,> - <yt - unp T>
_Hp(uni) - Qp(yt) + @(ytyum)'

Since ||up, — xp,|| = 0, we have ||Fuy,, — Fay,| — 0. Further, from the inverse strongly monotonicity of
F, it follows that (y: — un,, Fyr — Fuy,,) > 0 and so, from (H4), the weakly lower semi-continuity of ¢,
Un: —Tm, .

—i—*% — 0 and up, — w weakly, it follows that

(Yr —w, Fy) > —p(ye) + p(w) + O(yr, w).- (3.10)
Thus, from (H1), (H4) and (3.10]), we have

0 = O y) —eyt) + o(u)

Oy, ty + (1 = thw) — p(y) + p(ty + (1 — Hw)

Oy, y) + o(y) — e(y)] + (1 = )[O(yr,w) + p(w) — p(yt)]
tO(ye,y) + (y) — (ye)] + (1 — t)(ye — w, Fyy)

Oy, y) + o(y) —e(y)] + (1 — Ot (y —w, Fyr).

Letting t — 0, we have, for any y € H,

0 <Ow,y) +¢(y) — p(w) + (y —w, Fw),

which implies that w € EP(1).

Next, we show that w € I(B, R). Since A be an a-inverse strongly monotone, A is Lipschitz continuous
monotone mapping. It follows from Lemma (2.4) that R+ A is maximal monotone. Let (v, g) € G(R+A), i.e
g—Av € R(v). Since yn, = JR s, (2n, —S142%n,), we have z,, —S12n, € (I+51R)yn,, i-e., 311 (2n; —Yn; —S142n,;) €
R(yn,). By maximal monotonicity of R + A, we have

VANVAN

1
<U —Yn;s9 — Bv — ;l(znz —Yn;, — SlAZni» >0
and so

1
<U—yn“9> > <U_yniaAU+;1(zni_ym_slAzni»

1
Z <’U — Yny> Aym - Azm> < — Yniyy — 51 (an ym)>
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| = 0 and y,, — w weakly that

It follows from ||z, — yn|| — 0, || Az, — Aypn

lim (v —yn,,9) = (v—w,g) > 0.

Nn;—» 00
Therefore, w € I(A, R) and, by the same method as in above, we can also find that w € I(B, R). Further,
we have w € ) and

limsup(u + (v = ([ +v@))a" a0y —a") = lim (u+ (f = ([ +vG))a’ 2y, — ")
n—o00 J—00

= (u+(f - +vG))a"w—2")
< 0

Step 6. We show that the sequence {z,} converges to the point z*. Observe that

|zt = 21> = flan(u+f(@n) + Butn + [(1 = Bu)] — an(I +vG)]Wyn — «*||?
= lon(u+~f(zn) = (I +vG)z") + Bu(zn — 27)
+((1 = B — an(I + vG))(Wayn — x*)Hz
= [|1Ba(zn — 2") + (1 = Bu)] — an(I +vG)) (Wyyn — )|
+20 (u+ v f(zpn) — (I +vG)x™, xpy1 — )
(X = Ba)] — an(I +vG)) (Wayn — )| + [|Ba (25 — 2) ]2
+20my(f (xn) — f(27), Tny1 — 27)
+2an (u+vf(x*) — (I + vG)z", xpy1 — z¥)
(1 = B)T = an(T + vi))lgn — 2| + Balln — 22
+2anypl|n — 2| ||l2nt1 — 2|
20 (u+vf(2") — (I +v@)x™, xpp1 — ™)
(1= an(@ + 1)) llan — "> + anyplllzn — 2" + 241 — 27|}
+2a, (u+vf(x*) — (I + vG)z", xpy1 — z*)

IN

IN

IN

and so
1—ap(1 2
T [ e P
1 —anyp 1 —anyp
2cy
te———(u+f(z") = ([ +vG)z", xpi1 — 2¥)
1L —anyp
200, (L + 1) — N an(1,)u)? ¥
1 —apyp I —anyp
2cy
e (u+f(@") = (I +v@)z", xpi1 — 2¥)
1 —anyp
200, (14 v)p — . 20, (1 + v)p —
— [1 o an(( V)M ’Yp) Hxn — HQ 4 Oén(( )/J Vp)
1 —apyp I —anpyp
an((ll/)lu’)z * * *
x{ My + (u+f(a®) = (I +vG)z" apg1 — a7)}
1— apyp (L) —yp "
= (1=6u)llen — 2> + bpan,
where

_ 2an((1+v)p—p)

My = sup{||z, — 2*|? :n>1}, 4, T——
n

)

. an((lu)lu’)QM +

n = u+~vf(z") — (I +vG)x*, xpi1 — ).
Ty T @y ) = )T Tt = )
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It can be easily seen that Y 2 | d, = co and limsup,,_,,, on < 0. Hence, by Lemma we conclude that
the sequence {z,} converges strongly to the point z* € 2. This completes the proof. O

Using Theorem [3.1] we can obtain the following corollaries:

Corollary 3.2. For anyxog € H, let {x,} be the sequence in H generated by the following iterative algorithm:
foranyy e H andn > 1

1
@(Umy) + Sp(yn) - Sp(un) + ;<y — Un, Up — (mn - TFCCTL» >0,

zn = JR,s, (Un — s2Bup), (3.11)
Yn = JR,sl (Zn - SlAzn)7
Tn+1 = an(u + ’Yf(xn)) + ﬁnxn + (1 - ﬁn - an)Wnynv

where {ay} and {Bn} are two real sequences in [0, 1] satisfying the following conditions:
(C1) limp o0 oy, = 0 and X221 oy, = 00;
(C2) 0 < liminf, o By < lim supp—oofn < 1.

Suppose that Q = (ﬂ;’le F’Ll’(Tn)) NEP(1)NI(A,R)NI(B,R) # 0 and the mapping W,, is defined by
(2.2). Then the sequence {x,} converges strongly to a point x* € Q, which solves the following variational
nequality:

(u+~f(@*)—a*y—x) <0, VyeqQ.

Corollary 3.3. For any xg € H, let {x,,} be the sequence in H generated by the following iterative algorithm:
foranyy € H andn > 1
1
O(un, y) + o(yn) = plun) + —{y = tn, un — 2n) 20,

zn = JRs, (Un — 52Bup), (3.12)
Yn = JR,sl (Zn - SlAZn)a
Tn+1 = an’)/f(xn) + ﬁnxn + [(1 - /Bn)I - anG]Wnyn;

where {an} and {B,} are two real sequences in [0,1] satisfying the following conditions:
(C1) limy, 00 oy, = 0 and X2y, = 00;
(C2) 0 < liminf, o Bp < lim supn—oofn < 1.

Suppose that Q== (N2, Fiz(T,)) NEP(2)NI(A, R)NI(B,R) # 0 and the mapping W, is defined by (2.2).
Then the sequence {x,} converges strongly to x* € Q, where x* = Po(vf(x*) + (I — G)x*), which solves the
following variational inequality:

(vf(z) = Gz,y —x) <0, VyeQ.

Corollary 3.4. For any xog € H, let {x,} be the sequence in H generated by the following iterative algorithm:
foranyy e H andn > 1

1
G(Umy) + So(yn) - Sa(un) + ;<y — Un, Up — (xn - TF‘TTL» >0,

Zn = JR,32 (un - SZBun)> (313)
Yn = JR,sl (Zn - SlAZn)7
Tnt1 = oV f(2n) + Bnzn + [(1 = Bu)I — anGlyn,

where {ay} and {B,} are two real sequences in [0, 1], which satisfy the following conditions:
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(C1) limy, 00 oy = 0 and X2, = 00;
(C2) 0 < liminf,, o Bp < lim supn—oofn < 1.

Suppose that Q = EP(1) N I(A,R) N I(B,R) # 0 and the mapping W, is defined by (2.2). Then the
sequence {x,} converges strongly to x* € Q, where x* = Po(vf(x*) + (I — G)z*), which solves the following
variational inequality:

(vf(x) = Gz,y —x) <0, VyeQ.

Corollary 3.5. For any xg € H, let {x,,} be the sequence in H generated by the following iterative algorithm:
foranyy € H andn > 1
1
@(un,y) + ;<y — Up, Up — (xn - TFJZn» >0,

zn = JRs, (Un — $2Buy), (3.14)
Yn = JR,Sl (Zn - SlAZn)7
Tp+1 = an’Yf(JUn) + Bnzy + [(1 - Bn)l - anG]Wnynv

where {an} and {B,} are two real sequences in [0, 1] satisfying the following conditions:
(C1) limy o0 0y, = 0 and X252 oy, = 00;
(C2) 0 < liminf, o B, < lim supn—oofn < 1.

Suppose that Q := (N2, Fiz(T,)) NEP(3)NI(A, R)NI(B,R) # 0 and the mapping Wy, is defined by (2.2).
Then the sequence {xy} converges strongly to x* € Q, where x* = Po(vf(x*) + (I — G)z*), which solves the
following variational inequality:

(vf(xz) — Gz,y —x) <0, Vyel.

Corollary 3.6. For any xg € H, let {x,,} be the sequence in H generated by the following iterative algorithm:
foranyy e H andn > 1

1
O(un,y) + ;<y — Up, Up — (T — TFxy)) >0,

Zn = JR,s, (un — s2Buy), (3.15)
Yn = JR,sl (Zn - SlAZn)a
Tpy1 = anVf(Tn) + Bnon + [(1 — Bu)I — anGlyn,

where {an} and {B,} are two real sequences in [0, 1] satisfying the following conditions:

(C1) limy o0 0y, = 0 and X252 oy, = 00;

(C2) 0 < liminf, o By, < lim supn—oofn < 1.

Suppose that Q = EP(3) N I(A,R) N I(B,R) # 0 and the mapping W, is defined by (2.2). Then the
sequence {x,} converges strongly to x* € Q, where x* = Po(vf(x*) + (I — A)x™), which solves the following
variational inequality:

(vflz) — Ga,y —x) <0, Yy
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Corollary 3.7. For any xg € H, let {xy,} be the sequence in H generated by the following iterative algorithm:
foranyy e H andn > 1

1
O(un,y) + ;(y — Up, Uy, — (2, — rFaxy)) >0,

Zn = JR,SQ (Un - SQBUH)’ (316)
Yn = JR,sl (Zn - SlAZn)a
Tn+l1 = anf(xn) + 6nxn + (1 - /Bn - an)yna

where {ay,} and {Bn} are two real sequences in [0, 1] satisfying the following conditions:
(C1) limy, 00 oy, = 0 and X2, = 00;
(C2) 0 < liminf,, o By < lim supn—o0fn < 1.

Suppose that Q := EP(3)NI(A, R)NI(B, R) # 0 and the mapping W, is defined by (2.2)). Then the sequence
{zn} converges strongly to x* € Q, where xx = P f(x*), which solves the following variational inequality:

(f(z)—z,y—1z) <0, Yy €.

4. Numerical Examples
In this section, we give a real numerical example of the Main Theorem as follows:

Example 4.1. For simplicity, we assume H = R and C' = [-1,1]. Let O(z,y) = —722 + 2y + 6y, F =1
and ¢(z) = 22. Find z € [-1,1] such that

O(z,9) + 0ly) — 6(2) + ~ly = 25— (o —r2)) 20, Vye [-1,1]

Solution. It can easily be seen that ©, ¢ and F' are satisfied the conditions in Theorem 3.1. For any
r>0and z € [-1,1], by Lemma [2.1, we can see that there exists z € [—1,1] such that, for any y € [-1,1],

1
O(z,y) +oy) = d(z) + ~{y — 2,2 = (z —r2)) 2 0,
1
T2 6 fay -2 Sy —z,2— (x—rx)) >0,
r
ry? + (rz+ z —x +ra)y + (—8r2? — 22 + 32 —raz) > 0.

Let H(y) = Try* + (rz+z — o +rx)y + (—=8r2% — 22 + w2 — rxz). Then H is a quadratic function of y with
coefficient a = 7r, b = rz+ 2z — x +rx and ¢ = —8rz%2 — 22 + 2z — raz. Therefore, we can compute the
discriminant A of H as follows:

A = b —dac

[rz+ 2z —x +rx)> — 4(7r)(=8rz® — 22 + 12 — raz)

2251222 + 30r2? — 28rxz + 30r2xz + 2% — 220 — 2ra® + rPa? 4 2P
(22572 + 30r 4+ 1)2% + (30r% — 28r — 2)az + (r* — 2r + 1)a?

= (157 4+ 1)22% + 2(15r + 1)(r — Dz + (r — 1)%2?

= [(15r + 1)z + (r — D))

We know that H(y) > 0 for all y € [—1,1] if it has at most one solution in [-1,1]. Thus A < 0 and
L—r 1—7
15r +1 15r+1

hence z = ( ):E Then we have z = S,x, = ( ):pn Let {x,} be the sequence generated by
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x1 =z € [—1,1] and
1
O(un, y) + ¢(yn) — plun) + —{y = tn, un = (20 = rFan)) 20,
Zn = JR,SQ (un - 52Bun)7 (41)
Un = JR.s; (2n — 5142p),
Tnt1 = ap(u+vf(xn)) + Bnxn + [(1 — Bn) — an(I + vG)|Wyyn.
Assume that Jrs,, Jrs,, G =1, Av =5, Br = § and W), = 3
Algorithm 1. Choose r = 0.5, o, = lén, Brn = gy f(an) = %xn and s1 = s9 = %, y=1,v= %, u=0.
Then the algorithm (4.1]) becomes
u iac
n 17 s
1
Zn = —Up
3
9 (4.2)
Yn = §Zn
Tn Ny n+1 y, Yn
= == Vn>1
T = Toon T 1 Gng D 2 2om0 M
We can see that z,, — 0 as n — oo, where 0 is the unique solution of the optimization problem:
7 o
in — i 4.
min 7o +C (4.3)
Algorithm 2. Choose r = 0.5, a;, = ﬁ, Bn = ﬁ. Then the algorithm 1} becomes
3
Unp, 1773713
1
Zn = —Up
3
9 (4.4)
Yn = §Zn
T Ny, 19n+5 v, yn
= === VYn>1.
Tt = So0n T 20n 45 Bon+5 2 20n

Numerical result.

In this part we give the numerical results that support our main theorem as shown by calculating and

plotting graphs using Matlab 7.11.0.
Algorithm 1.

In

S U W =3

48
49

0.500000000000000
0.173518518518519
0.070898759380295
0.030870860056218
0.013904609765372
0.006395839590864

0.000000000000001
0.000000000000001
0.000000000000000
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Figure 1. This table shows the value of sequence {x,} on each iteration steps.

0 20 40 80 100 120

60
Iteration Steps (n)

Figure 2. This figure shows the graph of the above table, we can see that z,, converges to zero.

Algorithm 2.

Figure 3. This table shows the value of sequence {z,,} on each iteration steps.

Sequence Value

Figure 4. This figure shows the graph of the above table, we can see that x,, converges to zero.

n T
1 | 0.500000000000000
2 | 0.023810457516340
3 | 0.001222979105852
4 | 0.000064618469337
5 | 0.000003465087782
6 | 0.000000187506436
11 | 0.000000000000093

12 | 0.000000000000005

13 | 0.000000000000000

40

60 80
Iteration Steps (n)
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