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Abstract

This paper proposed a discriminant analysis method to realize the auto matching of shear spectra and
improve the precision of the shear turbulence data. The discriminant analysis method includes two parts,
firstly, in order to eliminate noise data, cross validation method is used to data preprocessing, and secondly,
maximum likelihood method is used to get discriminant function to realize the auto matching of the spectra.
South China Sea experiment is used to verify the validity of the method. c©2015 All rights reserved.
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1. Introduction

Discriminant analysis is a multivariate statistical analysis method, and according to different criteria,
the commonly used discriminant analysis methods [6] include distance discriminant [5], Fisher discriminant
[7], and Bayes discriminant [1], etc. In essence, it uses sample data to get discriminant function based on a
certain criterion, and especially for large amounts of sample data, the discriminant analysis method plays
an important role in research.
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In the research of ocean turbulence, the observation data is the basis to analyze its characteristics [10]. In
recent years, the analysis of turbulence data has been one of hot issues. Dong and Dosso [2] applied Bayesian
inversion to estimate seabed shear-wave speed profiles and their uncertainties from interface-wave dispersion
data. Piera et al. [11] proposed that using wavelet to identify the turbulence and calculate the Thorpe scale.
Xie et al. [15] found the anomalous change of the spectra in SCSMEX, and through analyzing the shear
spectra, they developed new view, new thinking, and new approaches to study the PSI mechanism. All of
the results are based on the observation turbulence data, which contains abundant information resources.

When the observed turbulence data is processed on computer, noise data will influence its accuracy,
and in wavenumber domain, the realistic shear spectra which are calculated from the observed turbulence
data will be compared with the Nasmyth empirical spectra [8] in dissipation subrange. Generally artificial
recognition method is used to evaluate the spectral quality, which is subjectivity and imprecise. Therefore,
the paper proposed a discriminant analysis method to improve the precision of the observed turbulence
data and realize the spectra auto matching. Section 2 introduces the wavenumber spectra in dissipation
subrange. In Section 3, the discriminant analysis method is introduced. Firstly, cross validation [12] is used
to get the valid data, and then maximum likelihood method [3] is used to get the discriminant function.
Section 4 introduces the result which is used to illustrate the validity of the method, and Section 5 makes
a conclusion about the method.

2. Wavenumber Spectra

Ocean turbulence data is acquired by sensor, and through electronic circuit system, it is converted into
digital signal, then through data processing technology [9], digital signal is changed into corresponding
physical parameters in wavenumber domain. Wavenumber spectra is one of the physical parameter, which
plays an important role to evaluate the characteristics of turbulence [13].

The shear spectra in wavenumber domain is shown in Figure 1, x axis represents wavenumber, y axis
represents power density spectrum (PSD). The black line is the realistic shear spectra, and the blue line is
the Nasmyth empirical spectra, the red dotted line is the Kolmogorov cut-off wavenumber [4], it is defined
as the reciprocal of Kolmogorov micro-scale, and the data after the red dotted line is not considered in the
method.

Figure 1: the wavenumber spectra

Figure 1 shows that noise energy will affect matching precision of the spectra, such as wavenumber
of 30, the PSD reaches 100, which is obviously due to the influence of noise data. Ideally, the realistic
shear spectra should fluctuate in a small range around Nasmyth empirical spectra, nevertheless in the
process of observation, noise is inevitable, so 10-fold cross-validation method is use to data preprocessing to
eliminate the noise data. In general, 10-fold cross-validation is a common test method to test the algorithm
accuracy, but in this paper it used to test the observed turbulence data category to get valid data. After
data pretreatment, based on the valid data in line with normal distribution [14], the maximum likelihood
method is used to estimate the characteristic parameters of the turbulence data, and then the quadratic
discriminant function is got according to the characteristic parameters. Finally, the effective fluctuation
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range is obtained by the discriminant function to realize the auto matching of the shear spectra and the
noise signal is eliminated to improve the data accuracy.

3. Discriminant Analysis Method

Since noise signal will change the distribution characteristics of turbulence, cross validation method is
firstly used to eliminate the noise data, its purpose is to do data preprocessing for the discriminant function
in the next step.

3.1. Data Preprocessing

Cross validation method is a statistical analysis method, it divides the data set into two complementary
subsets: training set and testing set, the training set is used to modeling, and the testing set is used
to prediction. The commonly used cross validation methods are holdout, k-fold and leave one out cross
validation. The flow chat of k-fold is shown in Figure 2.

Figure 2: k-fold cross validation (S={S1, S2, S3})

In the paper, 10-fold cross validation is used to eliminate the noise data. The shear turbulence data S is
divided into 10 sets, 9 sets are used as training set: Sm, and the least one is used as testing set: Sn. The class
mid-value Vmid and its corresponding probability value Pmid of the training set are used to verify the testing
set. If the data in the testing set contains in the two values, then it will be marked as 1, and after 10-fold
cross validation, if the mark numbers of the data are less than 5, it will be regarded as noise data and then
eliminated. The flow chart of 10-fold is shown in Figure 3 (Assume A = {1, 2, 3, . . . , 10} = {x1, x2, . . . , x10}.
If n = xi, i ∈ A, then m ∈ A− {xi}).

Figure 3: 10-fold cross validation (S={Sm, Sn})
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3.2. Getting Discriminant Function

Since each observation of ocean turbulence, the observed data is large, we are looking for an effective
method to realize the shear spectra auto matching and improve the efficiency of the data processing. After
data preprocessing, according to the characteristic that turbulence data conforms to normal distribution, the
maximum likelihood method is used to get the parameters of the probability density function, the parameters
makes the probability that sample data appears maximum, and finally the discriminant function is got by
the parameters. Generally maximum likelihood is analyzed under two different conditions: discrete random
variables and continuous random variables. Here we use the discrete random variables condition.

The probability distribution of shear turbulence data S is P{S = s} = p(s; θ1, θ2, . . . , θk), and the
probability distribution of S1, S2, . . . , Sn is

P{S1 = s1, . . . , Sn = sn} =

n∑
i=1

p(si; θ1, θ2, . . . , θk).

Then the likelihood function is

L(θ1, θ2, . . . , θk) =

n∏
i=1

p(si; θ1, θ2, . . . , θk).

It indicates that the possibility of the data appears, and θ is the parameter of the probability density
function.

Since parameter θ is unknown, maximum likelihood is used to find an optimal parameter θ to maximizing
the probability, and then the quadratic discriminant function of shear turbulence data is constructed by
parameter θ. The process of the maximum likelihood is shown as follows:

(1) Firstly, we get the likelihood function of valid data through mean value µ and variance value Σ, the
likelihood function is

L(s1, s2, . . . , sn|θ) =
n∏

i=1

1

(2π)1/2|Σ|1/2
exp

{
−1

2
(si − µ)TΣ−1(si − µ)

}
.

(2) Secondly, through

∂|A|
∂A

= [adj(A)]T = |A|(A−1)T,
∂log(L)

∂µ
= 0, and

∂log(L)

∂Σ
= 0,

the maximum likelihood estimation of the parameters m and Σ̂ are got.
(3) Thirdly, the discriminant function is

p(svalid) =
1

(2π)1/2|Σ̂|1/2
exp

{
−1

2
(s−m)TΣ̂−1(s−m)

}
.

Finally, the discriminant function is got to realize the auto matching of the spectra, and then the South
China Sea observation experiment is applied to evaluate the effectiveness of the progress.

4. Results

The ocean turbulence observation instrument is Vertical Microstructure Profiler (VMP), the falling depth
in the ocean is 146m, and the average sinking velocity is 0.73m/s. Through computer graphics processing,
these signals are change into graphics, which are shown in Figures 4 and 5.

Sampling time is 240s and sampling frequency is 1024Hz. After used the cross validation method, the
normal distribution fitting of the valid data is shown in Figure 6, it indicates that the valid data is in line
with Gaussian distribution, which coincides with Townsend’s result.

Then discriminant function is used to realize the shear spectra auto matching, which is shown in Figure
7, we can see that at the frequencies of the fluctuation (such as 30Hz, 40Hz), the peaks are apparently
reduced.
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Figure 4: Falling depth

Figure 5: Sinking velocity

Figure 6: Normal distribution fitting

Figure 7: the change of the wavenumber spectra before and after

5. Conclusion

High accuracy of the observation data plays an important role in ocean turbulence theory research.
In the paper, we find an effectively discriminant analysis method to study the characteristic of the ocean
turbulence and provides some new way to process the shear turbulence data, and finally the results indicate
that the method is feasible and effective. However, due to the limitations of the observed turbulence data,
the method still needs to be further optimized to fit the complexity of the marine environment, and then,
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most importantly, the information contained in the observed turbulence data needs to be further mining.
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