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Abstract

In this paper, we prove the generalized UHR stability of a quartic functional equations f(2x+ y) +
f(2x− y) = 4f(x+ y) + 4f(x− y) + 24f(x)− 6f(y) via the extensive studies of fixed point theory.
Our results are obtained in the framework of modular spaces by the modular is l.s.c. and convex.
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1. Introduction

The investigation the stability of functional equations began in 1940 by S.M. Ulam [19]. During a
conference at Wisconsin University, S.M. Ulam posted the question asking about the stability of group
homomorphisms as following:

Let G1 be a group and let G2 be a metric group with the metric d(·, ·). Given ε > 0, does there exist a
δ > 0 such that if a function f : G1 → G2 satisfies the inequality d(f(xy), f(x)f(y)) < δ for all x, y ∈ G1,
then there exists a homomorphism g : G1 → G2 with d(f(x), g(x)) < ε for all x ∈ G1?

That is, we are interested in the situation when the homomorphisms are stable, i.e., if a mapping is
almost a homomorphism, then there exists a exact homomorphism close to it. In 1941, D. H. Hyers [8] gave
a partial solution of Ulam ′s problem under the assumption that G1 and G2 are Banach spaces.This is the
provenance of Hyers-Ulam stability of functional equation. In 1950, Aoki [2] generalized Hyers’ theorem
for approximately additive functions. In 1978, Th. M. Rassias [15] generalized the theorem of Hyers to an
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unbounded case. The result of Rassias has had a lot of influence in the development of what we now call
Ulam-Hyers-Rassias stability of functional equations. The stability problem of the functional equations has
been investigated by many mathematicians and you can see in [5, 6, 4, 1, 3, 17].

The first author who treated the stability of the quartic equation was J. M. Rassias [14] for function
F : X → Y, where X is a linear space and Y is a Banach space. The stability problem of the quartic equation
has been investigated by many mathematicians. For the example, S. H. Lee, S. M. Im and I. S. Hwang
[10] solved quartic functional equation and proved the stability of a quartic functional equation for function
f : X → Y, where X,Y are real vector spaces. Y. S. Lee and S. Y. Chung [11] presented the general solution
of a generalization of quartic functional equation in the class of functions between real vector spaces.

In this work, we introduce the following function equation in modular spaces:

f(2x+ y) + f(2x− y) = 4f(x+ y) + 4f(x− y) + 24f(x)− 6f(y), (1.1)

where a mapping in (1.1) is called a quartic functional equation and every solution of the quartic functional
equation (in form : f(x) = cx4) is said to be quartic function. We consider the case where X is a linear
space and Y is a ρ-complete modular space, whose the scalar fields are arbitrary. Our main results are
obtained by using the fixed point method under the assumptions that the modular is lower semicontinuous
(in brief l.s.c.) and convex.

2. Preliminaries

In this section, we recall some basic definitions and properties of a modular space. In addition, we use
R,C, and N to denote respectively the set of all reals, complexes, and nonnegative integers, respectively.

Definition 2.1. Let X be a vector space over a field K (R or C). A generalized functional ρ : X → [0,∞]
is called a modular if for arbitary x, y ∈ X,

(m1) ρ(x) = 0 if and only if x = 0,

(m2) ρ(αx) = ρ(x) for every scalar α with |α| = 1,

(m3) ρ(z) ≤ ρ(x) + ρ(y) whenever z is a convex combination of x and y.

The corresponding modular space, denoted by Xρ, is then defined by

Xρ := {x ∈ X : ρ(λx) −→ 0 as λ −→ 0}.

Remark 1. Note that for a fixed x ∈ Xρ, the valuation γ ∈ K 7→ ρ(γx) is increasing.

Continuous or convex in a modular is not necessary. However, it is often occur that some weaker form
of them are assumed.

Remark 2. In case a modular ρ is convex, one has ρ(x) ≤ δρ(1δx) for all x ∈ Xρ, provided that 0 < δ ≤ 1.

Definition 2.2. Let Xρ be a modular space and {xn} be a sequence in Xρ. Then,

(i) {xn} is ρ-convergent to a point x ∈ Xρ and write xn
ρ→ x if ρ(xn − x)→ 0 as n→∞.

(ii) {xn} is called ρ-Cauchy if for any ε > 0, we have ρ(xn − xm) < ε for sufficiently large m,n ∈ N.

(iii) A subset K ⊂ Xρ is called ρ-complete if any ρ-Cauchy sequence is ρ-convergent.
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In modular spaces, the convergence of a sequence {xn} to x does not imply that {cxn} converges to
cx, where c is chosen from the corresponding scalar field. So, it is necessary to add some conditions. Such
preferences are referred to mostly under the term related to the ∆2-conditions.

A modular ρ is said to satisfy the ∆2-condition if there exists κ ≥ 2 such that ρ(2x) ≤ κρ(x) for all
x ∈ Xρ. Some authors varied the notion so that only κ > 0 is required and called it the ∆2-type condition.
In fact, one may see that these two notions coincide. There are still a number of equivalent notions related
to the ∆2-conditions.

Remark 3. The averaged sequence { 1
2k

∑2k
i=1 x

i
n} ρ-converges to 1

2k

∑2k
i=1 x

i, where we suppose that

{x1n}, {x2n}, · · · , {x2kn }, for some k ∈ N, are sequences in Xρ in which they ρ-converge to the points x1, x2, · · · ,
x2k ∈ Xρ, respectively.

In [9], Khamsi proved a series of fixed point theorems in modular spaces. His results exploit one unifying
hypothesis in which the boundedness of an orbit is assumed. Moreover, if it happens to have more than one
fixed points, say x and y, then it must be the case that ρ(x− y) =∞.

Definition 2.3. Given a modular space Xρ, a nonempty subset C ⊂ Xρ, and a mapping T : C → C.
The orbit of T around a point x ∈ C is the set

O(x) := {x, Tx, T 2x, · · · }.

The quantity δρ(x) := sup{ρ(u− v) : u, v ∈ O(x)} is then associated and is called the orbital diameter of T
at x. In particular, if δρ(x) <∞, we say that T has a bounded orbit at x.

Lemma 2.4 ( [9]). Let Xρ be a modular space whose the induced modular is l.s.c. and C ⊂ Xρ be a
ρ-complete subset. If T : C → C is a ρ-contraction, i.e., there is a constant k ∈ [0, 1) such that

ρ(Tx− Ty) ≤ kρ(x− y), ∀x, y ∈ C,

and T has a bounded orbit at a point x0 ∈ C, then the sequence {Tnx0} is ρ-convergent to a point w ∈ C.

3. Main results

This section describes details stability of quartic functional equation in modular spaces. The prove
method requires no ∆2-conditions which are different from other researches.

Definition 3.1. For a constant L ≥ 0 and a linear space V , we define ΦV,L to be the collection of all
nonnegative real-valued functions ψ defined on V with the following properties for all x, y ∈ V : lim

n→∞
ψ(2nx, y)/16n = 0,

ψ(2x, 0) ≤ 16Lψ(x, 0).

Theorem 3.2. Let V be linear space, Xρ be a ρ-complete modular space where ρ is l.s.c. and convex, and
f : V → Xρ be a mapping with f(0) = 0. Suppose that for each x, y ∈ V , the following dominating condition
holds:

ρ(f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y)) ≤ φ(x, y), (3.1)

where φ ∈ ΦV,L with 0 < L < 1. Then, there exists a quartic mapping w : V → Xρ such that

ρ(w(x)− f(x)) ≤ 1

16(1− L)
φ(x, 0) (3.2)

for all x ∈ V . Equivalently, the quartic mapping is generalized UHR stable.
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To prove this stability result, we shall need the following lemma:

Lemma 3.3. Suppose that every assumptions of Theorem 3.2 hold. Then, the following statements hold:

(S1) The set M := {g : V → Xρ : g(0) = 0} is a linear space.

(S2) A generalized function ρ̃ defined for each g ∈M by

ρ̃(g) := inf{c > 0 : ρ(g(x)) ≤ cφ(x, 0), ∀x ∈ V }

is a convex modular on M.

(S3) The corresponding modular space Mρ̃ is the whole space M and is ρ̃-complete.

(S4) ρ̃ is l.s.c.

Proof. (S1) is trivial.
(S2) It is also easy to verify that ρ̃ satisfies the axioms (m1) and (m2) of a modular. We shall next show

that ρ̃ is convex, and hence (m3) is satisfied. Let ε > 0 be given. Then there exist c1 > 0 and c2 > 0 such
that

ρ̃(g) ≤ c1 ≤ ρ̃(g) + ε and ρ̃(h) ≤ c2 ≤ ρ̃(h) + ε.

Consecutively, we have
ρ(g(x)) ≤ c1φ(x, 0) and ρ(h(x)) ≤ c2φ(x, 0).

Thus, if α+ β = 1 and α, β ≥ 0, we get

ρ(αg(x) + βh(x)) ≤ αρ(g(x)) + βρ(h(x)) ≤ (αc1 + βc2)φ(x, 0),

so that
ρ̃(αg + βh) ≤ αρ̃(g) + βρ̃(h) + (α+ β)ε.

Hence, we have
ρ̃(αg + βh) ≤ αρ̃(g) + βρ̃(h).

This concludes that ρ̃ is a convex modular on M.
(S3) The fact that the corresponding modular space Mρ̃ is the whole space M is trivial, so we only

show that Mρ̃ is ρ̃-complete. Let {gn} be a ρ̃-Cauchy sequence in Mρ̃ and let ε > 0 be given. There exists
a positive integer n0 ∈ N such that ρ̃(gn − gm) < ε for all n,m ≥ n0. By the definition, we may see that

ρ(gn(x)− gm(x)) ≤ εφ(x, 0) (3.3)

for all x ∈ V and n,m ≥ n0. Thus, at each fixed x ∈ V , the sequence {gn(x)} is a ρ-Cauchy sequence.
Since Xρ is ρ-complete, so {gn(x)} is ρ-convergent in Xρ for each x ∈ V . Hence, we can define a function
g : V → Xρ by

g(x) := lim
n→∞

gn(x)

for any x ∈ V. Since ρ is l.s.c., it follows from (3.3) that

ρ(gn(x)− g(x)) ≤ lim inf
m→∞

ρ(gn(x)− gm(x)) ≤ εφ(x, 0),

provided that n ≥ n0. Thus, {gn} ρ̃-converges, so that Mρ̃ is ρ̃-complete.
(S4) Suppose that {gn} is a sequence inMρ̃ which is ρ̃-convergent to an element g ∈Mρ̃. Let ε > 0 be

given. For each n ∈ N, let cn be a constant such that

ρ̃(gn) ≤ cn ≤ ρ̃(gn) + ε.
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Again, we have
ρ(gn(x)) ≤ cnφ(x, 0), ∀x ∈ V.

Now, observe from the lower semicontinuity of ρ that

ρ(g(x)) ≤ lim inf
n→∞

ρ(gn(x))

≤ lim inf
n→∞

cnφ(x, 0)

≤
[
lim inf
n→∞

ρ̃(gn) + ε
]
φ(x, 0).

Thus, we have
ρ̃(g) ≤ lim inf

n→∞
ρ̃(gn) + ε.

Since ε > 0 is arbitrary, we can finally conclude that ρ̃ is l.s.c.

Next, we show that a self mapping T :Mρ̃ →Mρ̃ defined by

Tg(x) :=
1

16
g(2x), ∀g ∈Mρ̃,∀x ∈ V. (3.4)

has some fixed point accordingly to Lemma 2.4.

Remark 4. It is useful to notice that T is a linear mapping.

Lemma 3.4. Suppose that every assumptions of Theorem 3.2 hold and T is defined as in (3.4). Then, T
has some fixed point.

Proof. We first show that T is a ρ̃-contraction. Let x ∈ V , g, h ∈Mρ̃ and c ∈ [0,∞] be an arbitrary constant
with ρ̃(g − h) ≤ c. Observe that we have

ρ(g(x)− h(x)) ≤ cφ(x, 0),

so that

ρ

(
g(2x)

16
− h(2x)

16

)
≤ 1

16
ρ(g(2x)− h(2x)) ≤ 1

16
cφ(2x, 0) ≤ Lcφ(x, 0).

Therefore, we have ρ̃(Tg−Th) ≤ Lρ̃(g−h). Since g, h ∈Mρ̃ are arbitrary, T is a ρ̃-strict contraction w.r.t.
L.

Next, we show that T has a bounded orbit at f , where f is taken from the assumption. Let x ∈ V be
arbitrary and set y = 0 in (3.1), we get

ρ(2f(2x)− 32f(x)) ≤ φ(x, 0), ∀x ∈ V. (3.5)

Set x = 2x in (3.5), we get
ρ(2f(4x)− 32f(2x)) ≤ φ(2x, 0), ∀x ∈ V. (3.6)

Since ρ is convex, we obtain

ρ (f(2x)− 16f(x)) = ρ

(
2

2
· f(2x)− 2

2
· 16f(x)

)
= ρ

(
1

2

(
2f(2x)− 32f(x)

)
+

1

2
· 0
)

≤ 1

2
ρ

(
2f(2x)− 32f(x)

)
≤ 1

2
φ(x, 0), ∀x ∈ V.
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Moreover,

ρ

(
f(22x)

16
− 16f(x)

)
= ρ

(
2

2
· f(22x)

16
− 2

2
f(2x) +

2

2
f(2x)− 2

2
· 16f(x)

)
= ρ

[
1

2

(
2f(22x)

16
− 2f(2x)

)
+

1

2

(
2f(2x)− 32f(x)

)]
≤ 1

2
ρ

(
2f(22x)

16
− 2f(2x)

)
+

1

2
ρ

(
2f(2x)− 32f(x)

)
=

1

2
ρ

(
1

16

(
2f(22x)− 32f(2x)

))
+

1

2
ρ

(
2f(2x)− 32f(x)

)
≤ 1

2
· 1

16
ρ

(
2f(22x)− 32f(2x)

)
+

1

2
ρ

(
2f(2x)− 32f(x)

)
≤ 1

2

(
1

16
φ(2x, 0) + φ(x, 0)

)
, ∀x ∈ V.

By inductively, we may deduce for all j ∈ N that

ρ

(
f(2jx)

16j−1
− 16f(x)

)
≤ 1

2
Σj
j=1

1

16j−1
φ(2j−1x, 0), ∀x ∈ V.

Moreover, we get

ρ

(
f(2jx)

16j−1
− 16f(x)

)
≤ 1

2
Σj
j=1

1

16j−1
φ(2j−1x, 0), ∀x ∈ V. (3.7)

=
1

2

[
1

16j−1
φ(2j−1x, 0) +

1

16j−2
φ(2j−2x, 0) + ...+

1

16j−j
φ(2j−jx, 0)

]
=

1

2

[
φ(x, 0) +

1

16
φ(2x, 0) + ...+

1

16j−1
φ(2j−1x, 0)

]
≤ 1

2

[
φ(x, 0) + φ(x, 0) · L+ φ(x, 0) · L2 + ...+ φ(x, 0) · Lj−1

]
=

1

2
φ(x, 0)

[
1 + L+ L2 + ...+ Lj−1

]
≤ 1

2
φ(x, 0)

[
1 + L+ L2 + ...

]
=

1

2(1− L)
φ(x, 0), ∀x ∈ V.

Now, for each m,n ∈ N, we have

ρ

(
f(2nx)

16n
− f(2mx)

16m

)
= ρ

(
2

2
· f(2nx)

16n
− 2

2
· f(x) +

2

2
· f(x)− 2

2
· f(2mx)

16m

)
= ρ

(
1

2

(
2f(2nx)

16n
− 2f(x)

)
+

1

2

(
2f(x)− 2f(2mx)

16m

))
≤ 1

2

[
ρ

(
2f(2nx)

16n
− 2f(x)

)
+ ρ

(
2f(x)− 2f(2mx)

16m

)]
≤ 1

2

[
1

8
ρ

(
f(2nx)

16n−1
− 16f(x)

)
+

1

8
ρ

(
16f(x)− f(2mx)

16m−1

)]
≤ 1

2

[
1

8
· 1

2(1− L)
φ(x, 0) +

1

8
· 1

2(1− L)
φ(x, 0)

]
=

1

16(1− L)
φ(x, 0), ∀x ∈ V.
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By the definition of ρ̃, we conclude that

ρ̃(Tnf − Tmf) ≤ 1

16(1− L)
<∞,

which implies the boundedness of an orbit of T at f . According to Lemma 2.4, the sequence {Tnf}
ρ-converges to some element, say w ∈Mρ̃.

Now, by the ρ̃-contractivity of T , one has

ρ̃(Tw − Tn+1f) ≤ Lρ̃(w − Tnf).

Passing n towards ∞ and apply the lower semicontinuity of ρ̃, we obtain that

ρ̃(Tw − w) ≤ lim inf
n→∞

ρ̃(Tw − Tn+1f) ≤ lim inf
n→∞

Lρ̃(w − Tnf) = 0.

Therefore, w is a fixed point of T .

Now, with the two lemmas above, we can finally give a simple proof to our main stability result, namely
Theorem 3.2.

Proof of Theorem 3.2. Since 2nx is in V provided that x ∈ V , we deduce from (3.1) that

ρ

(
f
(
2n(2x+ y)

)
+ f

(
2n(2x− y)

)
− 4f

(
2n(x+ y)

)
− 4f

(
2n(x− y)

)
−24f

(
2n(x)

)
+ 6f

(
2n(y)

))
≤ φ(2nx, 2ny), ∀x, y ∈ V.

Furthermore, we have

ρ

(
f
(
2n(2x+ y)

)
16n

+
f
(
2n(2x− y)

)
16n

−
4f
(
2n(x+ y)

)
16n

−
4f
(
2n(x− y)

)
16n

−
24f

(
2n(x)

)
16n

+
6f
(
2n(y)

)
16n

)
≤ 1

16n
ρ

(
f
(
2n(2x+ y)

)
+ f

(
2n(2x− y)

)
− 4f

(
2n(x+ y)

)
− 4f

(
2n(x− y)

)
−24f

(
2n(x)

)
+ 6f

(
2n(y)

))
≤ φ(2nx, 2ny)

16n
, ∀x, y ∈ V.

As from Lemma 3.4 and Remark 3, letting n −→ ∞ and apply the lower semicontinuity of ρ, we deduce
that

w(2x+ y) + w(2x− y) = 4w(x+ y) + 4w(x− y) + 24w(x)− 6w(y), ∀x, y ∈ V.

That is, w is a quadratic mapping. Since every quadratic map is a fixed point of T , Lemma 3.4 also guarantee
the uniqueness of w. On the other hand, it follows from inequality (3.7) that

ρ̃(w − f) ≤ 1

16(1− L)
.

Corollary 3.5. Let V be a linear space, Xρ be a ρ-complete modular space where ρ is l.s.c. and convex,
and f : V → Xρ be a mapping with f(0) = 0. If there exist a constant δ > 0 such that

ρ(f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y)) ≤ δ, ∀x, y ∈ V,
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then there exists a unique quadratic mapping w : V → Xρ such that

ρ(w(x)− f(x)) ≤ δ

15
, ∀x ∈ V.

For the next two corollaries, we shall consider the case where ρ is actually a norm.

Corollary 3.6. Let V be a linear space, (X, ·) be a Banach space, and f : V → X be a mapping with
f(0) = 0. Suppose that for each x, y ∈ V , there holds the inequality

f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y) ≤ φ(x, y),

where φ ∈ ΦV,L with 0 < L < 1. Then, there exists a unique quartic mapping w : V → X such that

w(x)− f(x) ≤ 1

16(1− L)
φ(x, 0), ∀x ∈ V.

Corollary 3.7. Let V be a linear space, (X, ·) be a Banach space, and f : V → X be a mapping with
f(0) = 0. It there exists a constant δ > 0 such that

f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y) ≤ δ, ∀x, y ∈ V,

then there exists a unique quartic mapping w : V → X such that

w(x)− f(x) ≤ δ

15
, ∀x ∈ V.

Concluding remarks

Our results guarantee the stability of quartic mappings, whose codomain is equipped with a convex and
l.s.c. modular, in both generalized and original senses. Our proofs contain different techniques to avoid the
usage of ∆2-conditions.
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