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1 Introduction and Notation

To study the so called long range exclusion process, Liggett (1980) introduced
a Feller non conservative approximation of it. A conservative version of this
dynamics, called k-step exclusion process, was investigated in Guiol (1999).
We summarize some of its features: It is described in the following way in
dimension 1.

Let k ∈ N
∗ := {1, 2, . . . }, X := {0, 1}Z be the state space, and let {Xn}n∈N be a

Markov chain on Z with transition matrix p(., .) and for which P
x(X0 = x) = 1.

The hypothesis supy∈Z

∑
x∈Z

p(x, y) < +∞ ensures that Lk is an infinitesimal
pregenerator:

Lkf (η) =
∑

η(x)=1,η(y)=0

qk(x, y, η)
[
f (ηx,y) − f (η)

]
, (1)

where f is a cylinder function,

qk(x, y, η) = E
x

σy−1∏
i=1

η(Xi), σy ≤ σx, σy ≤ k


Received 9 April 2002.
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is the intensity to move fromx toy on configurationη, σy = inf {n ≥ 1 : Xn = y}
is the first (non zero) arrival time to site y of the chain starting at site x and ηx,y is
configuration η where the states of sites x and y were exchanged.

In words if a particle at site x wants to jump it may go to the first empty
site encountered before returning to site x following the chain Xn (starting at x)
provided it takes less than k attempts; otherwise the movement is cancelled.

By Hille-Yosida’s theorem, the closure of Lk generates a continuous Markov
semi-group Sk(t) on C(X), the set of continuous functions on X, which corre-
sponds to the k-step exclusion process (ηt )t≥0. A constructive way to define the
process is to adapt the graphical construction due to Harris (1972); we present
this construction in section 2. When k = 1, (ηt )t≥0 reduces to the well-known
simple exclusion process (see Liggett (1985) and Liggett (1999) for a complete
study of the latter). The k-step exclusion shares some of the properties of simple
exclusion: For instance, it is an attractive process.

Let Ik — resp. S— be the set of invariant measures for (ηt )t≥0 — resp. of trans-
lation invariant measures on X. If p(., .) is translation invariant and irreducible
then (Guiol (1999)):

(Ik ∩ S)e = {να : α ∈ [0, 1]} ,

where the index e mean extremal and να is the Bernoulli product measure with
constant density α, i.e., the measure with marginal

να{η ∈ X : η(x) = 1} = α.

In Bahadoran et al.(2002), a constructive method, relying on the explicit con-
struction of Riemann solutions without assuming convexity of the flux function,
lead to Euler hydrodynamics of one-dimensional attractive processes with irre-
ducible jumps and product invariant measures. The k-step exclusion process is a
natural illustration, since its flux function, neither concave nor convex, gives rise
to non-standard Riemann solutions for the hydrodynamics: They present stable
increasing and decreasing shocks, rarefaction fans and contact discontinuities.

In this paper, we consider the one-dimensional totally asymmetric k-step exclu-
sion process, for which we investigate analogues of these macroscopic structures
at a microscopic level: Is there a microscopic object corresponding to a shock,
a rarefaction fan or a contact discontinuity? (for the study of the microscopic
structure of shock for simple exclusion, look at Liggett (1999)). We give some
answers to this question. Our techniques rely on couplings and particular inter-
pretations of the process: Namely, we introduce an auxiliary process, the stack
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process (see section 3.1); and since we are in the totally asymmetric case the
process has a

Pushing interpretation 1. When a particle at some sitex is able to jump to an
empty sitey > x (observe thaty − x ≤ k and all the sites betweenx and y

are occupied), on the original system we interpret the dynamics as follows. All
particles between sitex (included) andy (excluded) are pushed of one unit to
the right, preserving the relative order of the particles.

In section 2 we present the graphical construction for the one-dimensional
k-step exclusion process and review its hydrodynamics in the totally asymmetric
case. Sections 3 to 6 analyse the microscopic counterparts to hydrodynamics
dictated by the flux function under Riemann initial condition. More precisely,
in section 3, for the convex part of the convex envelope of the flux function, we
describe a microscopic object identifying the shock when initially there is no
particle at the right of the origin. For this case we perform some simulations
confirming the idea that the rightmost particle identifies the shock. In section 4
for the the concave part of the convex envelope of the flux function we look at the
shock when starting from the initial condition where all sites to the right of the
origin are occupied. In section 5 we study the rarefaction fan, and in section 6
the contact discontinuity.

2 Preliminaries

In the first part of this section we present the graphical construction for the
k-step exclusion process in dimension one associated to a finite range Markov
chain. The graphical representation is essential to understand how to simulate
the process. In the second part we describe the results of Bahadoran et al.(2002)
for the totally asymmetric k-step exclusion process.

2.1 Graphical Construction of the k-step exclusion process

This construction is an adaptation of those given by Ferrari (1992) for the sim-
ple exclusion process and Durrett (1995) for spin systems (see also Seppäläinen
(2000)). It is based on a graphical construction for the (finite) long range exclu-
sion process (Ferrari, private communication). It relies on coupling.

Recall that p(., .) is the transition matrix of a Markov chain with finite range
on Z. Let M be a two-dimensional Poisson process on R × R

+ with rate 1. For
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all x ∈ Z define a family of partitions (I x
i )1≤i≤k of the interval [0, 1) such that

I x
1 =

⋃
y∈Z

{
I x,y :=

[∑
z<y

p(x, z),
∑
z≤y

p(x, z)

)}
;

and for any 1 < i ≤ k partition I x
i is a refining of partition I x

i−1 in such a
way that each element I x,y1,... ,yi−1 of I x

i−1 (with length p(x, y1) . . . p(yi−2, yi−1))
is partitioned into intervals (I x,y1,... ,yi )yi∈Z with length p(x, y1) . . . p(yi−1, yi).
Observe that in this way if x ∈ I x,y1,... ,yk then x ∈ I x,y1,... ,yj for all 1 ≤ j ≤ k.

Now define a family of random times (τ x
n )n∈N∗,x∈Z such that for each x ∈ Z

τ x
1 := inf{t > 0 : M([x, x + 1) × [0, t]) > 0},

and

τ x
n := inf{t > τx

n−1 : M([x, x + 1) × (τ x
n−1, t]) > 0}.

At each time τ x
n we draw from x a family of k arrows (a

x,n
1 , . . . , a

x,n
k ) with

decreasing order of priority according to the following rule: if s := inf{u > 0 :
M([x, x + u) × {τ x

n }) > 0} ∈ I x,y1,... ,yk then the sequence of arrows with
decreasing priority is (a

x,n
1 := x → y1, a

x,n
2 := x → y2, . . . , a

x,n
k := x → yk).

We denote by P the distribution of the above configurations of arrows, we
call α such a random graph; P is only determined by the Poisson process M .
This construction enables to compute the time evolution of our process by the
following argument due to Harris (1972): there exists a time t0 > 0 such that
P -a.s., all the connected components from time 0 to t0 in the random graph are
finite. This result is a direct adaptation of Theorem 2.1. in Durrett (1995) (see
also Seppäläinen (2000)).

Thus we can start from an initial configuration η ∈ X at time 0 and we construct
(ηt )0≤t≤t0 as a function of η and α. In each finite component of the random graph
we label the sequences of (k) arrows in their order of appearance (in time). If the
first sequence of arrows starts at a site, say x, where a particle stands, then we
select the first arrow in that sequence that leads to a vacant site, say y, and the
particle jumps to site y; if there is no such arrow the jump is cancelled and the
particle stays at x (site x is considered vacant during the jump). Then we have a
second sequence of arrows and we repeat this procedure, until the last sequence
of arrows encountered in the component.

In this way we have constructed the process up to time t0. We iterate the same
argument to construct the process up to time 2t0 and so on . . .
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2.2 Hydrodynamics in the Riemann case

In this section, we particularize Theorem 2.1 of Bahadoran et al. (2002) for
the totally asymmetric k-step exclusion process: The limiting density profile at
time t is the (weak) entropy solution of equation

∂u

∂t
+ ∂Gk(u)

∂x
= 0

u(x, 0) = u0(x),

(2)

where Gk represents the flux of particles:

Gk(u) =
k∑

j=1

juj (1 − u).

We claim that for any k ≥ 2, Gk admits a unique inflection point a := a(k) in
(0, 1) and Gk is convex on (0, a) and concave on (a, 1). Indeed:

Lemma 4.1 of Bahadoran et al. (2002) states that Gk(u) has at most one
inflection point in (0, ∞). To see that this inflection point exists and is in (0, 1)

observe that Gk(u) is a polynomial in u, Gk(0) = Gk(1) = 0, G′
k(0) = 1 > 0

and G′′
k(0) = 2 > 0. This means that Gk is strictly convex and increasing in

some neighborhood of 0. Then the only possibility, starting from u = 0 with
value 0, to reach the same value again at u = 1 is the existence of an inflection
point in between. This also shows the second part of the claim.

Let Hk(u) = G′
k(u) denote the characteristic speed and let

Sk[λ; ρ] := Gk(λ) − Gk(ρ)

λ − ρ
(3)

be the shock speed.
Let hk,1 and hk,2 be the inverses of Hk respectively restricted to (−∞, a) and

to (a, +∞). For u < a we consider the upper convex envelope (Gk)
c of Gk on

(u, +∞), and we denote by u∗ := u∗(k) the first point where (Gk)
c coincides

with Gk. In the same way when u > a, u∗ := u∗(k) denotes the first point where
the lower convex envelope (Gk)c of Gk on (−∞, u) coincides with Gk.

For the k-step exclusion process, k ≥ 2, the result of Bahadoran et al. (2002)
reduces to

Theorem 1. Let v ∈ R, λ, ρ 	= a, andµλ,ρ be the product measure onZ with
densitiesλ for x ≤ 0 andρ for x > 0, i.e., the product measure with marginals

µλ,ρ{η ∈ X : η(x) = 1} =
{

λ, x < 0;
ρ, x ≥ 0.
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Then

lim
t→∞ µλ,ρτ
vt�Sk(t) = νu(v,1)

at every continuity point ofu(., 1), whereτ
vt� is the spatial shift by
vt�, the
integer part ofvt , andνu(v,1) denotes the Bernoulli product measure with density
u(v, 1) defined by:

Case 1.λ < ρ < a: continuous solution, with a rarefaction fan

u(x, 1) =


λ, x ≤ Hk(λ);
hk,1(x), Hk(λ) < x ≤ Hk(ρ);
ρ, Hk(ρ) < x.

Case 2.ρ < λ < ρ∗ (ρ < a): entropy shock

u(x, 1) =
{

λ, x ≤ Sk[λ; ρ];
ρ, x > Sk[λ; ρ].

Case 3.ρ < ρ∗ < λ (ρ < a): contact discontinuity

u(x, 1) =


λ, x ≤ Hk(λ);
hk,2(x), Hk(λ) < x ≤ Hk(ρ

∗);
ρ, Hk(ρ

∗) < x.

Case 4.a < ρ < λ: continuous solution, with a rarefaction fan

u(x, 1) =


λ, x ≤ Hk(λ);
hk,2(x), Hk(λ) < x ≤ Hk(ρ);
ρ, Hk(ρ) < x.

Case 5.ρ > λ > ρ∗ (ρ > a): entropy shock

u(x, 1) =
{

λ, x ≤ Sk[λ; ρ];
ρ, x > Sk[λ; ρ].

Case 6.ρ > ρ∗ > λ (ρ > a): contact discontinuity

u(x, 1) =


λ, x ≤ Hk(λ);
hk,1(x), Hk(λ) < x ≤ Hk(ρ∗);
ρ, Hk(ρ∗) < x.

In particular when k = 2, the flux function reads G2(u) = u + u2 − 2u3 and has
one inflection point a = 1/6. The characteristic speed is H2(u) = 1 + 2u − 6u2

Bull Braz Math Soc, Vol. 33, N. 3, 2002
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Figure 1: Hydrodynamic behavior of the 2-step exclusion with Riemann initial
conditions, graph of the exact solution u(x/t, 1) for different values of λ and ρ.

and the shock speed reads S2[λ; ρ] = 1 + (λ + ρ) − 2(λ2 + λρ + ρ2). Finally
h2,1(x) = (1/6)(1 − √

7 − 6x), h2,2(x) = (1/6)(1 + √
7 − 6x) on (−∞, 7/6)

and u∗ = u∗ = (1 − 2u)/4.
Figure 1 shows the six possible behaviors of the (self-similar) solution u(v, 1)

for the 2-step exclusion process. Cases 1 and 2 present respectively a rarefaction
fan with increasing initial condition and a preserved decreasing shock. These
situations as well as cases 3 and 6 cannot occur for simple exclusion. Observe
also that ρ ≥ 1/2 implies ρ∗ ≤ 0, which leads only to cases 4 and 5, and excludes
case 6 (going back to a simple exclusion behavior).

3 Shock in the convex part of the flux

We consider here Case 2 of Theorem 1 with a right density 0, i.e., a decreasing
entropy shock: u0(x) = λ1{x≤0}, so that ρ = 0 < λ < ρ∗. We take the Pushing
interpretation 1 of the dynamics.

Bull Braz Math Soc, Vol. 33, N. 3, 2002
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3.1 The Stack Process

We introduce an auxiliary process to k-step exclusion, called the stack process.
Let η ∈ {0, 1}Z be a given configuration of the k-step exclusion process. To it
we associate a stack configurationξ ∈ N

Z in the following way: We label the
holes in η, the first hole to the left of (or on) the origin is labeled 0-th hole, others
getting the natural order. Then ξ(
), the height of the 
-th stack, denotes the
number of particles in η between the 
-th and the (
 + 1)-st hole.

The k-step exclusion dynamics on (ηt )t≥0 induces the following dynamics on
the stack process (ξt )t≥0. Associate with each stack, say the 
-th one, a Poisson
process of rate g(
) := k ∧ ξ(
). When its clock rings, with a probability
(1/g(
))1{g(
)>0} the topmost j ∈ {1, . . . , g(
)} particles on the 
-th stack are
transferred to the bottom of the (
 + 1)-st stack.

To study Case 2 of Theorem 1, we consider a k-step exclusion with two types
of particles: Particles η, of initial distribution µλ,0, are first class particles, and
particles η′, of initial distribution µ0,λ, are second class particles. It means
that particles η evolve as if they were alone in the system (they “do not see”
particles η′): We summarize in the following the two possible classes of situations
where a first class particle, (the leftmost) denoted by 1, ends its jump on a site
occupied by a second class particle, denoted by 2. An empty site is denoted by
0, ∗ denotes 1 or 2, and ♣ denotes 0, 1 or 2 (the total number of figured sites, in
each case, is k + 1).

11 · · · 12 ∗ · · · ∗ 0♣ · · · ♣ ��� 01 · · · 11 ∗ · · · ∗ 2♣ · · · ♣
11 · · · 12 ∗ · · · ∗ ��� 21 · · · 11 ∗ · · · ∗

The stack process (ξt )t≥0 will be associated to (ηt +η′
t )t≥0. Therefore its initial

distribution is product geometric with average height λ/(1 − λ), and is invariant
for the evolution of stacks. We will say that a stack is a first class stack if it is
either empty or contains only first class particles; otherwise it is called a second
class stack.

We observe that the stacks to the left of the origin are and remain at equilibrium
with a product geometric distribution with parameter λ. Let Nt be their flux
through the origin up to time t . Observe that this is the flux crossing a tagged hole
in the k-step exclusion process. The following are straightforward consequences
of results in Ferrari (1986), Ferrari (1996). For the tagged hole in a totally
asymmetric k-step exclusion process, or equivalently tagged particle Y(t) in
a totally asymmetric (in the opposite direction) discrete k-range Hammersley
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process (ζt )t≥0 (see Ferrari (1996) for an account on the discrete Hammersley
process; its k-range version restricts the size of the jumps up to k sites), we have

1. (ζt ,Y(t))t≥0 and (ζ ′
t )t≥0 = (τY(t)ζt )t≥0 are Markov processes.

2. νρ is invariant and translation invariant for the process (this is Guiol
(1999)).

Thus ν ′
ρ is invariant for (ζ ′

t )t≥0 which says that the tagged hole sees equilibrium.
Now using the ergodicity of the flux through the origin we obtain,

lim
t→+∞

Nt

t
=

k∑
j=1

jλj a.s. (4)

We denote by vs the velocity of the shock (cf. (3)) Sk[λ; 0] = Gk(λ)/λ. Let Xt

and St be the number of first class and second class stacks respectivelyup to vst

(i.e., in the region {0, 1, 2, . . . , 
vst�}). Then

Theorem 2.

lim
t→+∞

Xt

t
= vs in probability.

Proof. We denote by Mt the total number of particles in the stacks in [0, 
vst�].
Since the number of particles in the stacks are independent geometric random
variables

lim
t→+∞

Mt

vst
= λ

1 − λ
a.s. (5)

Let Yt be the position (in the η process) of the topmost particle on the right-most
occupied stack in [0, vst]. Mt + 
vst� gives the number of holes and particles
in the stacks in the region [0, vst]. Since the bottom of 0-th stack ξ(0) is at a
distance given by a geometric random variable from the origin at time zero, and
the hole in the η process corresponding to the bottom of the 0-th stack moves
by −Nt in time t we have

Yt = (Mt + 
vst�) − Nt − G,

where G is a geometric random variable of parameter λ. Since

λ

1 − λ
vs = Gk(λ)

1 − λ
=

k∑
j=1

jλj

Bull Braz Math Soc, Vol. 33, N. 3, 2002
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we have by (4) and (5)

lim
t→+∞

Mt − Nt

t
= 0 a.s.

which implies

lim
t→+∞

Yt

t
= vs a.s. (6)

Recall that St is the number of second class stacks in [0, vst]. The result would
follow if we can prove that St/t → 0 in probability. First we observe that the
stacks in [0, vst] to the right of the rightmost occupied stack (if there are any)
are all first class stacks since they are all empty stacks. Since St is bounded by
the number of second class particles in [0, vst], it is bounded by Zt , the number
of second class particles (in the η process) on or to the left of Yt . By (6) for all
δ > 0

lim
t→+∞ P

(
Yt

t
> vs + δ

3

)
= 0.

Let Zt = Z1
t (δ) + Z2

t (δ) where Z1
t (δ) (Z2

t (δ)) is the number of second class
particles in Z ∩ [(vs − δ/3)t, Yt ] (Z ∩ (−∞, (vs − δ/3)t)). This in turn implies

lim
t→+∞ P

(
Z1

t (δ)

t
>

2δ

3

)
= 0.

From the hydrodynamic limit we know that the empirical density of second
class particles to the left of (vs−δ/3)t (in the η process) goes to zero in probability
as t → ∞. This gives us

lim
t→+∞ P

(
Z2

t (δ)

t
>

δ

3

)
= 0

thus

lim
t→+∞ P

(
Zt

t
> δ

)
= 0

proving that St/t → 0 in probability. �

3.2 A lower bound for the speed of the rightmost particle

Distribute particles according to µλ,0. Let Wt be the position of the rightmost
particle, that is Wt = sup{x ∈ Z : ηt(x) = 1}.
Bull Braz Math Soc, Vol. 33, N. 3, 2002
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Corollary 3.

lim
t→+∞ P

(
Wt

t
≥ vs

)
= 1.

Proof. Suppose there exists ε > 0 and δ > 0 such that for any T > 0 there
exists t > T such that

P
(

vs − Wt

t
> δ

)
> ε.

Let Yt be as before, the position of the topmost particle in the rightmost occupied
stack before vst . From (6) there exists T1 such that if t > T1

P
(

|Yt − vst | ≤ δ

2
t

)
> 1 − ε

2

Therefore for t > T ∨ T1

P
(

Yt − Wt >
δ

2
t

)
≥ P

(
Yt − Wt >

δ

2
t; |Yt − vst | ≤ δ

2
t

)
>

ε

2
.

Let us denote by ξY
t and ξW

t respectively the rightmost occupied stack in [0, vst]
and the stack containing the particle located at Wt in the η process, which means
that in this proof we call a stack what we may find between two holes (e.g. we
consider either empty or occupied stacks). We want to show that with positive
probability a positive fraction of the occupied stacks in [0, vst] lies between ξY

t

and ξW
t . Since ξW

t is at or behind ξY
t this would imply that a positive fraction

of stacks in [0, vst] are second class stacks with positive probability leading to
a contradiction of Theorem 2. This is equivalent to saying that the number Rt

of nonempty blocks of particles between Yt and Wt is greater than βt for some
constant β > 0 with positive probability. Let Dt

j , 0 ≤ j ≤ 
vst�, be the number
of nonempty blocks of particles in the interval (j, j + δt/2). A nonempty block
of particles is counted as being in (j, j + δt/2) if and only if the holes at the left
and right ends of the block are in [j, 
j + δt/2�]. Then:

P
(

Yt − Wt >
δ

2
t, |Yt − vst | ≤ δ

2
t, min

0≤j≤
vs t�
Dt

j > βt

)
≤ P

(
Yt − Wt >

δ

2
t, |Yt − vst | ≤ δ

2
t, Rt > βt

)
. (7)

Bull Braz Math Soc, Vol. 33, N. 3, 2002
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Divide [0, vst + δt/2] into C intervals of size δt/4. Let Bt
i , 1 ≤ i ≤ C be

the number of nonempty blocks of particles in the i-th interval. Since for all
0 ≤ j ≤ 
vst�, Dt

j contains a Bt
i for some 1 ≤ i ≤ C,we have for any β > 0:

P

(
min

0≤j≤
vs t�
Dt

j

δt/2
> β

)
≥ P

(
min

1≤i≤C

Bt
i

δt/4
> 2β

)
By law of large numbers for independent geometric random variables (cf. (5)),

and because there is a hole before every block of particles, there exists M =
M(ε/(4C)) such that for t > M ,

P

(
Bt

i

δt/4
>

λ

2

(
λ

1 − λ
+ 1

)−1
)

> 1 − ε

4C

which implies

P

(
min

0≤j≤
vs t�
Dt

j

δt/2
>

λ(1 − λ)

4

)
≥ P

(
min

1≤i≤C

Bt
i

δt/4
>

λ(1 − λ)

2

)
> 1 − ε

4

Therefore there exists t > T ∨ M ∨ T1 such that

P
(

Yt − Wt >
δ

2
t, |Yt − vst | ≤ δ

2
t, min

0≤j≤
vs t�
Dt

j >
λ(1 − λ)

4

δt

2

)
>

ε

4
.

This proves, by (7), that for any T > 0 there exists t > T such that

P
(

Rt >
λ(1 − λ)

4

δ

2
t

)
>

ε

4

Thus the number St of second class stacks in [0, vst] is greater than βt =
λ(1 − λ)δt/8. Since St + Xt = vst , this contradicts Theorem 2. �

3.3 Simulations on the convex part of the flux function

To conclude this section we present some computer simulations for the 2-step
exclusion process with Riemann initial profile with ρ = 0 < λ < ρ∗ = 1/4. The
simulation was programmed in Ox (version 2.20 for AIX, see Doornik (1999)).

As we have shown in the last paragraph, vs is a lower bound for the speed
of the rightmost particle Wt . However the intuition indicates that it should be,
indeed, the correct limit. Loosely speaking if, by contradiction, we suppose that
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the rightmost particle is at a (long) distance in front of the shock then its velocity
should be 1 (the speed of a non interacting particle). Thus as vs > 1 (for the
set of λ we consider) the distance between the shock and this particle cannot be
maintained.

The following simulations confirm that impression. We simulate the process
and get some estimates for the mean velocity of the rightmost particle Wt/t and
its variance

σ 2(t) := E(Wt − EWt)
2. (8)

The simulation

The original process (infinite system) is approximated by a finite system with
border conditions on a moving frame (following the shock). As we treat the case
with ρ = 0 we will not need a border condition to the right of the frame. Our
main worry is to keep “enough space” between the rightmost particle and the left
border (where we put a reservoir of particles) so that the shock does not reach
the left border which ensures a good approximation of local equilibrium.

The totally asymmetric 2-step exclusion process is constructed on a set of sites,
we call the frame, �t := {Lt, Lt + 1, . . . , Rt} where L0 < 0 < R0. Denote by
|�t | the number of sites in �t . On and to the left of site 0 particles are initially
distributed according to a Bernoulli product measure with parameter λ. Sites to
right of 0 are initially empty.

The algorithm is as follows: At each step, say at time tj , we randomize an
exponential random variableT with parameter |�tj |+2. We then set tj+1 = tj+T

and we draw uniformly a site x in {Ltj − 2, Ltj − 1} ∪ �tj . If x ∈ �tj and is
occupied by a particle then this particle goes to the first empty site it encounters
to its right in {x + 1, x + 2} (2-step exclusion rule). If both sites are occupied
the movement is cancelled. If x = Ltj − 2 or Ltj − 1 respectively, a uniform
random variable U is drawn on (0, 1); if U ≤ λ2 or U ≤ λ respectively, then
a particle of the reservoir tries to enter into the system according to the 2-step
exclusion rule; otherwise nothing happens.

To (re)adjust the frame �t we proceed as follows. We take “pictures” of
the system at each time interval, say I , suitably fixed at the beginning of the
program. After each picture and before resuming the simulation, we check if
the left side and the right side of the frame are at least at a 2I distance from the
rightmost particle in the frame and setup the system. The first check guarantees
there is enough space between the reservoir and the rightmost particle and the
second check prevents the rightmost particle of going out of the frame before the

Bull Braz Math Soc, Vol. 33, N. 3, 2002



332 M.V. FREIRE, H. GUIOL, K. RAVISHANKAR AND E. SAADA

next picture.
For some fixed values of λ, we simulated the dynamics of 1,000 independent

instances of the 2-step exclusion process and observed the mean position of the
rightmost particle and its dispersion for t varying from 0 to 15,000.

We choose to present some pictures for λ = 0.2 at different times: t =
0, 100, 200, 300, 400 and 500 with 250 independent instances for sake of
visualization.

For each time the first picture in Figure 2 presents the mean density of the
process: The curve in the middle is surrounded by a one standard deviation
interval. Initially we observe equilibrium at density 0.2 to the left of the origin
and no particles to the right. The second picture represents the distribution of
the position of the rightmost particle at time t .

Figure 3 shows the shock speed vs(λ) = 1 + λ − 2λ2 (the solid line) and
the rescaled simulated mean position (i.e., W(t)/t) for different values of λ for
t = 7, 500 and t = 15, 000. It gives a glance of the adequation between the real
curve of vs and the mean of the simulated velocity of the rightmost particle.

The lower bound given in section 3.2 and the results of the simulation indicate
that the rightmost particle is a good candidate for a microscopic indicator of the
position of the shock for ρ = 0.

For the simple exclusion process (i.e., k = 1), in the stable shock case (i.e.,
increasing shock λ < ρ), Ferrari & Fontes (1994) proved that the diffusion
coefficient limt �

2(t)/t is constant, where �2(t) was the variance, at time t ,
of the position of a second class particle originally at 0; for λ = 0 this second
class particle corresponds with the leftmost particle. Observe that in the case we
consider in this section (i.e., decreasing stable shock for k = 2, with λ < 1/4 and
ρ = 0) the second class particle does not correspond to the rightmost particle
because it may jump back (even with the pushing interpretation).

The simulations for k = 2 and ρ = 0, make us suspect that σ 2(t) (cf. (8))
may also grow linearly, as shown in Figure 4. Here, σ 2(t) is estimated by the
empirical variance

σ̂ 2(t) = 1

K

K∑
i=1

(
Wt,i − Wt

)2
,

where K is the number of independent realizations of the process and

Wt = K−1
K∑

i=1

Wt,i .
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Figure 2: Evolution of the mean density and the mean position of the rightmost
particles for initial profile λ = 0.2 and ρ = 0 from time 0 to 500.

4 Shock in the concave part of the flux

We treat here Case 5 of Theorem 1 with a right density ρ = 1, i.e., u0(x) =
λ1{x≤0} + 1{x>0}, with λ > ρ∗ = 1∗.
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Figure 3: The velocity curve of the shock vs(λ) = S2[λ, 0] and the simulated
velocity of the rightmost particle Wt/t for t = 7, 500 (above) an t = 15, 000
(below) in the convex part of the flux: λ ∈ (0, 1/4).

Theorem 4. Whenu0(x) = λ1{x≤0} + 1{x>0}, the rightmost hole identifies the
shock.

Proof. The motion of the rightmost hole does not depend on the distribution
of particles to the right of it; therefore it moves exactly as a tagged hole un-
der the equilibrium distribution νλ. According to (4) the tagged hole speed is
−∑k

j=1 jλj which is exactly the shock speed Sk[λ; 1]. �
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Figure 4: σ̂ 2(t) for some values of λ.

5 The rarefaction fan

We consider here Cases 1 and 4 of Theorem 1: λ < ρ < a, and a < ρ < λ. We
follow section 2 of Ferrari & Kipnis (1995). Under the initial distribution µλ,ρ ,
we put a second class particle at the origin, denote by Xt its position at time t ,
and by P̃ the expectation of this process. We prove the

Theorem 5. Whenλ < ρ < a or a < ρ < λ, Xt/t converges in distribution
to a probability measure concentrated on[Hk(λ), Hk(ρ)], absolutely continuous
w.r.t. the Lebesgue measure.

lim
t→∞ P̃

(
Xt

t
> r

)
= u(r, 1) − ρ

λ − ρ

=



1 if r ≤ Hk(λ)

hk,i(r) − ρ

λ − ρ
if Hk(λ) < r ≤ Hk(ρ)

0 otherwise;
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wherei = 1 in Case 1 andi = 2 in Case 4.

Proof. For a given initial configuration η, Jr,t (η) is the flux of particles that
have jumped through the space-time line with velocity r at time t . We denote by
Xx

t the position at time t of the particle starting originally at site x:

Jr,t (η) =
∑
x≤0

η(x)1{Xx
t >
r�} −

∑
x>0

η(x)1{Xx
t ≤
r�} (9)

that we can also write, since in the pushing interpretation particles cannot jump
over each other,

Jr,t (η) =
∑
x≤0

η(x)1{Xx
t >
r�} −

∑
x>0

η(x)(1 − 1{Xx
t ≤
r�})

=
∑

x

η(x)1{Xx
t >
r�} −

∑
x>0

η(x)

=
∑
x>
r�

ηt(x) −
∑
x>0

η(x) (10)

We prove the result for Case 4.
We consider two different couplings of two versions of k-step exclusion pro-

cesses, starting respectively from η0 of distribution µλ,ρ, and η1 of distribution
τ−1µλ,ρ . We denote by E the expectation of a coupled process w.r.t. this initial
distribution µ. The first coupling is the basic coupling, under which we assume
that η0(x) = η1(x) for all x 	= 0, and with probability λ − ρ, on 0 there is
a particle for η0 and none for η1. This possible discrepancy between the two
marginals has a second class particle behavior, so that by (9)∫

E(Jrt,t (η
0) − Jrt,t (η

1))dµ(η0, η1) = (λ − ρ)̃P(Xt > 
rt�) (11)

The second coupling is a “particle to particle coupling”, under which η1 =
τ−1η

0. It means that we label particles of both configurations, in such a way that
particles number 
 for both configurations occupy sites distant by one (initially,
particle number 0 is the first one to the left -including it- of the origin); to keep
this situation during the evolution, when the clock rings for the 
-th particle of
the first configuration, particles labeled 
 for both configurations try to move.
This is possible thanks to the pushing interpretation 1 under which particles keep
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their relative order. This way, by (10),∫
E(Jrt,t (η

0) − Jrt,t (η
1))dµ(η0, η1) =

∫
E(η0

t (
rt� + 1) − η0
0(0))dµ(η0, η1)

(12)

Putting together (11) and (12), and applying Theorem 1, Case 4 yields the result.
The proof is similar for Case 1, replacing τ−1µλ,ρ by τ1µλ,ρ . �

6 Contact discontinuity

We consider here Cases 3 and 6 of Theorem 1: ρ < ρ∗ < λ (ρ < a), and
ρ > ρ∗ > λ (ρ > a). We proceed as in the preceding section, to get the limiting
behavior of a second class particle initially on site 0:

Theorem 6. Whenρ < ρ∗ < λ (ρ < a) or ρ > ρ∗ > λ (ρ > a), Xt/t

converges in distribution to a probability measure which is a convex combination
of a measure absolutely continuous w.r.t. the Lebesgue measure, and of a Dirac
mass. Forr a continuity point ofu(., 1),

lim
t→∞ P̃

(
Xt

t
> r

)
=



1 if r ≤ Hk(λ)

hk,i(r) − ρ

λ − ρ
if Hk(λ) < r < Hk(ρi)

0 otherwise

and

lim
t→∞ P̃

(
Xt

t
= Hk(ρi)

)
= ρi − ρ

λ − ρ

where in Case 6,i = 1, ρ1 = ρ∗, and in Case 3,i = 2, ρ2 = ρ∗.

Proof. For every continuity point r of u(., 1), the proof is the same as in
Theorem 5. If we look at Case 3 for r = Hk(ρ

∗), the result follows from

lim
r→Hk(ρ

∗)+
P̃
(

Xt

t
> r

)
= 0,

lim
r→Hk(ρ

∗)−
P̃
(

Hk(λ) <
Xt

t
≤ r

)
= 1 − hk,2(Hk(ρ

∗)) − ρ

λ − ρ
= 1 − ρ∗ − ρ

λ − ρ
.

�
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