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Ergodicity conditions for a continuous
one-dimensional loss network

Nancy L. Garcia and Nevena Mari¢

Abstract. One dimensional continuous loss networks are spatial birth-and-death pro-
cesses which can be dominated by a multitype branching process. Using the Peron-
Frobenius theory for sub-criticality of branching process we obtain a sufficient condition
for ergodicity of one-dimensional loss networks on R with arbitrary length distribution
7 and cable capacity C.
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1 Introduction

The continuous unbounded one dimensional loss network is a spatial birth and
death process and can be interpreted as a system where users are arranged along
an infinitely long cable and a call between two points on the cable s, s € R
involves just that section of the cable between s, and s,. Past any point along
its length the cable has the capacity to carry simultaneously up to C calls: a
call attempt between s, 55 € R, 51 < 57, is lost if past any point of the interval
[s1, s2] the cable is already carrying C calls. Suppose that calls are attempted
at points in R following a homogeneous Poisson process with rate A. Assume
that the section of the cable demanded by a call has distribution & with finite
mean p; and the duration of a call has exponential distribution with mean one.
Assume that the location of a call, the cable section needed and its duration
are independent. Let m(s, t) be the number of calls in progress past point s
on the cable at time ¢. Kelly (1991) conjectured that ((m(s,?),s € R),t > 0)
has a unique invariant measure, given by a stationary M /G /oo queue (Markov
arrivals, general service time and infinite servers) conditioned to have at most C
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clients at all times. Ferrari and Garcia (1998) used a continuous (non-oriented)
percolation argument to prove the above conjecture whenever 7 has finite third
moment and the arrival rate A is sufficiently small. Ferndndez, Ferrari and Garcia
(2002) using an oriented percolation argument and a domination by a branching
process improved this bound to

Mo+ +1) <1 (1.1)

where p; and p, are the first and second moment of distribution 7 respectively.
Their argument is more general and it is based on a graphical representation of
spatial birth and death processes and it is the basis for the perfect simulation
scheme “Backward-Forward Algorithm”, described in Ferndndez, Ferrari and
Garcia (2002). In this work, using the same graphical representation and the
Peron-Frobenius theory for sub-criticality of branching process for the specific
case of loss networks we obtain a new bound given by

A2+ p1) < L. (1.2)

2 Spatial loss networks

Let G be a family of objects y (y = (x, u), x € R, u € R;) which we will call
individuals or calls and consider a state space S = {£ € N9: £(y) # 0 only for
a countable set of y € G}.

We first introduce the free process which is a birth-and-death process charac-
terized by the fact that its birth rate does not depend on the actual configuration
of the system, that is there exists a Radon measure v on G such that the calls
are born at intensity v and last for a random time exponentially distributed with
mean one. The generator of the free process is:

A°F(n) = f v(dy) [F(n+38,) — F(n)]
¥ 2.1
+ ) nWIFn—8,) - F)]

vy€G: n(y)>0

Here §,, is the configuration with only one point at y and (n+£&)(0) = n(6)+£&(9)
(coordinatewise sum). This free process always exists and is ergodic whichever
the choice of w. In the particular case where w(y) = A the invariant measure is
the A-homogeneous Poisson process.
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For the loss network, its generator can be written (Ferndndez, Ferrari and
Garcia, 2002) as

AF(n) = /gf)(dy) M(y,n) [F(n+8,) — F(n)]

(2.2)
+ > aWIFn —8,) — F()
7€G: n(y)>0
where
v(d(x,u)) = An(du)dx , (2.3)

and denoting n(y) = Z(M)En {y € (x, x 4+ u)}, the number of calls of 5 that
uses point y,

M(Cx, u), ) = +8u.uw)(y) < C,Vu € R}. 2.4

The factor v represents a basic birth-rate density due to an “internal”” Poissonian
clock and the factor M acts as an unnormalized probability for the individual
to be actually born once the internal clock has rang. The birth is hindered or
reinforced according to the configuration 7.

We introduce a function /: G x G — {0, 1}

I(y,0) = Ysup,{IM(y,n) — M(y,n+ )} > O}. 2.5

where §y(y) = 1{y = 0} is the configuration having unique individual 6 and
the supremum is taken over the set of all configurations & such that £ and & + &
are in the set of allowed configurations (either {0, 1€ or NG). The function
I (y, 0) indicates which individuals & may have an influence in the birth-rate of
the individual y, that is if 7(y, 8) =1, the presence (or absence) of 6 modifies
the birth rate of y and then we say that 0 is incompatible to y .

The above arguments induces the graphical representation of the birth and
death process which is the basis for the perfect simulation scheme “Backward-
Forward Algorithm”, described in Fernandez, Ferrari and Garcia (2002). This
algorithm involves the “thinning” of a marked Poisson process —the free process—
which dominates the birth-and-death process, and it involves a time-backward
and a time-forward sweep. The initial stage of the construction is done foward
the past, starting with a finite window and retrospectively looking to ancestors,
namely to those births in the past that could have (had) an influence on the current
birth. The construction of the clan of ancestors constitutes the time-backward
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sweep of the algorithm. Once this clan is completely constructed, the algo-
rithm proceeds in a time-forward fashion “cleaning up” successive generations
according to appropriate penalization schemes. The relation “being ancestor of”
induces a backward in time contact/oriented percolation process. The algorithm
is applicable as long as this oriented percolation process is sub-critical.

Let N={(&, T), (&, T3),...} be ahomogeneous Poisson Process with rate A in
R x [0, 00), and let Sy, S», ... be i.i.d. random variables exponentially distributed
with mean one and let Uy, Us, ... be 1.i.d. random variables with common dis-
tribution r. Assume the family of variables {S;, S, ...}, {Ui1, U, ...} and the
Poisson process are all independent. Consider the random rectangles

Ri={(x,y)&6=<x=<&+U,T: <y =T + S}

Then {R;,i > 1} = {(&,T;) + D;,i > 1} is a Boolean model in R? where
D; = [0, U;] x [0, S;] and represents the free process of calls.

Now, for each rectangle R; we associate an independent mark Z; ~ U(0, 1),
and each marked rectangle we identify with the marked point (§;, T;, S;, U;, Z;).
We recognize in the marked point process

R={&.T,S8.U.,Z), i=12,...}

a graphical representation of the birth and death process with constant birth rate
A, and constant death rate, equal to 1. We call this free process o and Z; will
serve as a flag of allowed births. Calling R = (&, 7, s, u, z), we use the notation

Basis(R)= (&, & + u), Birth(R)=t, Life(R)=[z, t+s], Flag(R)=z.
We need a series of definitions:

» For an arbitrary point (x, t) € R? and arectangle R define as their ancestor
sets

Agx’t) = {R € R| x € Basis(R), t € Life(R)} (2.6)
AR = (R eR|Birth(R) < Birth(R), R'NR #0} (2.7)

* Define recursively the generations (n > 1) of the above sets that is, the
nth generation of ancestors:

A®D = (R"|R" € AR for some R' € A,(ff])} (2.8)
AR —(R"|R" € AF for some R € AR } 2.9)
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We say that there is backward oriented percolation if there exists one point
(x, 1) such that A" # ¢ for all n, that is, if there exists one point with
an infinite number of ancestors. Call clan of ancestors of (x, t) the union
of all its ancestors:

A U Afzx’t) (2.10)

n>1
and R[0, ] = {R € R| Birth(R) € [0, ¢]}.

The existence of the process in infinite volume for any time interval is guaran-
teed as long as the process does not explode, that is, no rectangle has an infinite
number of ancestors in a finite time.

For the existence of the process in infinite time, it is needed that the clan of
ancestors of all rectangles are finite with probability one, that is, there is no
backward oriented percolation. In order to construct the invariant measure for
stationary Markov processes it is usual to construct the process beginning at
—oo with an arbitrary configuration and look at the process at time 0. If the
configuration at time 0 does not depend on the initial configuration then we have
a sample of invariant measure. The graphical construction described above allow
us to construct the process 7, by a thinning of the free process «; for all r € R.
Moreover, the same argument shows that the distribution of ny does not depend
on the initial configuration. The above results can be found in Ferndndez et al.
(2001, 2002) and Garcia (2000).

One way of determining the lack of percolation is the domination through a
branching process. Establishing sub-criticality conditions for the branching pro-
cess we obtain sufficient conditions for lack of percolation. Looking backward,
the ancestors will be the branches. The time of the death will be the birth time for
the branching process. The clan of ancestors in itself is not a branching process
because the lack of independence.

3 Dominating the clan of ancestors by a branching process. Critical value.

Let R be a rectangle with basis y = (x, x + u) with length u, born at time 0.
Define b;, (v) as the number of rectangles in the nth generation of ancestors of R
having basis with length v:

b"(v) = [{R € AR| | Basis(R)| = v}|. (3.1)

The process b, is not a Galton-Watson process but it can be dominated by
one (call it b,,) as described by Ferndndez et al. (2001), where each call length
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represents a type. The number of types can be finite, countable or uncountable
depending upon the distribution 7.

Lemma 3.2. The offspring distribution of b, is Poisson distributed with mean
m(u,v) =A @) (u+v) (3.3)

where m(u, v) is the mean number of children type v for parents type u.

Proof. In the proof we use the terms “parent” and “ancestor” in the original
sense. If y = (0, u) and we consider the rectangle R born at time 0 such that
Basis(R) = vy, itis easy to see that a rectangle (x, x +v) X (y, y+s) canbe a
parent of R if, and only if, x € (—v,u) and y +s > O.

Let B,,(¢) the number of parents of R type v born after time —¢. Then

bi(v) = tlim Buv(t) a.s. (3.4)

Let us call A the set [—v, u] x [—t, 0], and N (A) the homogeneous Poisson
process with rate A in A. Then, fork =0, 1, ...

P(Bu(1) = k) =
Z P(N(A) = n and among n rectangles k are parents of R type v). (3.5)

n>k

Let (x1, y1), ..., (x4, y») a realization of N(A). To each point we associate
two independent marks— w, the call length 7 distributed and s time length ex-
ponentially distributed with mean one. Given N (A) = n, the points (x;, y;) are
uniformly distributed in A, thatis, x; ~ U(—v, u) and y; ~ U(—t, 0). Consider
the rectangles R; = [x;, x; + w;] X [vi, yi + s;]. Thus,

P(R; is a parent of R type v) = (v) P(y; +s; > 0). (3.6)

and we have

0 t

1—e"
t

P(yi+s5>0) = / P(s; > —y)%dy = (3.7

—t

To clarify the computations we use the following notation:

o =Au+v)t, pr=m() (1 —e )/t
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From (3.5),(3.6) and (3.7) we have
. i _ n—k ,—oy \¥) (Olt) —pray (ptat)
P(Buv(t) = k) = ; ( ) (p)*(1 = py) =e’ T .(3.8)

Observe that
rlilgo Py = tlg})lo Ar()(u +v)(1 —e™) = rr()(u + v). 3.9
From (3.4) it follows that B, (t) converges to b (v) in distribution
P (v) =k) = tlgglo P(Buw(t) =k), k=0,1,.. (3.10)
Therefore we conclude that b{(v) has Poisson distribution with mean

AT (v)(u + v). O

We are interested to find conditions under which the process b,, is sub-critical
and a sufficient condition for this is that the mean of the total number of children
in all generations when the initial parent is of type u is finite for all u. Thus we
are interested in the convergence of the series

> m™ . v) (3.11)

n>1 v

where m™ (u, v) is the mean offspring number of type v from a parent type u in
the nth generation and it is given inductively by

m™ (u, v) = Zm(”_l)(u, w)m(w, v). (3.12)

Thus,
Z m™ (u, v) =
v

Z Z . anﬂ(vl)(u + )TV 4 v2) ... T@W) (V1 + V). (3.13)

Un—1

In order to simplify the reading, recall that p; and p, are the first and second
moment of the distribution 7 respectively.
Observe that

Z T (V) (Vg1 + V) = Vg Zﬂ(v) + Zn(v)v

=Vp_1 + 01 = fi+ U181

(3.14)
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where f1 = p1, g1 = 1. Also,

D Wu ) W2 + v (fi + vas181)

Un—1

= Zn(vn_l)(vn_z + V1) (Va1 + p1)

Un—1

) (3.15)

=Y 0 T @) + Va1 T W) Wa2 + p1) + T (V1) (Va—201)
Un—1
= 2+ p1(Va2 + p1) + Vam2p1 = P2 + P} + V—22p
= fo+vi28
where f> = p> + pf, g2 = 2p1.
Analogously,
fivi=p1fi +028;, 8j+1=fi+pg; (3.16)

or written in matricial form

|:fj+1:|=T.|:fj:|=Tj_|:'01:| (3.17)
8j+1 8j 1

where
P11 P2
T := i 3.18
o] (3.18)
From (3) it follows
D om” v = A" (f A+ gn)- (3.19)

Computation of f, and g,. We need to find 7", where T is given by (3.18).
Its eigenvalues are

€1 =p1+ /P2 €=pi—/P2 (3.20)

with corresponding right normalized eigenvectors

ST N R U S R
‘m[ T R e - G2D
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Then
o L | o ) pael —€) (3.22)
27 q—e Jme e | |
Now
[ éf:” ] =7 [ h ] (3.23)
giving us
1 n n 1 n n
Jo= 5(61 +€2)’ 8n = 2—m(61 - 52)- (3.24)

The radius of convergence A* of the series

Z Zm(")(“» v) = Zk"(fn +u gn) (3.25)

is given by the Cauchy-Hadamard formula,

1
e . (3.26)
hmn—>oo(fn + Mgn)l/"

In order to find A}, notice

1 u n u n
= e"l[<1 + L) + (1 = L) (6—2)] (3.28)
) N Vo) \e) | '

We know that €; = p; + /p2 is positive since ([0, c0)) = 1 and if we had
p1 = 0 then 7 ({0}) = 1 which can be excluded. Also €, is non-positive, since
p1 < /p2. Moreover, €; + €, =2p; > 0 and we get :_? € [—1, 0]. Therefore,

%Zmin (1, \/%) < % [(1 + J%) * (1 - J%) C_?)}
3 2man (1.2,
02
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From (3.29) and (3.28) we get

e (min(1, \/%))”” < (fu +ugn)"" < & (max(l, \/%))‘/”. (3.30)

Then,
lim (f, + ug.)"/" = € (3.31)
n—oo

and

1 1
=== —07. (3.32)
€] P1+ /02

Since, A > 0, we obtain

1. If A < A7 (¢f. (1.2)) then the series (3.25) converges absolutely and
consequently b, is sub-critical.

2. If A > A7 the series (3.25) is divergent and the process b, can be super-
critical.

In the general case, we can have an uncountable number of types. Let V be
the set of all possible types and observe that the mean number of offsprings in
all generations of a parent type u is given by

Z / m™ (u, dv) (3.33)
\4

n>1

where

m™ (u, dv) = / m" Y, dwym(w, dv) (3.34)
|4

can be obtained inductively. In fact,

/m(")(u,dv):/ / .../m(u,dvl)m(vl,dvz)...m(vn_l,a’v). (3.35)
\%4 VJV \%

Suppose that the distribution of the length of the calls is absolutely continuous
with respect to the Lebesgue measure and call 7 its density. We can write

m(u,dv) = AMu + x)m(x)dx. (3.36)
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Then,

/m(vn_l,dv)=f A(vp1 +X)T(X)dx = A(vy—1 + p1)
\%4 0

(3.37)
=A(fi +vi_181)
and
f m(ns dvg-1) - A(fi + vn181)
\%4
= / A(Vp_ + x)m(x) - A(x + p1)dx
° (3.38)

o
=32 [0+ 2+ p)T )+ vyapim ()
0
= 22(p2 + p1 (Va2 + P1) + Vu2p1)
= 22(p2 + o7 + Va22p1) = A2 (o + Vu282)
where f1, g1, f2, &2, ... are given by (3.17). Therefore, the computation is com-

pletely analogous to the discrete case and

/ m™ (u, dv) = A" (f, + ug,) (3.39)
14
and the process is sub-critical if the series (3.25) is convergent.

Remark. If 7(x) = Tj,;(x) (the U(0, 1) distribution) then A} ~ 0.9282.

Fernandez et al. (2002) obtained a sufficient condition for sub-criticality of
the branching process which can be written in our case as

1
o = sup —/ kdy/n(dw)q((y, w)I((y, w), (x,u)) <1 (3.40)
wweg 4((x, u)) Jr y

where G, is the possible set of calls beginning at y and / is defined by (2.5)
and ¢ is an arbitrary function such that g((x, u)) > 1, for all calls (x, u). Due
to the translation invariance property of the process, we can consider, without
loss of generality, a call beginning at the origin (x = 0). Its ancestors would be
rectangles, with sufficient long lives, with basis that intersects it. This includes
any call beginning at any point inside the call and also all calls beginning before
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the origin but with sufficient large length to intersect the call. If we choose,
q((x,u)) = c, where ¢ > 1 is an arbitrary constant we obtain

0 L
o = Asup (/ P(|H| > —x)dx + / dx) = Ap+L) (3.41)
L —00 0
where L is defined as inf{L; 7 ([0, L]) = 1}. This bound coincides with (1.2)
only in the case of fixed length call, for all other cases it is weaker than(1.2)
since /2 < L. For the particular case, U (0, 1), this condition guarantees the
sub-criticality of the process for A < % ~ (.6667 while our condition gives
A < 0.9282.

If = does not have bounded support, considering g ((x, #)) = min(1, u) yields

the condition
o < Ap1+ 02+ 1). (3.42)

Since our condition is based on the Peron-Frobenius root of m (u, v) then the
bound for sub-criticality (A}) of the branching process is optimal.

Acknowledgments. This work is part of NM masters thesis and it was partially
financed by FAPESP Grant 00/01375-8 and CNPq Grant 301054/93-2.

References

[1] R.Fernandez, P.A. Ferrari and N.L. Garcia. Loss network representation of Pierls
contours, Annals of Probability 29(2): (2001), 902-937.

[2] R. Fernindez, P.A. Ferrari and N.L. Garcia. Perfect simulation for interacting
point processes, loss networks and Ising models, Preprint. Los Alamos archive:
Mathematics. abstract math.PR/9911162t (2002).

[3] P.A. Ferrari and N.L. Garcia. One-dimensional loss networks and conditioned
M /G /oo queues. J. Appl. Probab. 35(4): (1998), 963-975.

[4] N.L. Garcia. Perfect simulation of spatial processes, Resenhas IME-USP 4(3):
(2000), 283-325.

[51 FEP. Kelly. Loss networks, Ann. Appl. Probab. 1(3): (1991), 319-378.

Nancy L. Garcia and Nevena Marié
Universidade Estadual de Campinas
Departamento de Estatistica, IMECC, UNICAMP
Caixa Postal 6065, 13081-970 Campinas, SP.
BRASIL

E-mail: nancy @ime.unicamp.br

Bull Braz Math Soc, Vol. 34, N. 3, 2003



