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On the dynamics of generic non-Abelian
free actions

Julio C. Rebelo

Abstract. We investigate some global generic properties of the dynamics associated to
non-Abelian free actions in certain special cases. The main properties considered in this
paper are related to the existence of dense orbits, to ergodicity and to topological rigidity.
We first deal with them in the case of conservative homeomorphisms of a manifold and
C1-diffeomorphisms of a surface. Groups of analytic diffeomorphisms of a manifold
which, in addition, contain a Morse-Smale element and possess a generating set close to
the identity are considered as well. From our discussion we also derive the existence of a
rigidity phenomenon for groups of skew-products which is opposed to the phenomenon
present in Furstenberg’s celebrated example of a minimal diffeomorphism that is not
ergodic (cf. [Ma]).
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1 Introduction

The dynamics generated by one “generic” diffeomorphisms on a compact mani-
fold M is an intensively studied subject. This study is basically divided into the
case of general Cr -diffeomorphisms (r = 0, 1, . . . ,∞, ω) and the case of dif-
feomorphisms preserving a fixed volume onM (some works are also devoted to
symplectic diffeomorphisms). Whereas this is undoubtedly an important topic,
it cannot reflect the typical behavior of more general dynamics as already pointed
out by Gromov [Gr1] and explained below.

A dynamical system should be understood as a group action i.e. it is obtained
through a faithful representation of an abstract groupG into Diffr (M). Therefore
the traditional case of the dynamics generated by one diffeomorphisms corre-
sponds to a Z-action. In this broader sense, it soon becomes clear that there
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are many more dynamical systems (i.e. group actions) than those associated to
Z-actions which suggests that the typical features of Z-actions may be different
from the features of group actions “chosen at random”. The present work is a
first attempt of making sense and investigating some of the generic properties of
a “dynamics” in this general sense.

In this paper we focus attention on non-Abelian free group actions which we
believe are likely to lead to a fair idea of typical dynamics in our sense. In
fact, there are at least three reasons to consider these actions. First, as observed
in Section 5, a collection of diffeomorphisms “randomly chosen” generates a
non-Abelian free group. Secondly, considering the space of abstract groups, one
can wonder which are the “generic properties” of a group, so as to try to find
good representatives for this space. This question was first considered in [Gr2]
(see also [Ch]) and it turned out that, in a reasonable sense, a typical group is
word-hyperbolic (but it is not a finite extension of Z which also confirms that
Z is too particular as a group). It is then natural to consider a non-Abelian
free group as a good representative of the space of groups which can act on a
manifold since these hyperbolic groups always contain non-Abelian free groups
on (say) two generators (conversely a free group on two or more generators is
clearly word-hyperbolic, cf. [Gr2]). At last, dealing with free groups, we do not
become involved with “functional identities” coming from relations in the group
which would quickly put the problem out of reach.

In view of the preceding, we shall be concerned with non-Abelian free actions.
Among the several dynamical features which could be analysed, we concentrate
our efforts on 3 aspects of global nature: density of orbits, ergodicity and struc-
tural stability. As it will be clear after Section 2, the investigation of these
questions depend on the nature of the generators (i.e. they depend on specific
open sets of Diffr (M) to which the generators are supposed to belong).

This work consists of 2 parts which are rather different in their settings. How-
ever these two settings are both natural, at least for the beginning of such discus-
sion. The first part deals with volume-preserving diffeomorphisms and requires
low-regularity for the diffeomorphisms involved. The second part requires real
analycity of these diffeomorphisms, is not volume-preserving and the genera-
tors of the group in question are supposed to be “close to the identity”. For
these analytic actions, we shall establish a phenomenon of rigidity which may
be thought of as being “opposite” to the structural stability. Actually this phe-
nomenon seems to appear with significative frequency for actions of free groups
while it does not take place for Z-actions. Curiously enough key arguments of
these parts have some similarity between them; in fact they are both based on
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controlling the dynamics on a small region by comparing it with a vector field.
We then try to globalize this “local” dynamics as far as it is possible. At the end
of this article we also raise a few questions related to our main results.

2 Statement of results

Let us begin by describing an example of a free action which will imply that most
assumptions in our statements cannot be dropped. Let � be the free group gener-
ated by two Mœ̈bius transformationsM1,M2 where the projective action ofM1

(resp. M2) on the Riemann sphere CP(1) � S2 is given by a “south pole - north
pole” (resp. “west pole - east pole”) diffeomorphism. WhenM1,M2 are chosen
so as to define a Schottky group, the action of � on S2 (� CP(1)) possesses an
invariant Cantor set (which coincides with the Limit set of �). Furthermore, this
action is structurally stable: if f1 (resp. f2) is a C1-diffeomorphism of S2 which
is C1-close to the diffeomorphism induced by M1 (resp. M2), then there is a
homeomorphism h : S2 → S2 such that f1 ◦ h = h ◦ f1 and f2 ◦ h = h ◦ f2. In
other words, the group generated by f1, f2 is topologically conjugate to �.

In our example, the diffeomorphisms induced by M1, M2 are Morse-Smale
diffeomorphisms whose individual dynamics is very simple: apart from the
repelling fixed point, all points converge to the attracting fixed point. In particular
the dynamics of M1 (resp. M2) is “wandering” i.e. it does not have any non-
trivial recurrence. Also these diffeomorphisms possess attractors and do not
preserve any volume measure.

Now assume that M is a compact manifold endowed with a finite volume
measure µ (i.e. µ is obtained through a volume form). In the case of home-
omorphisms, a volume measure means a measure topologically conjugate to
the measure associated to a volume form. These measures are characterized
by a theorem due to Oxtobi and Ulam which asserts that a Borel measure µ is
topologically conjugate to a volume measure if and only if it has no atoms and
is positive on open sets (cf. [O-U]). Furthermore let Homeoµ(M) denote the
group of homeomorphisms of M preserving µ (in other words a homeomor-
phism h : M → M belongs to Homeoµ(M) if and only if µ(B) = µ(h(B)) for
every Borel set B ⊆ M). Also consider the (abstract) free group F(a1, . . . , ar)

generated by the symbols a1, . . . , ar . Similarly we define the group Diff1
µ(S)

of C1 diffeomorphisms ofM preserving µ (note that we also use the word “con-
servative” to refer to the tranformations which preserve µ).

It is easy to see that there cannot exist a faithful representation ρ from
F(a1, . . . , ar) (r ≥ 2) to Diff1

µ(S) which is structurally stable: note that
Poincaré’s Recurrence Lemma implies that the non-wandering set of each ρ(ai)
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(i = 1, . . . , r) coincides with the entire M . Thus the conservative version of
Pugh’s C1-Closing Lemma (cf. [P-R]) allows us to approximate the original
action (induced by ρ) by an action such that all the ρ(ai)’s (i = 1, . . . , r) share
a common periodic point. On the other hand, the usual transversality arguments
show that the original action may also be approximated by actions for which
the stabilizer of every point is either trivial or infinite cyclic. It follows the
non-existence of the structurally stable representation in question.

However there are more subtle questions about the “generic” dynamics of
these groups. A classical problem in Ergodic Theory is to decide whether or
not ergodic diffeomorphisms (resp. homeomorphisms) are generic in Diffrµ(M)
(resp. Homeoµ(M)). At this level of generality, very little is known about
this question. One of the by-products of KAM theory (Rüssmann’s theorem
[Ru]) asserts that ergodic diffeomorphisms of a surface are not generic in class
Cr, r ≥ 4. On the other hand, a deep theorem due to Oxtobi and Ulam establishes
that, in an arbitrary compact manifold, ergodic homeomorphisms are generic in
class C0. For non-Abelian free subgroups, we can obtain a slight improvement
of the latter theorem namely

Theorem A. Assume that the dimension of M is different from 4. There exists
a residual (i.e. dense Gδ) set U ⊂ Homeoµ(M) × Homeoµ(M) such that, if
(f1, f2) is in U, then the action of F(a1, a2) defined by ai �→ fi (i = 1, 2,)
possesses the following properties:

a) It is minimal (i.e. the orbit of any point p ∈ M is dense).

b) µ is the unique measure simultaneously preserved by f1, f2.

Remark. The assumption dimM 
= 4 is required by the “Approximation The-
orem” (cf. Section 3), but this is an inessential difficulty: it is actually possible to
verify the statement even for 4-dimensional manifolds (see comments in [M-P-V]
or cf. [O-U]).

The case of Cr (r ≥ 1) diffeomorphisms is much harder. Recall that KAM
theory implies, in particular, that conservative ergodic diffeomorphisms of a sur-
face are not dense for r ≥ 3. This is, indeed, a consequence of the existence of
invariant curves for the twist map. However, in the case of non-Abelian actions,
the preceding construction does not allow us to conclude that ergodic diffeomor-
phisms are not dense since the mentioned curves are not simultaneously invariant
by a pair of generic diffeomorphisms. On the other hand, the “topological ana-
logue” of ergodicity, namely the existence of dense orbits, can be verified for
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surfaces. It is also possible to establish the existence of an ergodic component
with positive measure. More precisely, using a result due to Newhouse, we shall
prove the following theorem:

Theorem B. Let S be a compact surface endowed with a C1-area measure µ.
Denote by Diff1

µ(S) the group of C1-diffeomorphisms of S which preserve µ.
Assume that we are given three diffeomorphisms f1, f2, f3 ∈ Diff1

µ(S) such that
at least one among them is not Anosov. Then, arbitrarily C1-close to f1, f2, f3,
there exist diffeomorphisms f̂1, f̂2, f̂3 ∈ Diff1

µ(S) which generate a group Ĝ ⊂
Diff1

µ(S) having the following property: there exists an open dense set V ⊂ S

invariant under Ĝ and such that the action of Ĝ restricted to V is minimal and
ergodic (with respect the normalized measure on V ).

Of course the main defficiency of Theorem B above is the fact that we do not
know whether or not one can always take V = S. Actually it is not even clear if
µ(V ) = µ(S).

Since Anosov diffeomorphisms have dense orbits, we deduce Corollary C.

Corollary C. There exists a residual set U ⊂ Diff1
µ(S)× Diff1

µ(S) such that,
if (f1, f2) belongs toU, then the action of F(a1, a2) defined by sending ai �→ fi
(i = 1, 2) has a dense orbit.1

On the other hand, one can ask if the property of having a dense orbit is
“generic” to non-Abelian free actions whether or not they preserve a volume.
This is however not the case as shown by the example of the Schottky group
discussed above. In fact, since the action of a Kleinian group on the complement
of its limit set is properly discontinuous, this action has no dense orbit. Further-
more the fact that this action is structural stable implies that no dense orbit can
be produced by a perturbation of the generators.

As mentioned in the Introduction, the second part of this paper is devoted
to actions admitting a finite set of generators which are close to the identity.
Here we leave the low-regularity setting required by Theorems A and B and
work in the world of real analytic diffeomorphisms. For dimensions greater
than one the main available tool to study these actions is, to the best of my
knowledge, Proposition (2.1) below which was obtained with F. Loray in [L-R]
(Proposition 4.6 of [L-R]).

1added in the proofs: recently Bonatti and Crovisier [B-C] have proved the existence of a dense
orbit for a single generic conservative diffeomorphism of a manifold; their methods however do
not yield the existence of an ergodic component with positive measure.
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Denote by B
n ⊂ C

n the unit ball of C
n. Consider a pseudogroup� consisting of

holomorphic maps from open subset of C
n to C

n which satisfies the assumptions
below.

a) There exists a sequence {hi} ⊂ �, hi 
= id for every i ∈ N, whose
elements are defined on the entire B

n and, in addition, converge uniformly
to the identity on B

n.

b) � contains a homothety F : B
n → B

n which is given by F(z1, . . . , zn) =
(λ1z1, . . . , λnzn) where λi ∈ R and 0 <| λ1 |≤ · · · ≤| λn |< 1.

Proposition 2.1. ([L-R]) Assume we are given � as above. Then there exists
ε > 0 and a non-trivial real analytic vector field X defined on B(ε) (the ball of
radius ε and center at the origin) which possesses the following property: given
a relatively compact open set V ⊂ B(ε) and t0 ∈ R+ such that�t

X is defined on
V whenever 0 ≤ t ≤ t0, the map �t0

X : V → �
t0
X(V ) is uniformly approximated

on V by elements in �.

Note that the vector field X above can, in fact, be defined on the whole B
n

thanks to the existence of a homothety in the pseudogroup �. We also point
out that, if V ⊂ B(ε) and t0 > 0 are as in the statement, then the local flow
�t
X : V → �t

X(V ) is uniformly approximated on V by elements in � for
every 0 ≤ t < t0. We shall say that a vector field X possessing the property
stated in Proposition (2.1) is in the closure of � relative to V . In practice the
pseudogroup � is generated by the restrictions of elements in G to an open
set of M . This proposition becomes very effective when the group G contains
a Morse-Smale (or gradient-like) diffeomorphism. In particular, denoting by
V ⊂ Diffω(M)× Diffω(M) the set of the pairs f1, f2 in Diffω(M) such that the
group generated by f1, f2 contains a Morse-Smale diffeomorphism, we have:

Theorem D. LetM be an analytic manifold and consider the group Diffω(M)
consisting of the real analytic diffeomorphisms of M equipped with its natural
analytic topology (cf. Section 4). There exists a neighborhood U of the identity
in Diffω(M) and a residual (i.e. dense Gδ) set K of V ∩ (U×U) such that, if
(f1, f2) belongs to K, then the dynamics associated to the group G generated
by f1, f2 has the following properties:

1. it is minimal (i.e. all orbits are dense);

2. it is ergodic (i.e. every borelian invariant under G has zero or total
Lebesgue measure);
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3. it is topologically rigid (i.e. if G′ is generated by (f ′
1, f

′
2) ∈ K is conju-

gated to G by a homeomorphism h : M → M then h is, in fact, an
element of Diffω(M)).

Perturbations of analytic diffeomorphisms and natural topologies on their
group will be discussed in Section 5 so as to make sense of the notion of “generic”
action. We should also point out that a very similar but a slightly stronger re-
sult was independently obtained by M. Belliart in [Be] by elaborating on the
proof of Proposition (2.1) given in [L-R]. The present paper is indeed a revised
version of my 2001-preprint [Reb3] which has an overlap with [Be]. However
the “generic character” of actions as above, which constitutes the point of view
of this article, is not developed in [Be] (for instance, it is not proved in [Be]
that a group generated by randomly chosen diffeomorphisms is free). An extra
reason to include Theorem D in our dicussion is the fact that it can immediately
be derived from a short and self-contained proof of Proposition (2.1) which is
provided in Section 6. This proof is already contained in the long discussion of
[L-R] but here we give a clearer presentation which makes it promptly accessible
to the reader. Compared to [Be], the present proof has two advantages. First it is
rather simpler and more “down-to-earth” than the treatment of [Be]. Secondly
it is necessary to derive Theorem E below which cannot be obtained with the
arguments of [Be]. Actually the main virtue of the version of Proposition (2.1)
given here is to single out the essential difficulty to generalize this type of result
to other pseudogroups (which might be overlooked in [L-R]). It is the precise
understanding of this difficulty that allows us to derive Theorem E as a further
application.

To state Theorem E, we consider the group of cocyles (or skew-products)
G (resp. GC) acting in S

1 × S
1 (resp. S

2 × S
1) which is constituted by the

diffeomorphisms of the form

F(x, y) = (Ax, y + u(x)) ,

where A represents the action of an element of PSL(2,R) (resp. PSL(2,C))
on S

1 (resp. S
2) and u is an analytic function on S

1 (resp. S
2). This class of

diffeomorphisms constitutes a classical and interesting object of study in Ergodic
Theory.

Given a subgroup G of G, denote by Gπ the subgroup of PSL(2,R) (resp.
PSL(2,C)) corresponding to the natural projection onto the first component of
the elements in G.
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Theorem E. Assume that G ⊂ G (or GC) is not Solvable. Assume also that
Gπ ⊂ PSL(2,R) (resp. PSL(2,C)) is not discrete. Then G is ergodic and has
all orbits dense in S

1 × S
1 (resp. S

2 × S
1).

From Theorem E we can derive additional dynamical properties of groups as
above. Particularly interesting is a topological/measurable rigidity phenomenon
whose proof would follow the lines of [Reb2] (cf. Corollary F below). Such
rigidity contrasts with Furstenberg’s celebrated example of a skew-product of
S

1 × S
1 which is measurably conjugate to a translation but has all orbits denses

(so that, in particular, it is not topologically conjugate to a translation, cf. [Ma]).
It is surprising that these rigidity statements seem to have been missed in the vast
literature about skew-products. Whereas we shall not provide a detailed proof of
Corollary F here, since this would force us to do a long detour from the goals of
this article, we give a precise (and simplified) statement. In any case the proof
will follow from the combination of Theorem E with the technique introduced
in Sections 4 of [Reb2]. Several additional details on this kind of argument are
provided in the appendix.

Corollary F. Assume that G1,G2 ⊂ G are as above. Then the following are
equivalent:

1. G1,G2 are differentiably conjugate.

2. G1,G2 are topologically conjugate.

3. G1,G2 are measurably conjugate.

3 Proof of Theorem A

The proof of Theorem A presented here naturally depends on different aspects of
Oxtobi-Ulam work [O-U], nonetheless it was inspired by ideas of S.Alpern which
appear in [M-P-V]. Precisely the proof of Proposition (3.1) is an easy adaptation
of the argument employed in the proof of the “Approximation Theorem” in
[M-P-V], lecture 18.

Let I k ⊂ R
k be the unit cube spanned by the vectors (1, 0, . . . , 0), . . . ,

(0, . . . , 0, 1) and denote by SnI k the 4−adic subdivision of I k with order n.
This means the following. By definition, S1I k is obtained by dividing each edge
of I k into 4 parts of same length and then forming the obvious k-dimensional
cubes with the resulting segments. More generally, Sn+1I k is obtained from SnI k
by dividing the edges of each cube belonging to SnI k into 4 parts of same length
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and then proceeding as before. It is clear that SnI k consists of 4nk cubes I kn,j
(j = 1, . . . , 4nk) whose union is the whole I k. Clearly the length of the edges
of I kn,j is 4−n. Fixed a cube I kn,j and α ∈ R, α > 1, let I kn,j,α be the open cube,
concentric to I kn,j , but having edges of length 4−n/α.

For each s ∈ N sufficiently large, we choose a finite “covering” Bs of M
consisting of coordinate neighborhoods {(Bi, φi)} (i = 1, . . . , s) which satisfies
the following conditions:

1. φi(Bi) = I k ⊂ R
k where k is the dimension of M;

2. each Bi is strictly contained in some B ′
i so that φi(B ′

i ) is (defined and) a
neighborhood of I k in R

k;

3. the direct image of the restriction ofµ toB ′
i by φi is the Lebesgue measure

on φi(B ′
i );

4. µ(B1) = µ(B2) = · · · = µ(Bs) = 1/s;

5.
⋃s
i=1 Bi = M where Bi stands for the topological closure of Bi ;

6. Bi ∩ Bj = ∂Bi ∩ ∂Bj for i 
= j (∂Bi = Bi \ Bi).

Note that the collection of the neighborhoods Bi’s does not constitute a cov-
ering of M since it misses the union of the boundaries of the Bi’s. The union of
these boundaries can, however, be thougth of as a finite union of hypersurfaces
so that it will play no role in our discussion. In view of this we shall refer to the
union of the Bi’s as forming a “covering” (using quotes) for M .

Now using the “covering” above, we are able to define the 4−adic subdivisions
of M as follows. The 4−adic subdivision of M with order n, SnM , consists of
the cells (“cubes”) φ−1

i (I
k
n,j ) (i = 1, . . . , ls ; j = 1, . . . , 4nk) where I kn,j are the

cells (cubes) of the 4−adic subdivision of I k with order n (again this procedure
misses the union of the boundaries ∂Bi of Bi , however this will be irrelevant to
our discussion). Similarly we define the sets φ−1

i (I
k
n,j,α).

On the other hand, fixed s and the covering Bs , consider the set Us ⊂
Homeoµ(M)×Homeoµ(M) = (Homeoµ(M))2 formed by the pairs (f1, f2) such
that, for any point p ∈ M , theG-orbit of p intersects all the Bi’s (i = 1, . . . , ls ;
where G stands for the group generated by f1, f2).

The set Us is clearly open for the C0−topology. Moreover one has:

Proposition 3.1. Fixed s ∈ N
∗ and Bs , the subset Us ⊂ (Homeoµ(M))2 is

dense.
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Consider the setRnM = M \⋃i,j φ
−1
i (I

k
n,j ) (recall that the sets I kn,j are open

by definition). In other words, RnM consists of the union of the boundaries
of the Bi’s and the union of the pre-images by the corresponding φi’s of the
complements I k \⋃j I

k
n,j . Lemma (3.2) below is very elementary.

Lemma 3.2. Assume that n0 ∈ N
∗ is fixed. The set of homeomorphisms h ∈

Homeoµ(M) whose dynamics admits no orbit entirely contained in Rn0M is
open and dense.

Proof. Note that h has no orbit contained in Rn0M if and only if the orbit of
every point p ∈ Rn0M intersectsM \Rn0M . SinceRn0M can be thougth of as
a finite union of “smooth hypersurfaces” (modulo using good coordinates as φi)
the statement follows at once. �

The next result is the main ingredient of the proof of Proposition (3.1). As
mentioned the Approximation Theorem of [M-P-V], lecture 18 is stated for
α = k

√
2 but a quick look at the proof makes it clear that it works also for any

α > 1.

Theorem 3.3. (Alpern in [M-P-V], lecture 18). Assume we are given h ∈
Homeoµ(M), α ∈ R satisfying α < 1 and ε > 0. Then there exists n0 ∈ N

depending only on ε (and not on α) and ĥ ∈ Homeoµ(M), ε-close to h, which
cyclically permutes the cubes (cells) φ−1

i (I
k
n0,j,α

) of Sn0M (i = 1, . . . , ls ; j =
1, . . . , 4nk). In other words, chosen n0 large enough, we can find ĥ ε-close to h
and satisfying the desired condition for any α > 1. �

Proof of Proposition (3.1). Recall that Bs is fixed and assume we are given a
pair of homeomorphisms (f1, f2) in (Homeoµ(M))2. Given ε > 0, we have to
check the existence of (f̂1, f̂2) ∈ Us ⊂ (Homeoµ(M))2 satisfying || f̂1 −f1 ||<
ε (resp. || f̂2 − f2 ||< ε).

According to Lemma (3.2), we can perturb f2 into f̂2 so that Rn0M contains
no non-trivial minimal set of f̂2. In other words, the f̂2-orbit of every point
q ∈ Rn0 intersects the complement ofRn0 . Thus there is an open neighborhood
V ⊂ M ofRn0 with the same property, namely we can associate to each point q
of V an iterate f̂

mq
2 of f̂2 so that f̂

mq
2 (q) lies on M \ V .

Finally we take α < 1 so that the union V ∪⋃φ−1
i (I

k
n0,j,α

) covers the whole of

M (where φ−1
i (I

k
n0,j,α

) are contained in the cells of Sn0M). Using Theorem (3.3)

we obtain f̂1 cyclically permuting the cubes φ−1
i (I

k
n0,j,α

) and ε-close to f1.
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To finish the proof it is enough to verify that (f̂1, f̂2) as above belongs to Us .
This is however obvious: if p ∈ M belongs to

⋃
φ−1
i (I

k
n0,j,α

) then its f̂1-orbit
intersects all the sets in Bs ; if p ∈ M belongs to V , then there is a point of
its f̂2-orbit lying in M \ V and therefore its G-orbit intersects all the sets in Bs
(whereG stands for the group generated by f̂1, f̂2). The proposition is proved. �

Notice that Proposition (3.1) enables us to prove the genericity of groupsG ⊂
Homeoµ(M) as in the statement of Theorem A which have minimal dynamics.
In fact, it is enough to consider a sequence of coverings B1,B2, . . . , satisfying
the conditions in the beginning of this section, and such that the diameters of the
open sets inBs converge uniformly to zero. For such a sequence letU1,U2, . . .

be the corresponding open dense sets given by Proposition (3.1). Clearly any
element in the intersection

⋃∞
s=1Us is minimal and, on the other hand, Baire’s

theorem asserts that this intersection is “generic”.
To complete the proof of Theorem A, it remains to analyse the structure of

invariant measures for generic subgroups of Homeoµ(M). For the rest of this
section we suppose fixed the covering Bs (which was defined at the beginning
of the section). We begin with the lemma below which is still an elementary
generalization of Lemma (3.2).

Given n0 ∈ N and ε > 0, denote byW n0
ε the subset of Homeoµ(M) consisting

of those homeomorphisms f satisfying the following condition: if ν is a Borel
probability invariant under f then ν(Rn0) < ε.

Lemma 3.4. Assume n0 ∈ N is fixed. Given ε > 0, the set W n0
ε is dense in

Homeoµ(M).

Proof. Let us prove that the complement of W n0
ε is closed and has empty

interior. Assume that h ∈ Homeoµ(M) has an invariant probability measure
satisfying ν(Rn0) ≥ ε. Notice that, in this case, Rn0 cannot have more than
1/ε disjoint images under h. In other words, if m > 1/ε, then for some i ∈
{1, . . . , m}, hi(Rn0) ∩ Rn0 
= ∅. Therefore the idea is to use an argument of
general position to show that f can be approximated by a homeomorphism for
which Rn0 has “many disjoint” images. Let us make this idea more precise.

First suppose that M is a surface so that Rn0 consists of a union of lines.
Choosem > 1/ε. By a “transversality argument”, it is possible to aproximate h
by h1 so that the hi1(Rn0) ∩ hj1(Rn0) is reduced to a finite number of points for
every i, j ∈ {1, . . . , m}, i 
= j . Now we can approximate h1 by h2 so that

hi1(Rn0) ∩ hj1(Rn0) = hi2(Rn0) ∩ hj2(Rn0)
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and, furthermore, theh2-orbit of any point inhi2(Rn0)∩hj2(Rn0), i 
= j is infinite.
Thus, if ν2 is a probability preserved by h2, one has ν2(h

i
2(Rn0)∩ hj2(Rn0)) = 0

whenever i 
= j . Hence

ν2

(
m⋃
i=1

hi2(Rn0)

)
= m . ν2 (Rn0) ≤ 1 .

We conclude that ν2(Rn0) ≤ 1/m < ε.
For a general manifold M we proceed in a recurrent way on the intersections

hi(Rn0) ∩ hj (Rn0). Precisely, by the transversality argument, the dimension of
these intersections will be smaller than dim (M)− 1 (where dim (M) stands for
the dimension of M). So we can approximate h by h1 so that

ν1(h
i
1(Rn0) ∩ hj1(Rn0)) < δ ,

for every probability preserved by h1 and any δ > 0. If δ is small enough, we
then conclude that

m . ν1((Rn0)) ≤ 1 −m(m− 1)δ < ε .

The proof of the lemma is over. �

Remark 3.5. Assume that h belongs to W n0
ε ⊂ Homeoµ(M). We claim the

existence of a relatively compact open neighborhood V of Rn0M such that
ν (V ) < 2ε for every Borel probability ν preserved by h. In fact suppose for a
contradiction the claim is false. Thus there is a sequence of relatively compact
neighborhoods Vi and a sequence of measures νi preserved by h which satisfy
the conditions below:

• V1 ⊇ V2 ⊇ V3 ⊇ · · · ⊇ Vi ⊇ · · · ;

•
⋂∞
i=1 Vi = Rn0M;

• νi (Vi) > 2ε for every i.

Since the space of Borel probabilities is compact (cf. below), we can suppose that
νi converges to ν which is automatically preserved by h. Since ν (Rn0M) < ε,
there is a neighborhood U of Rn0M such that ν (U) ≤ 3ε/2. For sufficiently
large i, one has Vi ⊂ U , thus νi (U)−ν (U) ≥ ε/2 > 0 which is a contradiction
with the fact that νi → ν. This proves our claim.

It is well-known that the space of all Borel probabilities on M is a compact
metric space (cf. for instance [Ma]). Denote by d(.) the associated metric. To
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construct d(.), we consider a countable set of open balls {Bi}i∈N defining the
topology of M . If ν1, ν2 are probability measures on M , we set

d(ν1, ν2) =
∞∑
i=1

|| ν1(Bi)− ν2(Bi) ||
2i

.

Consider the set Mn ⊂ (Homeoµ(M))2 of pairs (f1, f2) which do not preserve
any borelian probability ν whose distance to µ is greater or equal 1/n.

Lemma 3.6. Mn ⊂ (Homeoµ(M))2 is an open set.

Proof. Suppose for a contradiction that the statement is false. Then there is
(f1, f2) ∈ Mn and a sequence {(f̂1l , f̂2l)} ⊂ (Homeoµ(M))2 \Mn such that each
coordinate {f̂il} converges uniformly to fi . For each l, we consider a measure
νl preserved by (f̂1l , f̂2l) and having distance to µ at least equal to 1/n. Clearly
{νl} can be supposed to converge towards some measure ν which also satisfies
d(ν, µ) ≥ 1/n, in particular ν is not preserved by (f1, f2).

Because ν is not preserved by (f1, f2), there is an element f in the group
< f1, f2 > generated by f1, f2 and an open set U ⊂ M such that ν(U) <
ν(f(U)). Next consider the elements f̂l ∈< f̂1l , f̂2l > corresponding to f in the
obvious way (in particular {f̂l} → f uniformly). In addition note that we can
find a relatively compact set V ⊂ f(U) such that ν(V ) > ν(U). However, since
{f̂l} → f , for l large enough V is enclosed in f̂l(U) so that

lim inf
l→∞ νl(f̂l(U)) ≥ lim inf

l→∞ νl(V ) = ν(V ) .

On the other hand νl(U) converges to ν(U) which is strictly less than ν(V ), so
we finally obtain νl(U) < ν(V ) ≤ νl(f̂l(U)) for l large enough. The resulting
contradiction establishes the lemma. �

We are ready to complete the proof of Theorem A.

Proof of Theorem A. Since we have seen that there is a residual subset of
(Homeoµ(M))2 whose elements have all orbits dense, we just need to verify
the existence of another residual subset of (Homeoµ(M))2 whose elements have
only µ as common invariant measure. After Lemma (3.6), we just need to check
that the sets Mn ⊂ (Homeoµ(M))2 are dense.

Assume we are given δ > 0 and consider the collection {B1,B2, . . . ,Bm}
of the balls involved in the definition of the metric d(.). In order to prove that
Mn is dense, we need to prove that a pair (f1, f2) ∈ (Homeoµ(M))2 can be
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approximated by another pair (f̂1, f̂2) ∈ (Homeoµ(M))2 with the following
property: if ν is a borelian probability preserved by f̂1, f̂2, then

|| ν(Bi)− µ(Bi) ||< δ for every i = 1, . . . , m .

Indeed, if f̂1, f̂2 are as above for appropriate δ andm, it follows from the definition
of d(.) that the pair (f̂1, f̂2) belongs to Mn.

Thus assume from now on that δ > 0 and m ∈ N are fixed. Given ε > 0, we
need to find f̂1 (resp. f̂2) ε-close to f1 (resp. f2) satisfying the above condition
for every Bi i = 1, . . . , m. Using the notation of Theorem (3.3), choose n0 so
large that Theorem (3.3) does apply with respect to ε and

Ki
2 −Ki

1


 Sn0M
<

δ

10
,

for every i = 1, . . . , m, where:

1. 
 Sn0M denotes the number of cells in Sn0M (i.e. the cardinality of Sn0M

which is equal to ls4n0k);

2. Ki
1 (i = 1, . . . , m) is the maximum number of cells σi of Sn0M whose

union is contained in Bi ;

3. Ki
2 (i = 1, . . . , m) is the minimum number of cells σi of Sn0M whose

union contains Bi \Rn0M (by a small abuse of notation, in this case we
simply say that the union of the σi’s contains Bi).

Using Lemma (3.4) we approximate f2 by f̂2 belonging toW n0
δ/20. Next let V

be an open neighborhood of Rn0M satisfying the following condition:

(∗) – if ν is a Borel probability invariant under f̂2, then ν (V ) < δ/10.

The existence of V is ensured by Remark (3.5). Now we take α > 1 so close
to 1 that V ∪⋃φ−1

i (I
k
n0,j,α

) covers the whole of M . Finally we approximate f1

by f̂1 so that f̂1 permutes the cubes φ−1
i (I

k
n0,j,α

) as in Theorem (3.3).

To finish the proof, it is enough to verify that (f̂1, f̂2) satisfy the above condition
on δ and Bi . Thus consider a probability ν simultaneously invariant under f̂1, f̂2.

Note that all the cubes φ−1
i (I

k
n0,j,α

) have the same ν-measure since they are

permuted by f̂1. Furthermore the estimate below does hold for the measure of
the union of all these cubes:

ν

(⋃
Sn0M

φ−1
i (I

k
n0,j,α

)

)
< 1 − ν (V ) < 1 − δ/10 .
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Denote by σα one of these cubes. Because they are also pairwise disjoint, one
obtains

1


 Sn0M
≥ ν (σα) ≥ 1 − δ/10


 Sn0M
.

It follows that
Ki

2


 Sn0M
≥ ν (Bi) ≥ K − 1i(1 − δ/10)


 Sn0M
.

On the other hand
Ki

2


 Sn0M
≥ µ(Bi) ≥ Ki

1


 Sn0M
.

Thus

|| µ(Bi)− ν(Bi) ||≤ Ki
2 −Ki

1


 Sn0M
+ δKi

1

10
 Sn0M
≤ δ

10
+ δ

10
< δ .

The proof of the theorem is completed. �

4 Proof of Theorem B

This section is devoted to the proof of Theorem B. Thus S denotes a compact
surface, µ is a C1-area measure and f1, f2 are elements of Diff1

µ(S). Without
loss of generality, we can suppose that f1 is not of Anosov type.

Recall that a fixed point p of a diffeomorphism f of S is called elliptic if the
eigenvalues of f at p are non-real numbers of modulus 1. More generally, if p
is periodic for f with period k, then p is said elliptic for f if the eigenvalues of
f k at p are non-real and have modulus 1.

The non-wandering set of a conservative diffeomorphism coincides with the
whole ambient manifold by virtue of Poincaré Recurrence Lemma. Given a point
p ∈ S and a diffeomorphism f ∈ Diff1

µ(S), the Closing Lemma (conservative
version, [P-R]) then states that f can be C1-approximated by a diffeomorphism
f̃ ∈ Diff1

µ(S) for whichp is a periodic point. Furthermore, unless f is ofAnosov
type, a theorem due to Newhouse [Ne] asserts that we can, in fact, assume that
p is elliptic for f̃ .

Definition 4.1. A periodic point p of period k for h ∈ Diff1
µ(S) will be called a

local rotation (“Siegel disk”) if and only if there is a relatively compact neigh-
borhood U of p satisfying the two conditions below:

1. The boundary ∂U of U is invariant under hk.
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2. There is a local coordinate φ taking the closure ofU , U , to the closed unit
ball B of C in which the restriction of hk to U has the form

hk(z) = exp(iθ).z , where θ/2π is irrational.

The proof of our first lemma relies heavily on the theorem of Newhouse men-
tioned above.

Lemma 4.2. Assume that h ∈ Diff1
µ(S) is not of Anosov type. Then, given ε > 0

and a point p ∈ S, there is a homeomorphism ĥ ∈ Diff1
µ(S) having C1-distance

to h less than ε for which p is a local rotation.

Proof. First we approximate h by ĥ1 ∈ Diff1
µ(S) for which p is a periodic

elliptic point with period k ∈ N
∗. Next let Bδ(p) be the ball of radius δ centered

at p. Choose δ > 0 so that the sets Bδ(p), ĥ1(Bδ(p)), . . . , ĥ
k−1
1 (Bδ(p)) are

pairwise disjoint. Now observe that the boundary of ĥk1(Bδ(p)), ∂ĥ
k
1(Bδ(p)),

converges in the C1 topology to ∂Bδ(p) (the boundary of Bδ(p)) when δ goes
to zero even after a dilation of ratio 1/δ of Bδ(p). Choosing δ very small, it
follows that ĥ1 can be approximated by ĥ2 so that ĥk2 leaves ∂Bδ(p) invariant i.e.
ĥk2(∂Bδ(p)) = ∂Bδ(p).

Since the mapping from ∂Bδ(p) to ∂Bδ(p) induced by ĥk2 is isotopic to the
local map given by the derivative of ĥk2 atp, it follows that ĥk2 can beC1-deformed
inside ĥk−1

2 (Bδ(p)) into ĥ so that p becomes a local rotation of period k for ĥ.
This proves the lemma. �

We now introduce the definition of vector fields in the closure of a group
following previous works as [Na] and [Reb1].

Definition 4.3. Let U be an open set on a manifold M equipped with a vector
fieldX. Denote by�X the local flow ofX onU and assume that there is a group
G acting on M . We say that X is in the C1-closure (resp. Ck, C∞-closure) of
G if and only if the following holds: given a relatively compact subset V ⊂ U

and t0 ∈ R such that �t
X is defined on V whenever 0 ≤ t ≤ t0, the mapping

�
t0
X : V → �

t0
X(V ) is the C1-limit (resp. Ck, C∞-limit) on V of the restriction

to V of a sequence of elements in G.

Note that the above definition is natural under the action of G in the sense
that, if X defined on U is in the C1-closure of G and h belongs to G, then h∗X
defined on h(U) is in the C1-closure ofG as well. The next lemma contains the
main idea in the proof of Theorem B.
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Lemma 4.4. LetG =< f1, f2 >⊂ Diff1
µ(S) be as before. Assume we are given

ε > 0 and a point p in S. Then there exists f̂1 ∈ Diff1
µ(S) (resp. f̂2 ∈ Diff1

µ(S)),
which is ε-close to f1 (resp. f2) with respect to the C1-distance, such that the
conditions below hold.

1. There is a neighborhood U of p in S equipped with 2 vector fields X, Y
which are linearly independent at every point of U ;

2. X, Y are contained in the C1-closure of Ĝ, the group generated by f̂1, f̂2.

Proof. Using Lemma (4.2), we can suppose that p is a local rotation with
period k1 ∈ N for f̂1. Let ψ : V ⊂ S → D ⊂ C be the coordinate in which f̂ k1

1
becomes

f̂
k1
1 (z) = eiθ z , where || z ||< 1 and θ/2π is irrational .

Consider the vector field Z defined on D and given by Z(z) =|| z || (∂/∂x −
∂/∂y). Because θ is irrational, the powers of f̂ k1

1 approximate the flow of Z. In
particular the vector field Z = ψ∗Z defined on V belongs to the closure of the
cyclic group generated by f̂ k1

1 .
We can suppose the existence of a neighborhood V1 ⊂ V of p and a number

k2 ∈ N
∗ such that U = V1 ∩ f̂ k2

2 (V1) is still a neighborhood of p. Indeed, it
would be enough to apply the Closing Lemma to f2. Obviously we can also have
f̂
k2
2 (p) 
= p. Hence the vector field X = (f̂

k2
2 )

∗Z is defined on U and verifies
X(p) 
= 0. Furthermore X belongs to the closure of the group generated by
f̂1, f̂2. Finally recalling that the derivative of f̂ k1

1 at p is an irrational rotation,
it results the the vector field Y = (f̂

k1
1 )

∗X is such that X(p), Y (p) are linearly
independent at p. Therefore they remain linearly independent in a neighborhood
U of p (modulo reducing U ). Since they are both contained in the closure of the
group generated by f̂1, f̂2, the proof of the lemma is finished. �

Assume that G ⊂ Diff1
µ(S) acts on S and let U ⊂ S be an open set equipped

with vector fields X, Y in the closure of G which are in addition linearly inde-
pendent at every point of U . Observe that theG-orbit of any point in U is dense
in U : in fact, if p, q are distinct points of U , then they can be “joined following
the flows ofX, Y ”. BecauseX, Y are in the closure ofG, we can find a sequence
of elements {hi} ⊂ G such that hi(p) converges to q. This shows that these
orbits are dense in U . Furthermore a similar argument holds in the sense of
“local ergodicity”, it suffices to take into account the fact that the sequence {hi}
actually converges C1 on U to the composition of local flows of X, Y .

We are now able to prove the Theorem B.
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Proof of Theorem B. Let f1, f2 be as in the statement of the theorem in
question. We want to verify the existence of f̂1, f̂2 generating a group Ĝ for
which it is possible to select an open set V ⊂ S having the desired properties.
Clearly the C1-distance between f1 and f̂1 (resp. f2 and f̂2) must be less than
ε, for any ε > 0 previously fixed. We shall construct f̂1, f̂2 by a step-wise
procedure.

Choose p1 ∈ S. According to Lemma (4.4), we can find f̂1,1 (resp. f̂2,1)
ε/2-close to f1 (resp. f2) in the C1-distance such that the group Ĝ1 generated
by these diffeomorphisms contains in its closure vector fieldsX1, Y1 defined and
linearly independent on a neighborhood U1 of p1. Denote by V1 the orbit of U1

under Ĝ1. In view of the preceding discussion, it follows that any point in V1

has orbit under Ĝ1 everywhere dense in V1. Therefore, if V1 is dense in S, the
proof of the theorem is over.

Hence we suppose thatV1 is not dense. Consider a pointp2 in S\V 1 (whereV 1

stands for the topological closure of V1 in S). Repeating the procedure above, we
can obtain f̂1,2 (resp. f̂2,2) ε/4-close to f̂1,1 (resp. f̂2,1) in theC1-distance, which
generate a group Ĝ2 having the following property: there is a neighborhood U2

of p2 equipped with linearly independent vector fields X2, Y2 in the closure of
Ĝ2. Furthermore, since V 1 is invariant under Ĝ1, we can also assume that the
restriction of f̂1,2 (resp. f̂2,2) to V 1 coincides with the restriction of f̂1,1 (resp.
f̂2,1) to the same set. Finally denote by V2 the orbit of U2 under Ĝ2.

If V2 is dense in S \ V 1, we stop our procedure. Otherwise we continue by
choosing p3 in S \ V 1 ∪ V 2. applying successively this argument we obtain by
transfinite induction two diffeomorphisms f̂1, f̂2 in Diff1

µ(S) generating a group
Ĝ which satisfies all the conditions below.

1. f̂1 (resp. f̂2) is ε-close to f1 (resp. f2) with respect to the C1-distance.

2. There are a countable (maybe finite) number of open sets V1, V2, . . . in-
variant under G̃.

3. The union
⋃∞
i=1 Vi is dense in S.

4. The action of Ĝ on Vi is minimal (i.e. has all orbits dense) and ergodic
with respect to the Lebesgue measure of Vi .

To conclude the proof, we just need to see that all theseVi’s can be “connected”
by perturbing f3. The complement of

⋃∞
i=1 Vi , namely the union

⋃∞
i=1 ∂Vi of the

boundaries of theVi’s cannot be stably invariant under f3. Actually by perturbing
f3 into f̂3 we can ensure that any set contained in

⋃∞
i=1 ∂Vi and invariant by f̂3
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is totally disconnected. Hence the set
⋃∞
i=1 Vi will be minimal for the group

generated by f̂1, f̂2, f̂3. The proof of the theorem is over. �

Proof of Corollary C. Just note that, for the purposes of a dense orbit, we can
connect the sets Vi’s by conveniently perturbing f̂1, f̂2 themselves. �

5 Groups of analytic diffeomorphisms

We now begin the second part of the present work which is devoted to groups
of analytic diffeomorphisms. In this section we shall discuss some basic results
especially those borrowed from [B-T] and [Gh]. From now to the end of this
work M will stand for a compact analytic manifold and Diffω(M) will denote
the group of analytic diffeomorphisms of M .

By virtue of a result due to Grauert, there exists a real analytic embedding
of M in some Euclidean space R

N . Considering R
N as contained in C

N , we
can define a complexification of M which is an open complex manifold M̃ of
complex dimension equal to the real dimension ofM . Two complexifications of
M coincide on a neighborhood of M and we fix one of them.

It suffices to introduce the analytic topology on the spaceCω(M,Rl) consisting
of the R

l-valued analytic functions onM . Actually, sinceM is embedded in R
N ,

the group of analytic diffeomorphisms Diffω(M) of M form a closed subset of
Cω(M,RN). Thus this group is naturally endowed with the induced topology.

Given τ > 0, let M̃τ denote the set of points of M̃ whose Euclidean distance
(i.e. the ordinary distance between points in C

N ) to M is less than τ . Next, if
τ, ε ∈ R

∗+, we define the set U(τ, ε) ⊂ Cω(M,Rl) by

U(τ, ε) = {h ∈ Cω(M,Rl) ; sup
z∈M̃τ

|| h̃(z) ||< ε}

where h̃ stands for the holomorphic extension of h to M̃τ (notation: if h does
not admit a holomorphic extension to M̃τ , we set supz∈M̃τ

|| h̃(z) || = +∞). To
define the analytic topology onCω(M,Rl), we just need to impose the following
conditions:

ı)A basis of neighborhoods for the constant map takingM to the origin of R
l is

given by the sets U(τ, ε), τ, ε ∈ R
∗+.

ıı)A basis of neighborhoods for a givenh ∈ Cω(M,Rl) is obtained by translation
of the above mentioned basis.
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According to Takens, [Ta], the analytic topology above defined possesses Baire
Property.

Before going further and discuss analytic perturbations, we want to recall the
notion of pseudo-solvable groups introduced in [Gh]. So consider a finitely
generated groupG along with a generating set S = {f1, . . . , fl} (the reader can
think of G as a subgroup of Diffω(M)). Following [Gh] we define a sequence
�(S, n) of subsets of G as follows:

ı) �(S, 0) = S

ıı) �(S, n+ 1) = {[g±1, h±1]} where g ∈ �(S, n), h ∈ �(S, n− 1) ∪�(S, n)
(h ∈ �(S, 0) if n = 0) and [g, h] = g ◦ h ◦ g−1 ◦ h−1.

Definition 5.1. ([Gh]) The group G is said to be pseudo-solvable if, for some
finite generating set S of G, the sequence �(S, n) degenerates into {id} for n
large enough.

The interest of this definition is justified by the theorem below which is due to
Ghys.

Theorem 5.2. (Ghys, [Gh]) There exists an open neighborhoodU of the identity
in Diffω(M) such that, if G is a group which is not pseudo-solvable and admits
a finite generating set S = {f1, . . . , fl} contained in U, then G contains a
sequence of diffeomorphisms {hk} satisfying the following conditions:

1. hk 
= id for all k.

2. Each hk possesses a holomorphic extension h̃k to M̃τ for some uniform
τ > 0.

3. supz∈M̃τ
|| h̃k(z)− z || goes to zero when k goes to infinity.

An immediate consequence of item 3 and Cauchy’s Formula is that the se-
quence {hk} converges C∞ to the identity on M . In order to apply Ghys’s theo-
rem to our problems, we need to ensure that our groups are not pseudo-solvable.
From the generic point of view adopted in this work, this is a corollary of the
next proposition.

Proposition 5.3. Consider Diffω(M) equipped with its analytic topology. There
is a residual setR ⊂ Diffω(M)× Diffω(M) such that the group generated by a
pair of diffeomorphisms (f1, f2) in R is free.

Consider an irreducible wordW(a1, a2) in the symbols a1, a2, that is a formal
list of the form

W(a1, a2) = a
in
jn
.a
in−1
jn−1
. · · · .ai22 .a

i1
1 (1)
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where jn = 1 or 2 depending on n being odd or even and ik ∈ Z
∗ (note that

without loss of generality we can suppose thatW(a1, a2) starts with a1). Denote
byW(f1, f2) the element of Diffω(M) obtained by replacing a1 byf1 (resp. a2 by
f2) and considering the “dot” between two consecutive ail+1

l+1a
il
l as composition.

Because there are only countable many irreducible wordsW(a1, a2), the standard
Baire’s argument allows us to conclude Proposition (5.3) from Proposition (5.4).

Proposition 5.4. Fix W(a1, a2) as above. The set RW of pairs (f1, f2) ∈
Diffω(M)× Diffω(M) such that W(f1, f2) is different from the identity is open
and dense.

Obviously the set RW is open. Thus it is enough to check that it is also
dense. We then consider an irreducible word W(a1, a2) as in (1) and a pair
(f1, f2) of diffeomorphims in Diffω(M)× Diffω(M) such thatW(f1, f2) = id.
Without loss of generality, we can suppose that W has minimal length among
the irreducible words W(a1, a2) as in (1) satisfying W(f1, f2) = id (the length
of an irreducible word as in (1) is by definition the value i1 + i2 + · · · + in). We
need to prove that f1, f2 can be perturbed in the analytic topology to provide
elements f̂1, f̂2 ∈ Diffω(M) such that W(f̂1, f̂2) 
= id.

Given a point p ∈ M , the orbit underW(f1, f2) of p is by definition the finite
set consisting of points of the form

OW(p) =
n⋃
k=1

⋃
1≤lk≤ik

{
f
lk
jk

◦ · · · ◦ f i11 (p)
}

where jk equals 1 or 2 depending on k being odd or even. In particular for k = 1
the set f lkjk ◦ · · · ◦ f i11 (p) is reduced to the points f1(p), f

2
1 (p), · · · , f i11 (p).

Because of the assumption thatW has minimal length among irreducible words
satisfying W(f1, f2) = id, we can select p ∈ M such that OW(p) consists
of pairwise distinct points which will be numbered as p1, . . . , ps−1, ps = p.
Consider also a neighborhood U of p such that the orbit of U underW , OW(U),
consists of open sets {U1, . . . , Us−1, Us = U} pairwise disjoint and such thatUi
is a neighborhood of pi .

Consider a C∞ vector field X which vanishes identically on M \ Us−1 and
satisfy X(ps−1) 
= 0. We denote by �X the (global) flow generated by X.
Replacing fjn by fjn ◦ �t

X, we see that the orbit of p under W is affected only
around f injn ◦ · · · ◦ f i11 (p) (which previously agreed with p itself). Precisely the

new orbit becomes {p1, . . . , ps−1, ps = fjn ◦ �t
X ◦ f in−1

jn
◦ · · · ◦ f i11 (p)}. If

t is small enough, we can ensure that �t
X(p) 
= p so that ps 
= p. Therefore

we have constructed a C∞ perturbation of f1, f2 satisfying our requirements,
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namely such that W(f1, f2) 
= id. Now we have to turn this C∞ perturbation
into an analytic one. Here we shall use the argument of [B-T]. We keep the
preceding notations.

Due to technical reasons, we embed X into the family Xλ = λ.X, λ ∈ [0, 1],
of C∞ vector fields vanishing identically on M \ Us−1 for all λ. In particular
X0 vanishes identically on M and the derivative of Xλ(p) with respect to λ at
λ = 0, ∂Xλ(p)/∂λ |λ=0, is different from zero. Accordingly, we denote by�X,λ

the flow ofXλ. Finally let t0 > 0 be so small that�t0
X,λ(p) 
= p for all λ ∈ (0, 1]

(this assumption can always be made without loss of generality).
Assume we are given a neighborhood U1 (resp. U2) of f1 (resp. f2) in

the analytic topology. We need to find f̂1 in U1 (resp. f̂2 in U2) such that
W(f̂1, f̂2) 
= id .

Let Xλ,T be the vector field obtained by evolving Xλ under the heat equation
on M (which is defined in accordance with the analytic metric induced on M
through the original embedding of M into R

N ). It is proved in [B-T] that Xλ,T
is real analytic for all T > 0 and, besides, one has the estimates

|| Xλ,T −Xλ ||Ck= O(T 1/4) || Xλ ||Ck+1 and

|| Xλ,T ||τ≤ exp
(
τ 2/4T

)
. sup
p∈M

|| Xλ(p) || , (2)

where || . ||Ck (resp. || . ||Ck+1 ) stands for the usual Ck (resp. Ck+1) norm and
the constant is determined by the heat kernel.

Proof of Proposition (5.4). To simplify the notations, let us suppose that jn = 2
(the case jn = 1 is completely analogous). We denote by f2,λ,T the diffeomor-
phism f2 ◦ �t0

λ,T . We want to check that it is possible to choose λ, T such that
f2,λ,T belongs to U2 and W(f1, f2,λ,T ) 
= id.

So consider the function F(λ) =|| W(f1, f2 ◦ �t0
X,λ)(p) − p || and note

that ∂F/∂λ 
= 0 at λ = 0. Next we define the family of functions FT (λ) =
|| W(f1, f2,λ,T )(p) − p ||. If FT is a function sufficiently C1-close to F (T
fixed), then ∂FT /∂λ is different from zero at λ = 0. This implies in turn the
existence of arbitrarily small λ > 0 such that FT (λ) 
= 0. Therefore, to conclude
the proof, we take T > 0 so small that ∂FT (0)/∂λ 
= 0 which is possible in view
of the first estimate in (2). Now, for such a fixed T , we can find λ > 0 small
enough to ensure that FT (λ) 
= 0 and || Xλ,T ||σ< δ for any previously fixed
σ, δ > 0. Finally if σ, δ are suitably chosen, it is clear that f2,λ,T lies in U2 as
desired. This proves the proposition in question as well as Proposition (5.3). �

Now we shall prove Theorem D.
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Proof of Theorem D. Denote by M̃ a complexification of M and let G be
a group as in the statement of the theorem. Using Proposition (5.3) we can
suppose that G is a free group. Now, Ghys’s theorem (Theorem (5.2)) ensures
the existence of τ > 0 and of a sequence of diffeomorphims {hi} ⊂ G (hi 
= id

for all i ∈ N) whose corresponding holomorphic extensions {h̃i} are defined on
M̃τ and, in fact, converge uniformly to the identity on M̃τ .

Let f be a Morse-Smale diffeomorphism belonging to G which exists since
(f1, f2) belongs to V . Modulo perturbing f with the techniques explained
above, we can assume without loss of generality that all the attractors and all the
repellers of f or of an iterate f k are non-resonant. Recall that the non-wandering
set�(f ) of f is finite and therefore consists of a finite number of fixed and peri-
odic points of f . Consider the points p1, . . . , pr ∈ �(f ) of periods s1, . . . , sr
such thatpi is either a hyperbolic attractor (sink) or a hyperbolic repeller (source)
for f si . Fixed i ∈ {1, . . . , r}, denote by Bas(f si , pi) (resp. Bas(f −si , pi)) the
basin of pi with respect to f si (resp. f −si ), namely it is the set of points x ∈ M
such that the sequence {f sik(x)}k∈N (resp. {f −sik(x)}k∈N) converges to pi . It is
easy to see that the union

⋃r
i=1(Bas(f si , pi) ∪ Bas(f −si , pi)) covers M apart

from a finite number of points belonging to �(f ). However by considering an
element g ∈ Gwhich is not a power of f (so that g, f generates a free subgroup
on two generators), we can suppose that the g-orbit of the finitely many points in
M \⋃r

i=1(Bas(f si , pi)∪Bas(f −si , pi)) are infinite. In other words, the g-orbits
of these points intersect

⋃r
i=1(Bas(f si , pi) ∪ Bas(f −si , pi)).

Claim. Every point p in M possesses a neighborhood Up equipped with a
non-trivial vector fieldX which is in the C∞-closure ofG (cf. Definition (4.3)).

Proof of the Claim. After the above remark concerning the g-orbit of points
belonging toM \⋃r

i=1(Bas(f si , pi)∪Bas(f −si , pi)), it suffices to show that any
point p in, say, Bas(f s1, p1) (p1 being an attractor of f s1 ) possesses a neighbor-
hoodU equipped with a non-trivial vector fieldX having the required properties.
Actually we just need to construct a non-trivial vector field X contained in the
C∞-closure of G and defined on a neighborhood of p1. However, if Ũ ⊂ M̃τ

is a neighborhood of p1 in M̃ , then Proposition (2.1) ensures the existence of a
vector field X̃ defined on Ũ (modulo reducing Ũ ) with the property pointed out
in the statement of this proposition. Indeed, p1 is a hyperbolic attractor of f si

and f si is Cω-conjugate to its linear part on a neighborhood of p1 (Poincaré’s
theorem, recall that f was already made generic in the sense that the attractors
or repellers of the iterate f si are not resonant). On the other hand, we have also
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the existence of a sequence of elements {h̃i} converging uniformly to the iden-
tity on Ũ so that all the assumptions of Proposition (2.1) are verified. Finally
Cauchy Formula shows that the restriction of X̃ to Ũ ∩M is in the C∞-closure
of G. To complete the proof of the claim we need to show that this restriction
cannot vanish identically. For this we notice that X̃ was constructed as a limit of
diffeomorphisms that preserve the real manifold M . Thus, in local coordinates,
the Taylor series of these diffeomorphisms have real coefficients. Then the same
applies to the Taylor series of X̃. It follows that, if X̃ vanished identically onM
(the real manifold), it would vanish identically on Ũ as well. We have already
seen that this is impossible so that the claim results at once. �

The rest of the proof of Theorem is now standard. Under generic assumptions
the group G has, in fact, many linearly independent vector fields X as above on
a neighborhood of each point. The rest of the statement follows as in [L-R] (see
also for [Be] for a slightly different argument). Further details are provided in
the appendix in order to make the paper more self-contained.

6 Vector fields and proof of Theorem E

In this section we shall prove Theorem E. In the course of the proof we shall
review the general construction of vector fields in the closure of groups (or
pseudogroups) used in particular in the proof of Proposition (2.1). As mentioned
our treatment is strongly inspired in our joint work with F. Loray [L-R]. However,
in the present case, it is less technical and therefore becomes shorter and clearer
compared to the discussion of [L-R]. As to the treatment given in [Be], our
discussion seems to be applicable to a larger class of situations as suggested by
Theorem E.

Denote by B
n ⊂ C

n the unit ball of C
n. Consider a pseudogroup � consisting

of holomorphic maps from open subset of C
n to C

n. In the course of this section
we shall be involved with different uniform constants whose specific value is not
important. They will be denoted by Const or const so that, sometimes, different
constants will be assigned with the same name. The proposition below makes it
clear what is the fundamental ingredient to construct vector fields as desired.

Proposition 6.1. Suppose that � contains a sequence of maps Hi satisfying the
assumptions below:

ı ) The maps Hi converge uniformly to the identity on a common open domain
U ⊂ B

n. Besides Hi 
= Id for every i ∈ N.
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ı ı ) There is a relatively compact open subset V ⊂ U and a uniform constant
C1 such that

sup
U

‖Hi(z)− z‖ ≤ C1 sup
V

‖Hi(z)− z‖ . (3)

Then there is a non-trivial Cω-vector fieldX in the closure of � relative to V (in
the sense of Proposition (2.1)).

Proof. The proof is very simple. Let {Hi} be a sequence of elements in � as
in the statement. For each sufficiently large i ∈ N, we consider the vector field

Xi(z) = 1

supU || Hi(z)− z ||Vect(Hi(z)− z)

which is defined onU (where Vect(Hi(z)−z) stands for the vector of extremities
Hi(z) and z). By construction we have supU || Xi(z) ||= 1. Hence Montel The-
orem ensures the existence of a subsequence (still denoted by {Xi}) converging
uniformly on V towards a vector field X. Estimate (3) allows one to conclude
that X is a non-trivial vector field since supV || Xi ||≥ 1/C1 > 0 for all i ∈ N.
Finally the standard argument of “polygonal approximations” used in Peano’s
theorem of existence of solutions for continuous differential equations (cf. for
instance [Reb1]) shows thatX possesses the desired properties. Namely the flow
of X at time t is approximated by a sequence of the form H

ni
i (z) where ni is

given as the limit [t/ supV || Hi(z) − z ||] (up to passing to a subsequence and
where [ . ] stands for the integral part). The proposition is proved. �

Building on Proposition (6.1) we can give a short proof of Proposition (2.1)
as well as a proof of Theorem E. Naturally both proofs boil down in finding
sequences satisfying the conditions of Proposition (6.1) and contained in � (for
Theorem E the sequence must be contained in a pseudogroup obtained by suitable
restrictions of skew-products in G). Let us begin by proving Proposition (2.1).

Let us fix k ∈ N and consider the spaceP(k,Cn) of maps from C
n to C

n whose
components are polynomials of degree at most k on the coordinates z1, . . . , zn
of C

n. Consider also open sets U1 ⊆ U2 of C
n and a constant C1 > 0. The

following lemma is elementary and relies on the fact that maps in P(k,Cn)

have only finitely many “coefficients” (more “abstractly” it relies on the local
compactness of this space).

Lemma 6.2. Let U1, U2 be as above. Then there is a constant C1 such that

sup
U2

|| f (z)− z ||≤ C1 sup
U1

|| f (z)− z || .

for every f ∈ P(k,Cn).
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Proof. Suppose for a contradiction that the statement is false. Let {fi} ⊂
P(k,Cn) be a sequence such that

lim
i→∞

supU2
|| fi(z)− z ||

supU1
|| fi(z)− z || = ∞ . (4)

Note that we can suppose without loss of generality that the maximum of the mod-
ulus of the coefficients of fi(z)− z is 1. Hence it follows that the sequence {fi}
is uniformly bounded on U2. Thus it admits a subsequence which is uniformly
convergent in U1. Let f∞ be one such uniform limit. Since {fi} is uniformly
bounded, Equation (4) implies that f∞ must coincide with the identity. However
since all the maps are in P(k,Cn) (i.e. have only finitely many coefficients),
Cauchy Formula guarantees that uniform convergence is equivalent to conver-
gence of all coefficients. It follows that all the coefficients of f∞(z)− z are zero
and that they are limits of the corresponding coefficients of fi(z) − z. This is
however impossible since all the maps fi(z)− z have at least one coefficient of
modulus 1. The resulting contradiction establishes the lemma. �

Now we fix � as in the statement of Proposition (2.1). Our sets U,V will be
chosen as balls centered at the origin and with appropriate radii. We begin the
construction of the desired sequence Hi by noticing the existence of δ > 0 with
the following property:

(∗) if h is a differentiable map defined on B(4λ1/5) and such that supB(4λ1/5)|| h(z)− z ||< δ, then the map F−1 ◦ h ◦ F is defined on B(4λ1/5) as well.

For each sufficiently large i ∈ N, we consider the maps F−1 ◦ hi ◦ F , · · · ,
F−j (i) ◦ hi ◦ F j(i) where j (i) is the greatest positive integer for which the map
F−j (i)◦hi ◦F j(i) is defined onB(4λ1/5) (j (i) = ∞ if all the mapsF−j ◦hi ◦F j ,
j ∈ N, are defined on B(4λ1/5)).

The construction of the sequence Hi will be divided into two cases.

Case 1: If, modulo passing to a subsequence, one has j (i) < ∞ for every i.
By virtue of the definition of j (i) and of observation (∗), it follows that

sup
B(3λ1/4)

|| F−j (i) ◦ hi ◦ F j(i)(z)− z || ≥ δ > 0 .

Next we fix a sequence {δr}r∈N of reals δ1 > δ2 > · · · > 0 converging to zero
when r goes ∞. Fixed i, r , we define j (i, r) as the smallest positive integer for
which

sup
B(3λ1/4)

|| F−j ◦ hi ◦ F j(z)− z || ≥ δr > 0 . (5)

Bull Braz Math Soc, Vol. 35, N. 2, 2004



ON THE DYNAMICS OF GENERIC NON-ABELIAN FREE ACTIONS 237

Note that the existence of j (i, r) is ensured by the fact that j (i) < ∞. Finally
let k ∈ N be the smallest positive integer such that | λn |k<| λ1 |.

Construction of the sequence Hi in Case 1. The Taylor expansion of
(F−j (i,r) ◦ hi ◦ F j(i,r) − id) gives

F−j (i,r) ◦ hi ◦ F j(i,r)(z)− z =
= F−j (i,r) ◦ hi ◦ F j(i,r)(0)+ (D0(F

−j (i,r) ◦ hi ◦ F j(i,r))− I )z+
+ · · · +Dk

0(F
−j (i,r) ◦ hi ◦ F j(i,r))zk + R(j (i, r), z) =

= Polj,i,r (k, z)+ R(j (i, r), z)

where R(j (i, r), z) ≤ Const (λkn/λ1)
j (i,r) (where the constant Const does not

depend on j, i, r or z). Because j (i, r) obviously goes to infinity as i goes to
infinity for r fixed, it results that R(j (i, r), z) converges uniformly towards zero
on B(3λ1/4) (recall that | λkn/λ1 |< 1 for r fixed). Thus for large enough i, one
has

|| (F−j (i,r) ◦ hi ◦ F j(i,r)(z)− z)− Polj,i,r (k, z) ||≤ δr/10C2 .

The statement now follows from Lemma (6.2). �

Case 2: There is i0 ∈ N such that j (i) = ∞ for every i > i0.

Note that the assumption above implies in particular that hi(0) = 0 for large
enough i.

Construction of the sequenceHi in Case 2. The Taylor series of the function
(hi − id) based at the origin is given by

(hi − id)(z) = hi(z)+ (D0hi − I )z+ · · ·
(where I stands for the identity matrix). Among the multi-indices α =
(α1, . . . , αn) (αi ∈ N) such that Dα

0 (hi − id) 
= 0, we consider those for which
λ
α1
1 · · · λαnn /λl attains its maximal value which will be denoted by �i (where
l = 1, . . . , n corresponds to the component of hi in question). Clearly the value
�i can be attained only by finitely many multi-indices α.

To construct the sequenceHi in Case 2, we first need to consider the sequence
{F−j ◦ hi ◦ F j }j∈N, i ∈ N fixed, with regard to Equation (3). Precisely we
want to prove that the above sequence satisfies this estimate. Because of the
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homogeneity of Equation (3), the last claim amounts to verify the existence of a
constant Const such that

sup
B(3λ1/4)

|| �−j
i (F−j ◦hi ◦Fj (z)−z) ||≤ Const sup

B(λ1/2)
|| �−j

i (F−j ◦hi ◦Fj (z)−z) || .

Let αi1, . . . , α
i
s (s ≥ 1) be the multi-indices for which λ

αi1
1 · · · λαinn /λl equals its

maximal value �i (αi = (αi1, . . . , α
i
n)). Replacing F j(z) = (λ

j

1z1, . . . , λ
j
nzn)

in the Taylor expansion of hi we obtain

�
−j
i (F

−j ◦ hi ◦ F j(z)− z) = cαi1
z|α

i
1| + · · · + cαis z

|αis | + Ri(j, z) (6)

where | α |= α1 + · · · + αn and Ri(j, z) goes uniformly to zero when j → ∞
(i fixed). By definition cαi1, . . . , cαis 
= 0, so that Lemma (6.2) implies that the

sequence {F−j ◦ hi ◦ F j }j∈N, i fixed, verifies an estimate like (3) given that
Ri(j, z) converges uniformly to zero.

Note that the construction of the sequence will be completed if {F−j ◦ hi0 ◦
F j }j∈N converges to the identity for some i0 ∈ N. In particular if �i0 < 1 for
some i0 then Estimate (6) ensures this convergence and establishes the lemma.
On the other hand, we always have �i ≤ 1, otherwise j (i) would be finite.

So we assume that �i = 1 for every i ∈ N. In this case the norm | | of the

multi-indices αi’s for which λ
αi1
1 · · · λαinn /λl = 1 is uniformly bounded (i.e. the

value of | αir | appearing in equation (6) is bounded by a constant which does not
depend on i ∈ N). Since the coefficients cαis are coefficients of the Taylor series
of hi − id , Cauchy’s formula implies that these coefficients converge to zero
when i increases (since hi converges to the identity and the degree associated to
these coefficients is uniformly bounded). So we just need to associate to each
i ∈ N a sufficiently large integer j (i) ∈ N in order to guarantee that the resulting
sequence {F−j (i) ◦ hi ◦F j(i)}i∈N fulfils all the required conditions. The proof of
Proposition (2.1) is finally over. �

We now proceed to the proof of Theorem E. Recall that G (resp. GC) is
the group of skew-products over PSL(2,R) (resp. PSL(2,C)) mentioned in
Section 2. It is enough to deal with G since all proofs apply word-by-word to
the case of GC. We want to prove the theorem below.

Theorem 6.3. Let G ⊂ G be as in the statement of Theorem E. Then there exists
an open interval I ⊂ S

1 and a non-trivial Cω-vector field X on V = I × R

which is the closure of �G relative to V , where �G stands for the pseudogroup
induced by the restrictions to V of the elements in G.
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First we observe that Gπ ⊂ PSL(2,R) (the projection of G on the first coor-
dinate) is not solvable. Indeed, if it were solvable it would, in fact, be Abelian.
Hence the first derived subgroup of G would consist of elements having the form
(x, y) �→ (x, y+w(x)). Such a group is clearly Abelian thus implying that G is
step-2 solvable. Therefore Gπ is neither Solvable nor discrete (the latter conclu-
sion being part of our assumptions). It follows from elementary considerations
regarding the Lie group PSL(2,R) and its Lie algebra that Gπ is, in fact, dense
in PSL(2,R). In particular we can find a hyperbolic element A ⊂ Gπ . Since A
is hyperbolic, we can suppose without loss of generality that the north-pole pN
is an attracting fixed point of A. Next we consider a (not necessarily unique)
element F ⊂ G which has the form F(x, y) = (Ax, y + u(x)) for some Cω-
function u : S

1 → R (note that our additive notation leads us to work on S
1 × R

with the second coordinate viewed as the universal covering of S
1). Notice also

that, in the statement below, there is no reference to whether or not the functions
appearing in the second coordinate of the generators of G are close to zero.

Consider a complexification S̃1 of S
1. One has:

Lemma 6.4. There is a neighborhood U ⊂ S̃1 of S
1 and a sequence of skew-

products {hk} ⊂ G satisfying the following:

1. Each hk has the form hk(x, y) = (Bkx, y + vk(x)) where Bk, vk admit a
holomorphic extension to U.

2. Denoting by B̃k (resp. ṽk) the holomorphic extensions of the Bk’s (resp. vk’s)
to U, it follows that {B̃k} (resp. {̃vk}) converges uniformly towards the identity
(resp. zero) on U.

Proof. Although our notation seems to involve a non-compact space, namely
S

1×R, the statement is actually a (much easier) particular case of Theorem (5.2).
In fact, it suffices to notice that the skew-products inG commute with the “vertical
translations” (x, y) �→ (x, y + const.). Clearly this allows us to restrict the
problem to a compact part of S

1 ×R. Also it is clear that, in the present case, the
convergence to the identity on the first coordinates of a sequence of commutators
implies the same convergence for the corresponding second coordinates. �

Let I ⊂ S
1 be an interval containing the north-pole pN . Suppose that we have

a sequence {Hi} ⊂ G,Hi(x, y) = (Cix, y+wi(x)), such that all theCi’s and all
the wi’s admit a holomorphic extension to an open set Ĩ ⊂ S̃1 of I (Ĩ ∩ S

1 = I ).
Suppose also that these holomorphic extensions converge uniformly respectively
to the identity and to zero on Ĩ . Let I0 ⊂ I be a relatively compact sub-interval
of I and let Ĩ0 be an open neighborhood if I0 which is compactly contained in

Bull Braz Math Soc, Vol. 35, N. 2, 2004



240 JULIO C. REBELO

Ĩ . Thanks to Proposition (6.1), the proof of Theorem (6.3) is reduced to find a
sequence {Hi} as above and a uniform constant Const such that

Const. sup
Ĩ0

‖w̃i(x)‖ ≥ sup
Ĩ

‖w̃i(x)‖ , (7)

where w̃i stands for the holomorphic extension of wi to Ĩ . Indeed the sequence
{Ci} formed by the first coordinates of the Hi’s necessarily satisfies an estimate
similar to estimate (7) as follows from the fact that all the Ci’s belong to a
compact neighborhood of the identity in PSL(2,R) (this is essentially the same
local compactness argument employed in Lemma (6.2)). Therefore the sequence
{Hi} ⊂ G verifies the assumptions of Proposition (6.1) so that Theorem (6.3)
results at once.

In practice the desired sequence {Hi} will be obtained from the sequence {hk}
of Lemma (6.4) by means of a procedure similar to the procedure used in the
proof of Proposition (2.1). Recall thathk(x, y) = (Bkx, y+vk(x)). The group G
also contains a skew-product F(x, y) = (Ax, y+u(x)) such that the north-pole
pN is an attracting fixed point of A. Given n ∈ N, we have

Fn(x, y) = (Anx , y +
n−1∑
j=0

u(Ajx) and F−n(x, y) = (A−nx, y −
n∑
j=1

u(A−j x)) .

Hence, fixed n, k,

F−n ◦hk ◦Fn = (A−nBkAnx, y+vk(Anx)+
n−1∑
j=0

u(Ajx)−
n∑
j=1

u(A−jBkAnx)) .

Definingwkn(x) = vk(A
nx)+∑n−1

j=0 u(A
jx)−∑n

j=1 u(A
−jBkAnx) it is enough

to find a sequence of pairs (k, w) such that the corresponding sequence {wkn}
satisfies Estimate (7).

In appropriate local coordinates around pN (pN � 0), we can suppose that
Ax = λx for some λ ∈ (0, 1). We also set Bk(x) = b0

k + b1
kx + h.o.t. with

bsk ∈ R. In these coordinates wkn becomes

wkn(x) = vk(λ
nx)+

n−1∑
j=0

u(λjx)−
n∑
j=1

u(λ−jBk(λnx))

= vk(λ
nx)−

n∑
j=1

u ◦ λn−j ◦ (λ−nBkλn − Id)(x) .

(8)
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The next step is to introduce a relation between k, n. Modulo passing to a
subsequence of the elements hk = (Bkx, y+vk(x)), we can suppose without loss
of generality thatBk(0) 
= 0 (where 0 � pN ). Indeed suppose thatBk(0) = 0 for
all but finitely many integers k. Since Gπ is dense in PSL(2,R), the conjugates
D−1BkD for a generic elementD ∈ PSL(2,R) (i.e. D such thatD(0) 
= 0) will
not fix 0 any longer and will still provide a sequence of elements of G satisfying
the preceding conditions (modulo shirinking domains). Now we introduce an
auxiliary metric in PSL(2,R) and fix a small neighborhoodU(ε) of the identity in
PSL(2,R). ClearlyBk belongs toU(ε) for sufficiently large k. GivenBk ∈ U(ε),
we define n(k) as the smallest positive integer for which A−n(k)BkAn(k) does not
belong to U(ε).

Lemma 6.5. For every k large enough there is n(k) such thatA−n(k)BkAn(k) does
not belong to U(ε). Furthermore A−n(k)BkAn(k) still belongs to a neighborhood
U(rε) of the identity in PSL(2,R) for some constant r .

Proof. Consider the local coordinate x mentioned above in which pN � 0 and
Ax = λx. Let Bk = b0

k + b1
kx + · · · with b0

k 
= 0. Hence

A−nBkAn(x) = λ−nb0
k + b1

kx + λn(b2
kx + · · · ) .

In particular A−nBkAn(0) = λ−nb0
k so that A−nBkAn lies in the complement of

U(ε) for n very large. For the second part of the statement note that A−n(k)+1

BkA
n(k)−1 belongs to U(ε) by definition of n(k). Thus A−nBkAn must belong

to the neighborhood U(rε) (for some r which does not depend on ε) given by
A−1U(ε)A. The proof of the lemma is over. �

The last ingredient can be presented as follows. Given k and r , 0 ≤ r ≤ n(k),
we consider the vector veckr (x) defined by setting the point x as its origin and
the point λ−rBkλrx as its final extremity. In classical vectorial notation we have
veckr (x) = λ−rBkλrx−x. On the other hand, let us recall that there is a uniform
constant const > 0 such that

sup
Ĩ

‖Bk(x)− x‖ ≥ sup
Ĩ0

‖Bk(x)− x‖ ≥ const sup
Ĩ

‖Bk(x)− x‖ .

In fact, the above estimate results once again from the fact that all theBk’s belong
to a compact part of PSL(2,R). This estimate immediately leads to

λn(k)−r sup
Ĩ

‖veckn(k)(x)‖ ≥ sup
Ĩ0

‖veckr (x)‖

≥ const λn(k)−rλn(k)−r sup
Ĩ

‖veckn(k)(x)‖
(9)
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for every k and 0 ≤ r ≤ n(k).

Proof of Theorem (6.3). As mentioned we just need to find a sequence {Hi} ⊂
G satisfying conditions of Proposition (6.1). Fixing ε > 0, the preceding
amounts to find H = (Cx, y + w(x)) ∈ G such that w(x) satisfies (7) for a
uniform constant as indicated and

max {sup
Ĩ

‖Cx − x‖ , sup
Ĩ

‖w(x)‖} < ε .

We are going to prove that, modulo choosing the preceding k very large and
the preceding ε very small, there is an element H ∈ G verifying the conditions
in question. The statement will then follow as a consequence. We let H =
F−n(k) ◦ hk ◦ Fn(k) = (Cx, y = w(x)) where k (and ε) will be chosen later on.
According to Formula (8) we have

w(x) = vk(x)−
n(k)∑
j=1

u ◦ λn(k)−j (λ−jBkλjx − x) .

Now Taylor’s expansion provides

n(k)∑
j=1

u ◦ λn(k)−j (λ−jBkλjx − x) =
n(k)∑
j=1

Dx(u ◦ λn(k)−j )veckj (x)+ R(x) .

HoweverD2
x(u ◦λn(k)−j ) = λ2(n(k)−j)D2

λn(k)−j xu. Thanks to estimate (9), one has

‖R(x)‖ ≤ sup
Ĩ

‖ veckn(k)(x)‖2
n(k)∑
j=1

λ3(n(k)−j)D2
λn(k)−j xu

≤ Const sup
Ĩ

‖ veckn(k)(x)‖2 sup
Ĩ

‖D2u‖ .
(10)

On the other hand, using again the fact that Gπ is dense in PSL(2,R), we can
suppose without loss of generality that D0u 
= 0. Let M = D0u 
= 0. Modulo
choosing ε very small and reducing I, Ĩ , we can suppose that supĨ ‖Dxu‖ ≤
3M/2 and inf Ĩ ‖Dxu‖ ≥ M/2. Recall that

w(x)− vk(x) =
n(k)∑
j=1

u ◦ λn(k)−j (λ−jBkλjx − x)
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Hence, putting together all the estimates above, we conclude that

w(x)− vk(x) ≤ 3M

2
sup
Ĩ

‖ veckn(k)(x)‖
n(k)∑
j=1

λn(k)−j +

+ Const sup
Ĩ

‖D2u‖ sup
Ĩ

‖ veckn(k)(x)‖2

(11)

as well as

w(x)− vk(x) ≥ M

2
const sup

Ĩ

‖veckn(k)(x)‖
n(k)∑
j=1

λn(k)−j

− Const sup
Ĩ

‖D2u‖ sup
Ĩ

‖veckn(k)(x)‖2 .

(12)

Up to reducing ε we can make ‖veckn(k)(x)‖ arbitrarily small. We then fix ε
small enough to have

‖w(x)− vk(x)‖ = ‖
n(k)∑
j=1

u ◦ λn(k)−j (λ−jBkλjx − x)‖

≥ M

4
const

⎛⎝n(k)∑
j=1

λn(k)−j
⎞⎠ sup

Ĩ

‖veckn(k)(x)‖ .

Once ε as above is fixed, modulo choosing k very large, supĨ ‖vk(x)‖ can be made
arbitrarily small compared to supĨ ‖veckn(k)(x)‖ since the latter is uniformly
bounded from below in terms of I, Ĩ and ε. The theorem then follows from
Estimates (11) and (12). �

Proof of Theorem E. The argument is now similar to the proof of Theorem D.
More details on the nature of these arguments are provided in the appendix. �

We want to close this article with some questions. It seems clear that the
results presented here are not sharp (except maybe for Theorem A and, in some
sense, for Theorem E). As to Theorem B and Corollary C, the most immediate
and interesting question is to decide about the ergodicity of the generic action
(recall that we have established only the existence of a dense orbit). Note also
that the context of these results seems to exhibit some rigidity properties similar
to the one discussed in Theorem D.
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Other difficult question concerning these results is their possible extension to
C2, C3, . . . topology. This seems much harder since KAM theory does not pro-
vide counter examples. On the other hand, any attempt to provide an affirmative
answer apparently depends on a better understanding of questions related to the
“Closing Lemma”.

Still considering C1-topology, it may be more reasonable to try to extend
Corollary C to higher dimensions. In the volume-preserving case, there are
some well-known difficulties in generalizing the theorem of Newhouse used in
our proof. However even these difficulties might be more treatable in our context
of non-Abelian free actions. In the symplectic case, M.-C. Arnaud has extended
Newhouse’s theorem to dimension 4 (cf. [Ar]). It might be interesting to check
if our techniques combined with Arnaud’s theorem would yield the existence of
a dense orbit for the corresponding generic actions.

Concerning the second part of this paper, it is clear that the main result which
need to be extended further is Theorem D. A minor point in improving this result
is to dispense with the non-resonance condition on the eigenvalues of the Morse-
Smale diffeomorphism. Indeed, this condition seems to be only a technical
requirement to make our proofs simpler. Much more important is to dispense
with the assumption regarding the existence of a Morse-Smale diffeomorphism.
It is also interesting to extend these theorems to C∞-topology (in which case we
may keep the assumption on the existence of a Morse-Smale dynamics).

On the other hand, we may wonder whether or not “generic assumptions”
would guarantee the existence of a diffeomorphism displaying a hyperbolic at-
tractor fixed point. This may be a hard, but treatable, question. In fact, if the
answer turns out to be affirmative, then the method of Section 6 should allow
some new results about these generic dynamics. Another possibility of making
some progress is to replace the existence of a Morse-Smale diffeomorphism by
other classical type of dynamics, like partial hyperbolic ones.

Ultimately, one might want to consider the idea of a complete generalization
of Theorem D. This question definitely seems to be very hard whereas it was
successfully settled for Diff(C, 0) (cf. [Na]) and Diffω(S1) (cf. [Reb1]).
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7 Appendix: Complement to the proof of Theorem D

In this appendix we shall provide additional details on the proof of Theorem D.
It is easy to adapt the following arguments to derive Theorem E from Theo-
rem (6.3). The discussion below also explain at least the part concerning topo-
logical rigidity of Corollary F. As mentioned the proof of “measurable rigidity”
in Corollary F is a variant of the argument in [Reb2].

Consider the subset V ∩ (U×U) of Diffω(M)× Diffω(M) described in the
statement of this theorem. Let (f1, f2) be an element of V ∩ (U × U). By
virtue of Proposition (5.3) and, more generally, of the techniques of perturbation
discussed in Section 5, without loss of generality we can suppose that:

1. The group G ⊂ Diffω(M) generated by (f1, f2) is free;

2. G contains a non-resonant Morse-Smale diffeomorphism F ;

3. Let p be a periodic point of F with period s. Writing F s as a word
W1(f1, f2), the orbitOW1(p) underW1(f1, f2) consist of pairwise distinct
points (cf. notation of Section 5). Moreover the orbit of these points under
G is infinite.

4. If p is an attractor of F s (resp. F−s), then we suppose that the eigen-
values λ1, . . . , λn of DpF

s (resp. DpF
−s) satisfy 0 <| λ1 |< · · · <|

λn |< 1. Moreover the maximum of the sets of the numbers of the
form λ

α1
1 · · · λαnn /λl is attained by a unique element (where αi ∈ N and

l ∈ {1, . . . , n}).
5. If h in G has only finitely many periodic points, then all these points

are hyperbolic. Furthermore, if such a point is a hyperbolic attractor
(resp. repeller) for a convenient iterate of h, we also assume that the
corresponding eigenvalues are distinct and non-resonant.

In the sequel we always assume that (f1, f2) satisfies the above conditions.
Note in particular that conditions 2, 3 and 4 are not only generic but also open on
f1, f2. We denote byK1 ⊂ V ∩ (U×U) the set of the pairs (f1, f2) satisfying
these conditions. Clearly K1 is a residual set of V ∩ (U ×U). We also want
to point out that it is possible to prove the Theorem D without using all these
assumptions, however this would require a longer discussion and would not lead
to a qualitative improvement in its statement.

Our first lemma is very easy and shows that it is enough to study a neighborhood
of the attracting (resp. repelling) periodic points in �(F).
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Lemma 7.1. Assume we are given an arbitrary point q ∈ M . Assume also that,
for each attracting (resp. reppeling) fixed point pi of F s (for some s ∈ N), we
are given a neighborhood Ui of pi . Then the orbit of q under G intersects at
least one of the Ui’s.

Proof. Just observe that the orbit under F of every point in the complement of
�(F) satisfy the desired condition. On the other hand, because of Condition 3,
if q belongs to�(F), then there is h ∈ G such that h(q) lies inM \�(F). This
concludes the proof. �

The following proposition will imply items 1 and 2 of Theorem D.

Proposition 7.2. Let G be the subgroup generated by diffeomorphisms f1, f2

in Diffω(M) and consider a Morse-Smale diffeomorphism F ∈ G satisfying
the above conditions. Suppose that (f1, f2) ∈ K1 are “sufficiently generic”
(i.e. (f1, f2) will belong to a residual set K2 contained in K1). Then for
each attracting (resp. repelling) fixed point p of F s (s ∈ N

∗), there exists a
neighborhood U of p endowed with n vector fieldsX1, . . . , Xn which belong to
the C∞-closure of G and are linearly independent at any point of U (where n
stands for the dimension of M).

First consider a non-trivial analytic vector fieldY 1 contained in theC∞-closure
ofG and defined around p ∈ M (without loss of generality we suppose that p is
an attractor of F s). We fix a local coordinate φ, identifying p with the origin of
R
n ⊂ C

n, in which F s(x1, . . . , xn) = (λ1x1, . . . , λnxn). We want to prove that
it is possible to find Y 1 as above such that Y 1(0) has all components different
from zero in the coordinate φ provided that f1, f2 are sufficiently generic.

Recall that the set of vector fields in the closure of G is invariant under mul-
tiplications by scalars. In other words, if Y belongs to the closure of G then aY
belongs to this closure for any a ∈ R. We claim that it is possible to suppose
that Y 1 is given in the coordinate φ by xα1

1 · · · xαnn ∂/∂xr where α1, . . . , αn ∈ N

and r ∈ {1, . . . , n}. To check the claim, just observe that the sequence of vector
fields (F s)∗Y 1 converges (after multiplication by an appropriate scalar) towards
a vector field having the indicated form thanks to Condition 4 on the eigenvalues
of DpF

s . In particular the singular set of Y 1 is contained in the union of the
Cartesian planes.

Part of the difficulty to prove Proposition (7.2) results from the fact that F
changes when we perturb f1, f2. Thus we shall be led to use a scheme of
perturbation similar to the one employed in the proof of Proposition (5.4). Our
aim will be to establish the lemma below.
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Lemma 7.3. If f1, f2 are chosen sufficiently generic, then there is Y 2 in the
closure of G, defined on a neighborhood of p and such that Y 2(p) has all
components different from zero when represented in the linearizing coordinate
φ.

In the sequel we resume the notations of Section 5. Recall that F s is given
as a word W1(f1, f2) in f1, f2. Moreover, because of Condition 3, the orbit of
p under W1(f1, f2), OW1(p) consists of pairwise distinct points. Let V p be a
small neighborhood of p such that OW1(V

p) still consists of pairwise disjoint
open sets.

Next, by iterating commutators as in Theorem (5.2), we can find h =
W2(f1, f2) in G such that h(p) ∈ V p and, besides, there is pW ∈ OW2(p)

which lies on the complement of OW1(V ) (here we use again Condition 3).

Proof of Lemma (7.3). We consider a neighborhood UpW of pW such that
UpW ∩ OW1(V

p) = ∅. Notice that, the restriction of F s to V p remains un-
changed when f1, f2 are C∞-perturbed inside Up. Besides the restriction of Y 1

to V p remains unchanged as well. Considering V p in the coordinate φ, we have
Y 1 |V p= x

α1
1 · · · xαnn ∂/∂xr and F s |V p= (λ1x1, . . . , λnxn) Thus h∗Y 1 obviously

provides a vector field defined around p and having all components at p different
from zero in the coordinate φ as long as f1, f2 are generically perturbed inside
UpW . To complete our proof, it is enough to turn these perturbations into analytic
ones by using the method employed in the proof of Proposition (5.4). The lemma
is proved. �

Proof of Proposition (7.2). Let us consider the vector field Y 2 given by
Lemma (7.3). In the linearizing coordinate φ which identifies p with the ori-
gin of R

n, we set Y 2(0) = (v1, . . . , vn) with v1 . . . vn 
= 0. Next recall that
F s(x1, . . . , xn) = (λ1x1, . . . , λnxn) where 0 <| λ1 |< · · · <| λn |. Mod-
ulo multiplication by a suitable sequence of scalars, the sequence of vector fields
(F sk)∗Y 2 (k ∈ N) clearly converges to the constant vector field ∂/∂xn. Next com-
bining Y 2 and ∂/∂xn, we obtain a vector field Y 3 in theC∞-closure ofG such that
Y 3(0) = (v1, . . . , vn−1, 0). Repeating the procedure, we see that appropriate
scalar multiples of the sequence (F sk)∗Y 3 converge to the constant vector field
∂/∂xn−1. Continuing inductively this procedure, we eventually conclude that
all the constant vector fields ∂/∂x1, . . . , ∂/∂xn belong to the C∞-closure of G.
Proposition (7.2) is proved. �

In view of Proposition (7.2), there exists a residual setK2 ⊂ K1 such that the
groupG generated by f1, f2 verifies the conclusions of this proposition provided
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that (f1, f2) belongs to K2. To set up the proof of Theorem D, the last needed
ingredient is Proposition (7.4).

Proposition 7.4. Let (f1, f2) and (f̂1, f̂2) be pairs of diffeomorphisms in K2

and denote byG (resp. Ĝ) the group generated by f1, f2 (resp. f̂1, f̂2). Suppose
that h is a homeomorphisms conjugating G1 and G2 (i.e. h ◦ f1 ◦ h−1 = f̂2,
h ◦ f2 ◦ h−1 = f̂2). Then h is, in fact, an element of Diffω(M).

Complement to the proof of Theorem D. Observe that any point q ∈ M

possesses a neighborhood endowed with n vector fields X1,q , . . . , Xn,q which
are linearly independent at q (where n stands for the dimension of M). In
fact, according to Proposition (7.2), there exist linearly independent vector fields
X1,p, . . . , Xn,p on a small neighborhood of any point p which is either an at-
tractor or a repeller of some F s (s ∈ N, F a Morse-Smale diffeomorphism
belonging to G and satisfying the preceding assumptions). On the other hand,
Lemma (7.1) ensures that the G-orbit of any point q ∈ M intersects the union
of the neighborhoods considered above. This shows the existence of the desired
vector fields X1,q , . . . , Xn,q in the closure of G and linearly independent at q.
Using the argument already discussed in Section 4, it follows thatG has all orbits
dense and is ergodic with respect to the Lebesgue measure.

Finally the fact that homeomorphisms conjugating groups as above are, indeed,
analytic diffeomorphisms is precisely the content of Proposition (7.4). The proof
of the Theorem D is over. �

It still remains to prove Proposition (7.4). Let F ∈ G be a Morse-Smale
diffeomorphism satisfying the conditions in the beginning of the present section.
Again consider the points p1, . . . , pr in �(F) of periods s1, . . . , sr such that
pi is either a hyperbolic attractor or a hyperbolic repeller for F si . Finally let us
associate a neighborhood Ui to each of the pi’s.

Now consider the group Ĝ and the homeomorphism h. Clearly the points
h(p1), . . . ,h(pr) are either hyperbolic attractors or hyperbolic repellers for F̂ si ,
where F̂ = h ◦ F ◦ h−1 ∈ Ĝ (here we use Condition 5). Furthermore, thanks to
Lemma (7.1), the Ĝ-orbit of any point q ∈ M intersects

⋃r
i=1 h(Ui). Therefore,

to prove Proposition (7.4), it is enough to check that h coincides with an analytic
diffeomorphism on, say, a neighborhoodU1 ofp1. Without loss of generality, we
can suppose that p1 is a hyperbolic attractor of F s1 (so that h(p1) is a hyperbolic
attractor of F̂ s1 ).

Lemma 7.5. If U1 is chosen sufficiently small, then there exists a non-trivial
vector field X (resp. X̂) defined on U1 (resp. h(U1)) and contained in the
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closure of G (resp. Ĝ). Furthermore h realizes a local conjugacy between the
local flows �X, �̂X̂ of X, X̂ in the sense that the equation

h ◦�t
X ◦ h−1(q) = �̂t

X̂
(q) (13)

holds provided that both members are defined.

Proof. To prove this lemma we need to revisite the proof of Proposition (2.1).
We keep the corresponding notations. Using local charts around p,h(p), we
can suppose that these points are identified with the origin of C

n (while h is
defined only on R

n ⊂ C
n). Denote by �, �̂ the pseudogroups induced by G, Ĝ

on the unit ball B
n of C

n through the corresponding local charts. We shall
identify elements of G, Ĝ with elements of �, �̂ in the obvious way. Finally,
under these identifications, F (resp. F̂ ) is given as a contractive homothety
(z1, . . . , zn) �→ (λ1z1, . . . , λnzn) (resp. (z1, . . . , zn) �→ (λ̂1z1, . . . , λ̂nzn)).

We first notice the existence of sequences {hi} ⊂ �, {ĥi} ⊂ �̂ which converge
uniformly to the identity on B

n and verifies h ◦ hi ◦ h = ĥi . Actually to obtain
these sequences it suffices to consider sequences of iterated commutators as in
Theorem (5.2).

Next we fix a monotone decreasing sequence {δr} of positive reals converging
to zero. Again we consider the elements of� given byF−1◦hi◦F , · · · , F−j (i)◦
hi ◦ F j(i) where j (i) is the greatest positive integer for which the map F−j (i) ◦
hi ◦ F j(i) is defined on B(4λ1/5).

Recall that h is defined only on B
n ∩ R

n. Let us denote V3/4 and V1/2, V1/2 ⊂
V3/4, open sets of C

n such that V3/4 ∩h(B(3λ1/4)∩R
n) and V1/2 ∩h(B(λ1/2)∩

R
n) (without loss of generality we can suppose that V3/4 ⊂ B

n). Consider also
an open set V4/5 ⊂ B

n which strictly contains V3/4.

Next we shall also consider the elements of �̂ given by F̂−1 ◦ ĥi ◦ F̂ , · · · ,
F̂−ĵ (i) ◦ ĥi ◦ F̂ ĵ (i) where ĵ (i) is the greatest positive integer for which the map
F̂−ĵ (i) ◦ ĥi ◦ F̂ ĵ (i) is defined on V4/5.

In the sequel we are going to discuss only the case j (i) < ∞, ĵ (i) < ∞ for
every i. The other possibilities are analogous and left to the reader. Fix δr > 0
and, for each i, define j (i, r) (resp. ĵ (i, r)) as the smallest positive integer
for which supB(3λ1/4) || F−j (i,r) ◦ hi ◦ F j(i,r)(z) − z ||> δr (resp. supV3/4

||
F̂−ĵ (i,r) ◦ ĥi ◦ F̂ ĵ (i,r)(z)− z ||> δr ). Now, recalling that r was already fixed, we
choose and fix i very large. Let J (i, r) be the minimum between j (i, r), ĵ (i, r)
and C(i, r) the maximum between supB(3λ1/4) || F−J (i,r) ◦ hi ◦ FJ(i,r)(z)− z ||,
supV3/4

|| F̂−J (i,r) ◦ ĥi ◦ F̂ J (i,r)(z)− z ||.
Bull Braz Math Soc, Vol. 35, N. 2, 2004



250 JULIO C. REBELO

Consider the sequences {Xr}, {X̂r} of vector fields defined respectively on
B(3λ1/4),V3/4, where

Xr = 1

C(i, r)
Vect (F−J (i,r) ◦ hi ◦ FJ(i,r)(z)− z) ,

X̂r = 1

C(i, r)
Vect (F̂−J (i,r) ◦ ĥi ◦ F̂ J (i,r)(z)− z) .

Clearly both sequences of vector fields are uniformly bounded on their domains.
Thus we can find limits X and X̂ which are defined respectively on B(λ1/2)
and V1/2. The local flows of these vector fields naturally verifies Equation (13).
Finally if, for each previously fixed r , i was chosen very large, we have ensured
that at least one betweenX, X̂ is not the trivial vector field. However in this case
Equation (13) shows that both vector fields are in fact non-trivial since they have
real coefficients. This proves the lemma. �

Finally we have

Proof of Proposition (7.4). We consider vector fields X, X̂ satisfying Equa-
tion (13). Using the argument employed in Lemma (7.3), we can suppose that
X(0) 
= 0. Thus Equation (13) yields X̂(0) 
= 0 as well.

We now recall that F s1 (resp. F̂ s1 ) coincides in appropriate local charts
with the homothety (z1, . . . , zn) �→ (λ1z1, . . . , λnzn) (resp. (z′1, . . . , z′n) �→
(λ̂1z

′
1, . . . , λ̂nz

′
n)). Besides one has 0 <| λ1 |< · · · <| λn |< 1 (resp.

0 <| λ̂1 |< · · · <| λ̂n |< 1). Thus by iterating conjugations of X, X̂ as in
the proof of Proposition (7.2), we deduce that h realizes a conjugacy (i.e. a
time-preserving equivalence) between the pairs ∂/∂zi and ∂/∂z′i (i = 1, . . . , n)
of vectors fields. It follows that h coincides with the identity in these local
coordinates. The proof of Proposition (7.4) is completed. �
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