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Phase space universality for multimodal maps

Daniel Smania

Abstract. We study the dynamics of the renormalization operator for multimodal
maps. In particular, we develop a combinatorial theory for certain kind of multimodal
maps. We also prove that renormalizations of infinitely renormalizable multimodal
maps with same bounded combinatorial type are exponentially close. Our results imply,
for instance, the existence and uniqueness of periodic points for the renormalization
operator with arbitrary combinatorial type.

Keywords: renormalization, universality, multimodal, rigidity, hybrid class, tower.

Mathematical subject classification:Primary: 37F25, 37E20; Secondary: 37F45.

1 Introduction

1.1 Multimodal maps

A multimodal mapf : I → I , I = [−1, 1], is a smooth map with a finite number
of critical points, all of them local maximum or local minimum, and such that
f (∂ I ) ⊂ ∂ I . Here we will be interested in more specific kinds of multimodal
maps:

We say thatf is a multimodal map of type n if it can be written as a com-
position ofn unimodal maps: to be more precise, if there exist mapsf1, . . . , fn

with the following properties

(1) fi : I → I has an unique critical point (a maximum) andfi (∂ I ) ⊂ ∂ I .

(2) f = fn ◦ ∙ ∙ ∙ ◦ f1.

(3) If ci is the critical point offi , then fi (ci ) ≥ ci +1 modn.

Then-uple( f1, ..., fn) is adecompositionof f . In this paper, we will assume
that the unimodal maps are analytic and the critical points offi are quadratic
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(but observe that the critical points off are not, in general, quadratic). Clearly
f has many decompositions. Sometimes it is more convenient to decompose
the dynamics off in its unimodal parts: for each decomposition off we can
associate anextended mapF defined onIn = {(x, i ) : x ∈ I , 1 ≤ i ≤ n} (in
other words,In is a disjoint union ofn copies ofI ) by

F(x, i ) = ( fi (x), i + 1 modn) (1)

In [Sm1], we proved that deep renormalizations in infinitely renormalizable
multimodal maps are multimodal maps of typen. This is the reason to restrict
our attention for this kind of map.

We say thatJ is ak-periodic interval to the extended mapF if

• (c1, 0) ∈ J (ci is the critical point offi ),

• {J, F(J), . . . , Fk−1(J)} is an union of intervals with disjoint interior,

• The union of intervals in the above family contains{(ci , i )},

• Fk(J) ⊂ J, for k > n.

We will call k theperiod of J.
Suppose that there exists ak-periodic interval forF . Let P be the maximal

interval which is ak-periodic interval forF . Then Fk(∂P) ⊂ ∂P. We say
that P is a restrictive interval for F of periodk. Note that if P and P̃ are,
respectively, restrictive intervals forF of periodk andk̃, k < k̃, then P̃ ⊂ P.
Let P be a restrictive interval and let 0= `1 < ∙ ∙ ∙ < `n be the times such
that (ci , i ) ∈ F` j (P) for somei . Let Pj be the symmetrization ofF` j (P) in
relation to(ci , i ). Observe thatPj contains a periodic point in its boundary. Let
APj be the affine map which mapsPj to I and this periodic point to−1. Then
gj = APj +1 ◦ F` j +1−` j ◦ A−1

Pj
is a unimodal map. Henceg = AP1 ◦ Fk ◦ A−1

P1

is a multimodal map of typen with decomposition(g1, . . . , gn). If k > n is the
minimal number such thatF admits a restrictive interval of periodk, the mapg
is called therenormalization of f , and denoted byR( f ). Indeed, it is easy to
see that the definition ofR( f ) does not depend on the decomposition.

The mapR( f ) can be renormalizable again and so on. If this process can
be continued indefinitely, we say thatf is infinitely renormalizable . Denote
by Pk

0 the restrictive interval associated to thek-th renormalizationRk( f ). If
q ∈ C(F) := {(ci , i )}, denote by the corresponding capital letterQk

0 the sym-
metrization of the intervalF`(Pk

0 ) which containsq. We reserve the letterp for
(c1, 1). The critical pointr for F will be the successorof the critical pointq
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at levelk if r ∈ F`(Qk
0), for the minimal` so thatF`(Qk

0) contains a critical
point. Definenk

r = `. Then, for anyr ∈ C(F), k ∈ N andi < nk
r , there exists

an intervalRk
−i so that

• Fi is monotone inRk
−i ,

• Fi (Rk
−i ) = Rk

0,

• The intervalFnk
r −i (Qk

0) is contained inRk
−i .

For details, see [Sm1].
Denote byNk the period of the restrictive intervalPk

0 . We say thatf has
C-bounded combinatoricsif Nk+1/Nk ≤ C.

For (x, i ), (y, j ) ∈ In, we say that(x, i ) < (y, j ) if i = j andx < y. The
intervals ofIn are the setsJ × {i }, for someJ ⊂ I andi < n. If ci is the critical
point of fi , denoteC(F) = {(i, ci )}i .

Let f andg be two infinitely renormalizable multimodal maps of typen. We
say that f and g havesame combinatoricsif Fi (ck) < F j (c`) if and only
if Gi (ck) < G j (c`), for any i , j ≥ 0 andk and` < n, whereF and G are
unimodal decompositions off andg. For a domainV ⊂ C, denote byB(V)
the Banach space of analytic functions defined inV with a continuous extension
to V , provided with the sup norm.

Our main result is the following

Main Theorem 1. For B ≥ 2, there exist a neighborhoodV ⊂ C of I and
β < 1 such that the following holds. Iff and g are multimodal maps of type
n, infinitely renormalizable and same combinatorics bounded byB, then, for
k ≥ k0( f, g), the kth-renormalizationsRk f andRkg have an analytic extension
in B(V) and

||Rk f − Rkg||B(V) ≤ Cβk

HereC = C( f, g).

The above result, together with another ones in this paper, imply the existence
of periodic points to the renormalization operator with any wished combinatorics.

The renormalization theory has a long history: beginning with observable uni-
versality properties and conjectural explanation of these observations in families
of unimodal maps, by Feigenbaum and Collet-Tresser. O. Lanford proposed
the existence of a hyperbolic horseshoe to the renormalization operator. Similar
conjectures was done for critical circle maps and for bimodal maps ([McKZ]).
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A new step in the renormalization theory was attained by Sullivan’s work([Su]):
new tools was introduced, like quasiconformal deformation methods and a fruit-
ful analogy with the theory of Kleinian groups. McMullen([McM2]) proved the
exponential contraction of the renormalization operator and Lyubich ([L2]) its
hyperbolicity (in the space of quadratic-like maps).

Our intention is to construct the foundation of the renormalization theory for
multimodal maps. J. Hu (see [H1] and [H2]) studied the renormalization operator
(compactness and contraction) for bimodal maps in the Epstein class. We will
study the contraction of the renormalization operator in hybrid classes using the
methods introduced by the cited authors for unimodal maps.

1.2 Outline of paper

In the section 1.1 we introduced the most important object in the paper: mul-
timodal maps of typen. These maps are maps obtained of compositions of
unimodal maps. Indeed, deep renormalizations of multimodal maps are multi-
modal maps of typen, so there are not loss of generality in restrict our study
for these maps. Furthermore, these maps have a nice structure: in particular,
we can define the combinatorial type of a renormalization, give explicit rules
to the compositions of combinatorial types and realize any combinatorial type
in sufficiently rich families. This is done in section 2. In section 3 we study
polynomials which are compositions of quadratic polynomials. In section 4 we
introduce polynomial like maps of typen, and we prove that these maps are
hybrid conjugated with compositions of quadratic polynomials. Moreover we
study compact subsets in the space of polynomial like maps. In section 5 we
define the complex version of renormalization and prove the ’small Julia set ev-
erywhere’ theorem, which implies, in particular, that infinitely renormalizable
polynomial like maps of typen with bounded combinatorics does not support
non trivial Beltrami fields in its Julia set. This result will be used in section 6,
where we prove that infinitely renormalizable real polynomials of typen with
same bounded combinatorial type are hybrid conjugated. As a corollary, we
obtain that the set of infinitely renormalizable real polynomials of typen with
combinatorial type bounded by a constantC is a Cantor set. In the section 7
we define the towers and use McMullen’s arguments to prove it rigidity. Here
we also prove that the critical points are deep points of the Julia set. The theory
of towers is quite similar to the unimodal case and it implies the contraction of
renormalization. Finally, in the section 7.2 we prove, using the McMullen’s the-
ory of dynamic inflexibility, the exponential contraction of the renormalization
operator. In the appendix we collect some results about fixed-point theory, a
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special kind of Riemann surface and quasiconformal theory.

2 Combinatorial results

Once we have defined infinitely renormalizable multimodal maps of typen, the
natural question is how much freedom we have to built them, and if we can find
them in arbitrary families of multimodal maps of typen. A satisfactory answer
is given in section 2.1. But, first of all, we need to study the combinatorics
of infinitely renormalizable maps. To be more precise, we will decompose
the combinatorics of infinitely renormalizable multimodal maps of typen in
basic components, and show how to combine these basic components in an
arbitrary way. If the reader is not interested in combinatorial aspects of the
renormalization, we recommend to jump to section 3.

Definition 2.1. Let f be a multimodal map of typen. Let( f1, ..., fn) be a decom-
position of f . Let x be a point in the domain of the extended mapF associated
with this decomposition. Theitinerary of x with respect to the decomposition
( f1, ..., fn) is the infinity word`0(x)`1(x) . . . `i (x) . . . , with `i (x) = L ,C, R
satisfying

`i (x) =






R if Fi (x) > cj , for some j;

C if Fi (x) = cj , for some j;

L if Fi (x) < cj , for some j.

(2)

Let (x, i ) be a point of In. The inner itinerary of (x, i ) is the finite word
`0(x, i )`2(x, i ) . . . `n−i (x, i ).

Let f be a multimodal map of typen. Order the critical points off , a1 <

. . . ak f , k f < 2n, and letv1, . . . , vm, m ≤ n be the critical values off . We
associate tof the structure< k f , ψ f , φ f >, whereψ f is the map of{i ∈
N : 1 ≤ i ≤ k f } into {i ∈ N : 1 ≤ i ≤ m} such thatψ f (i ) = j iff f (ai ) = v j .
Note thatψ f is defined up to a permutation in the critical values. The criticality
of f in ai is φ f (i ) (an even integer).

The definition of the structure< k f , ψ f , φ f > does not depend on the de-
compositions, but the same is not obvious for the inner itinerary of the critical
points of an extended map. However, as it is natural, these two combinatorial
informations are completely equivalents.

Lemma 2.1. Let f be a multimodal map of typen with n. Then the inner
itinerary of the critical points of the extended mapF depends only on the structure
< k f , ψ f , φ f >. In particular, the inner itinerary does not depend on the
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decomposition off . Furthermore,< k f , ψ f , φ f > can be determined by the
inner itinerary associated to a decomposition.

In an analogous way, the itinerary of an intervalJ ⊂ In is defined by

`i (J) =






R if Fi (J) > cj , for some j;

C if Fi (J) containscj , for some j;

L if Fi (J) < cj , for some j.

(3)

The inner itinerary ofJ ⊂ I × {i } is the finite word̀ 0(J) . . . `n−i (J).

Corollary 2.1. Let J be an interval inI , and f a multimodal map of typen.
Then the inner itinerary ofJ does not depend on the decomposition.

By the above corollary, ifJ is ak-periodic interval for some decomposition of
f thenJ is k-periodic for all decomposition. In particular the maximal interval
P1

0 does not depend on the decomposition and so do the renormalization off .
Again by the previous theorem, the order of the intervals in the orbit ofJ by an
extended mapF in then copies onI does not depend on the decomposition.

Corollary 2.2. The itinerary of the point inI ⊂ In with respect to an extended
mapF does not depend on the decomposition.

The signal of a finite wordω = `0 . . . `k, sgn(ω), will be 1, if there exists
an even number of lettersR in ω, or −1 otherwise. We will apply the signal
function only on words which do not contain the letterC (then we say that the
wordω is pure). Provide the set of finite pure words with the following order
≺, defined by

• Provide the set of words with length one with the order:L ≺ C ≺ R.

• If ω = `0 . . . `n andω̃ = ˜̀0 . . . ˜̀n are such that̀0 . . . ` j = ˜̀0 . . . ˜̀ j , but
` j +1 6= ˜̀ j +1, then

– ω ≺ ω̃ if sgn(`0 . . . ` j ) = 1 and` j +1 = L; or sgn(`0 . . . ` j ) = −1
and` j +1 = R.

– Otherwiseω̃ ≺ ω.

This is the usual order in the words with two symbols which occurs in the
study of unimodal maps (see, e.g, [dMvS]).

Lemma 2.2. Let x, y ∈ I . Assume that the pure itineraries`0(x) . . . ` j (x) and
`0(y) . . . ` j (y) are distinct. Thenx < y if `0(x) . . . ` j (x) ≺ `0(y) . . . ` j (y).
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Proof. The proof is easy. �

Let f and f̃ be multimodal maps of typen with decompositions( f1, . . . , fn)

and ( f̃1, . . . , f̃n). If ci (resp. c̃i ) is the critical point of fi (resp. f̃i ), define
vi = fn ◦ ∙ ∙ ∙ ◦ fi (ci ) (resp.ṽi = f̃n ◦ ∙ ∙ ∙ ◦ f̃i (c̃i ).

Lemma 2.3. Let f and f̃ be multimodal maps of typen with the same inner
itinerary and such thatvi < v j iff ṽi < ṽ j . Let H0, H1 : I → I be increasing
continuous functions such thatH1 ◦ f = f̃ ◦ H0. Then, fory ∈ I :

(1) H0( f −1(y)) = f̃ −1(H1(y)),

(2) For each pure word̀ 0 ∙ ∙ ∙ `n−1 there is at most one pointx ∈ f −1(y) such
that`i (x) = `i .

(3) There is a pointx ∈ f −1(y) with inner itinerary`0 ∙ ∙ ∙ `n−1 iff there is a
point x̃ ∈ f̃ −1(H1(y)) with the same itinerary. FurthermoreH0(x) = x̃.

Proof. The item 1 is obvious. To prove 2, leta1 < ∙ ∙ ∙ < ak be the critical
points of f andã1 < ∙ ∙ ∙ < ãk be the critical points of̃f . Notice thatH0(ai ) = ãi

andH1(v j ) = ṽ j . By lemma 2.1 the inner itineraries ofci andc̃i are the same.
Thus one gets thatf (ai ) = v j iff f̃ (ãi ) = ṽ j . If the interval[ai ,ai +1] contains
a preimage ofy thenv j = f (ai ) ≤ y ≤ f (ai +1) = vk. But this occurs iff
ṽ j ≤ H1(y) ≤ ṽk and so the interval[ãi , ãi +1] contains a preimage ofH1(y).
Since the points in(ai ,ai +1) and (ãi , ãi +1) have the same inner itinerary, the
proof is finished. �

Definition 2.2. Denote by< A,≺, Ac, π > thecombinatorial data (c.d.)which
contains

• A finite setA with Ac ⊂ A. The setAc is the set of ’critical points’ ofA.

• ≺ is a transitive, anti-reflexive and anti-symmetric relation underA such
that any point inA is comparable with an unique point inAc. Further-
more, the relation ’a is comparable with b on respect to≺’, a ∼ b, is an
equivalence relation. We will denote by[x] the equivalence class ofx with
respect to∼.

• π : A → A is a map with the following property: ifc is a critical point in
Ac then

– a ≺ b ≺ c impliesπ(a) ≺ π(b) ≺ π(c).
– c ≺ b ≺ a impliesπ(a) ≺ π(b) ≺ π(c).

• For anya ∈ A there existsc ∈ Ac so thatπ i (c) = a, for somei ≥ 0.
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Figure 1: In the upper part of the figure we represented a c.d.: the elements ofA
are represented by small discs and squares: the squares are the critical elements.
Two elements ofA are comparable if they are in the same segment. In this case
they respect the order in the real line. The elements are permuted as indicated
by the arrows. In the bottom part we see that this c.d. can be realized by a
multimodal map of type two.

A marked combinatorial data (m.c.d.)will be< A,≺, Ac, π, c > with c ∈ Ac.
Two m.c.d.< σ, c >,< σ̃ , c̃ > will be identified up to bijectionsφ : A → Ã
satisfying

(1) φ(Ac) = Ãc;

(2) For x, y ∈ A, x ≺ y iff φ(x)≺̃φ(y);

(3) π = φ−1 ◦ π̃ ◦ φ and

(4) φ(c) = c̃.

Such mapφ is called anisomorphismbetween m.c.d. Note that ifσ and σ̃ are
two m.c.d. andπ is transitive (if x, y ∈ A thenπ i (x) = y, for somei ) then
there is at most one isomorphism betweenσ and σ̃ . A m.c.d. isessentialif for
any pair a ≺ b there isi ≥ 0 so thatπ i (a) � d � π i (b), for somed ∈ Ac.
Clearly if any point inAc is periodic thenσ is essential.

Remark 2.1. We can associate two maps to a m.c.d.σ : the first entry map to
the critical set5 : A → Ac defined by5(x) = π i (x), wherei ≥ 0 is minimal
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such thatπ i (x) ∈ Ac; and thefirst return to the critical set, defined by5 ◦ π .

Remark 2.2. Letσ =< A,≺, Ac, π > be a m.c.d. andx ∈ A. The itinerary of
x will be the periodic word̀ 0`1 . . . `n . . . satisfying

`i =






R if π i (x) ≺ c, for somec ∈ Ac;

C if π i (x) ∈ Ac;

L if c ≺ π i (x), for somec ∈ Ac.

(4)

Definition 2.3. Let f be a multimodal map of typen and consider an extended
mapF induced by a decomposition( f1, . . . , fn) of F . If P is a periodic interval
for F of period k, then we can associate the following m.c.d.σ =< A,≺
, Ac, π, c >

• A = {Fi (P) : 0 ≤ i < k}.

• Ac = {Fi (P) : c ∈ Fi (P) for some critical pointc of F }. Moreoverc =
P.

• For Fi (P) ≺ F j (P), if i = j modn and Fi (P) < F j (P) in the usual
order in the real line.

• π : A → A is defined byπ(Fi (P)) = Fi +1 modn(P).

Note thatπ is transitive. Furthermore theσ does not depend on the decom-
position (up to isomorphism between m.c.d).σ = σ(P, f ) will be called the
combinatorial typeof the periodic intervalP. If P is the restrictive interval of
the renormalizationR f thenσ is the combinatorial type of the renormalization
of f .

We can define in an analogous way the combinatorial type of a critically finite
multimodal map.

Here it is easy to see why we must mark a critical point: for instance, letf
be a multimodal map of type 2 which is renormalizable and let( f1, f2) be a
decomposition of it. So the c.d associated tof is a combinatorial information
about the extended mapF : I2 → I2 associated to this decomposition. If we
mark one of the critical points we obtain the m.c.d. off1 ◦ f2; if we mark the
other critical point, we obtain the m.c.d. off2 ◦ f1.

The set ofn-admissiblecombinatorial types6n is the set of m.c.d.σ which
can be realized by critically finite multimodal map of typen or the set of m.c.d.σ
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such that #{[x] : x ∈ Aσ } = #Ac
σ = n. Denote by6n

k the subset ofn-admissible
transitive combinatorial types with period bounded byk (#Aσ ≤ kn).

If F is an extended map andx is a point (or an interval) inIn with a pure
itineraryω = `0 ∙ ∙ ∙ `k, thensgn(ω) says if Fk+1 preserves (sgn(ω) = 1) or
reverses (sgn(ω) = −1) the orientation inx. Let σ =< A,≺, Ac, π, c > be
a transitive m.c.d. andx ∈ A. Let i ≥ 0 be minimal so thatπ−i (x) ∈ π(Ac).
Definesgn(σ )(x) = sgn(`0(π

−i (x)) ∙ ∙ ∙ `i −1(π
−i (x))).

Definition 2.4. Let σ1 =< A1,≺1, Ac
1, π1, c1 >, σ2 =< A2,≺2, Ac

2, π2, c2 >

be m.c.d. such thatπ1 is transitive and#Ac
1 = #Ac

2. Theproductbetweenσ1

andσ2 will be the m.c.d.σ = σ2 ∗ σ1 =< A,≺, Ac, π, c > defined by

• A = {(x, y) : 51(x) = (51 ◦ π1)
i c1 and y ∈ [π i

2c2], for some i}. More-
overc = (c1, c2).

• (x, y) ≺ (x̃, ỹ) in the following cases:

– x ≺1 x̃;

– x = x̃, y ≺2 ỹ andsgn(σ1)(x) = 1;

– x = x̃, ỹ ≺2 y andsgn(σ1)(x) = −1.

• Ac = {(c, c̃) ∈ A: c ∈ Ac
1, c̃ ∈ Ac

2}.

• π is defined by

π(x, y) =

{
(π1(x), y) if x ∈ A1 \ Ac

1,

(π1(x), π2(y)) if x ∈ Ac
1.

(5)

Note that#Ac = #Ac
1 = #Ac

2. A m.c.d. σ is primitive if σ does not have a
non trivial decompositionσ = σ2 ∗ σ1. Non trivial means#Ac

1 < #A1 and
#Ac

2 < #A2

Remark 2.3. We are primarily interested in to define the∗-product whenπ1 is
transitive, but we can give a more general definition when#{(5 ◦ π)i (c1) : i ∈
N} = #Ac

2.

Proposition 2.1.The following holds:

• Let f be a multimodal map of typen with a periodic internalP. The
combinatorial type ofP is primitive if and only ifP is the periodic interval
associated with the first renormalization off .
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• Let f be a renormalizable multimodal map of typen which ism times
renormalizable andRm f = APm ◦ f Nm ◦ A−1

Pm. Then the order in the real
line of the intervals of disjoint interior in the family{ f j (Pm) : j < Nm}
are determined byσm ∗ ∙ ∙ ∙ ∗ σ1, whereσi is the combinatorial type of the
ith renormalization.

• Letσ1, ...,σk be an arbitrary sequence of primitive, transitive n-admissible
m.c.d.. If f is a critically finite multimodal map of typen with combina-
torial typeσ = σk ∗ ∙ ∙ ∙ ∗ σ1, then f is k times renormalizable, and the
(i-1)th renormalization off is critically finite with combinatorial typeσi .

Proof. The arguments in the proofs of these three statements are quite similar.
It is sufficient to prove that ifσ1 andσ2 aren-admissible m.c.d., whereσ1 is
transitive, then any critically finite multimodal map of typen with combinatorial
typeσ2 ∗σ1 has a restrictive intervalP of combinatorial typeσ1. Moreover, ifm
is the period ofP then f m restrict toP is critically finite with combinatorial type
σ2. Indeed, letF be an extended map forf . Consider the representation ofσ
given by the definition of∗-product. ThenAσ ⊂ {(x, y) : x ∈ Aσ1 andy ∈ Aσ2}.
In other appropriate representation,Aσ = {Fi c: c is a critical point ofF}. Let
φ be the unique isomorphism between the first representation and the second
one. Forx ∈ A1, let Px be the minimal interval inIn which contains all points
in φ({(x, y) : (x, y) ∈ Aσ }). ThenPc1 is a periodic interval forf with combina-
torial typeσ1. We leave the proof of thatf m restricted toPc1 has combinatorial
typeσ2 to the reader. �

2.1 Full families

Now we will prove that, in quite natural families of multimodal maps, we can
find infinitely renormalizable maps with arbitrary combinatorics. We will follow
the steps of the generalization of the Milnor-Thurston theory for unimodal maps
to multimodal maps introduced by de Melo and van Strien (see [dMvS]). The
main difference is that de Melo-van Strien deal with families where the number
of critical points is constant. In our families. of multimodal maps (see below),
the number of critical points goes of 1 to 2n − 1.

Definition 2.5. A good family fλ of multimodal maps is a family of multimodal
maps such thatfλ = fn(λ, ∙ ) ◦ ∙ ∙ ∙ ◦ f1(λ, ∙ ), where theC2-smooth functions
fi : 3× I → I , with3 ⊂ Rn, satisfies
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• fi (λ, ∙ ) : I → I is an unimodal map such that zero is its critical point.
Moreover, zero is a non-flat critical point: around0, we can write fi =
φ(|x|`i ), whereφ is a diffeomorphism and̀i > 1.

• The function( f1(∙ , 0), . . . , fn(∙ , 0)) : 3 → I n is a homeomorphism.

Let σ =< A,≺, Ac, c >. Denote byλ = λ(v1, . . . , vn) be the parameter
λ ∈ 3 such that( f1(λ, 0), . . . , fn(λ, 0)) = (v1, . . . , vn). Letc1 = c, and define
inductivelyci +1 ∈ Ac as the unique critical point such thatci +1 ∈ [π(ci )]. For
ci ∈ [a] define

f −1
[a],`,λ = gi,`,λ

Here` = R or L and gi,L ,λ (resp. gi,R,λ) is the orientation preserving (resp.
orientation reversing) inverse branch offi (λ, ∙ ). Consider the set

Kσ = {x ∈ [−1, 1]A : if a1,a2 ∈ A and a1 ≺ a2

then xa1 ≤ xa2; if a ∈ Ac, xa = 0}

As a subset ofRA, Kσ is a compact convex set. Note thatx ∈ ∂Kσ iff xa1 = xa2,
with [a1] = [a2], a1 6= a2. Furthermore, ifx ∈ Kσ

dist(x, ∂Kσ ) ≤ Cd(x, ∂Kσ ) : = min[a]=[b],a6=b|xa − xb|

Heredist is the usual metric defined with a norm inRA. DefineT : int Kσ →
int Kσ asT(x) = y wherey satisfies:

ya = f −1
[a],`0(a),λ

(xπ(a))

Hereλ = λ(xπ(c1), . . . , xπ(cn)). The mapT is theThurston map associated to
the family fλ.

Lemma 2.4. If x → ∂Kσ then

|T(x)− x|

dist(x, ∂Kσ )
→ ∞

Proof. The proof is exactly the proof of lemma 4.1 in pg. 126 of [dMvS]. We
will omit the details. The argument is by contradiction. Assume that

|T(x)− x|

d(x, ∂Kσ )
≤ K (6)

Denotey = T(x). Using the argument as in [dMvS], we can prove
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(1) For[a] = [b]:

|xπ(a) − xπ(b)| ≥ |yπ(a) − yπ(b)| − 2Kd(x, ∂Kσ )

(2) We also have, for[a] = [b]:

|xπ(a) − xπ(b)| ≤ C|ya − yb|

It follows
|yπ(a) − yπ(b)| ≤ C|ya − yb| + 2Kd(x, ∂Kσ )

Apply this inequality recursively to obtain

|yπs(a) − yπs(b)| ≤ Cs|ya − yb| + Ksd(x, ∂Kσ )

Selecta andb such thatd(y, ∂Kσ ) = |ya − yb| ands such that there is a critical
pointc ∈ Ac such thatπs(xa) � c � πs(xb). Then

Csd(y, ∂Kσ ) ≥ |yc − yπ(a)| − Ksd(x, ∂Kσ )

Becaused(x, ∂Kσ ), d(y, ∂Kσ ) → 0 and sinceyc = 0 is a critical point to the
extended mapFλ, one gets

|yc − yπ(a)|

|xπ(c) − xπ2(a)|
→ ∞

But
d(y, ∂Kσ )

d(x, ∂Kσ )
≥

1

Cs

|yc − yπ(a)|

|xπ(c) − xπ2(a)|
−

Ks

Cs
→ ∞

Which is a contradiction with (6). �

Proposition 2.2.Letσ be an-admissible essential m.c.d.. Then any good family
contains a critically finite multimodal map of typen with combinatorial typeσ .

Proof. By de Melo-van Strien fixed point theorem (see the appendix), there
exists a fixed point to the Thurston operatorT associated to a good familyfλ
and the essential combinatorial typeσ . �

Corollary 2.3. Let fλ be a good family. Given an infinity sequence of primitive,
transitive m.c.d.(σ1, σ2, . . . ), there existsλ ∈ 3 such that fλ is an infinitely
renormalizable map with this combinatorial type.
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Proof. By Proposition 2.2, there exists a parameterλn such thatfλn is critically
finite with combinatoricsσn ∗ σn−1 ∗ ∙ ∙ ∙ ∗ σ1. Let nk be a subsequence such that
λnk → λ∞, for someλ∞ ∈ 3. Then fλ∞ is infinitely renormalizable with
combinatorics(σ1, σ2, . . . ). Indeed, this is consequence of the following fact:
for all j > 0 there existε = ε( j ) > 0 andn0 = n0( j ) such that| f i

n(0)| ≥ ε, for
i ≤ j , n > n0 (use that the critical point is non-flat). �

3 Spaces of polynomials

3.1 Polynomials of type n

Consider the polynomials of degree 2n such that the dominant coefficient is 1
and 0 is a critical point of it. This space can be identified with the(2n − 1)-
dimensional spacePn of free coefficients. We say thatp ∈ Pn is apolynomial
of type n if p = Pan ◦ ∙ ∙ ∙ ◦ Pa1, with Pa(z) = z2 + a. Denote this setPoln.

Proposition 3.1. Poln is a complex submanifold ofPn with global parameteri-
zation

(a1, . . . , an) → Pan ◦ ∙ ∙ ∙ ◦ Pa1

Proof. The following statement, proved by induction, is sufficient to prove
the lemma: Let

∑
i ≤2n bi xi = Pan ◦ ∙ ∙ ∙ ◦ Pa1: if i > 2n − 2 j then bi =

Vi (a1, . . . , aj −1). If i = 2n − 2 j thenbi = Cj aj + Vi (a1, . . . , aj −1), whereVi

are multi-variable polynomials andCj 6= 0. �

Theconnectivity locusof a family fλ, λ ∈ 3, of polynomial (or polynomial-
like) maps is the set of parametersλ such that the filled-in Julia set offλ is
connected. The following result are contained in the stronger results about cen-
tered monic polynomials proved by Branner and Hubbard ([BH]). But in our
setting the proof is easy:

Proposition 3.2. The connectivity locusCn of Poln is compact. Moreover all
the connected filled-in Julia sets are contained in an uniform neighborhood of
zero.

Proof. We claim that the connectivity locus is contained in the set{Pan ◦ ∙ ∙ ∙ ◦
Pa1 : |ai | < 4}. Indeed, take a polynomialF = Pan ◦ ∙ ∙ ∙ ◦ Pa1 in An outside
this set. LetaM such that|aM | = max{|a1|, . . . , |an|}. Consider a critical
point c such thatPaM ◦ PaM−1 ◦ ∙ ∙ ∙ ◦ Pa1(c) = aM . We claim thatFn(c) goes
to infinity. This is consequence of a straightforward fact: ifb is such that
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|b| ≥ max{4, |a1|, . . . , |an|} then|b2+ai | ≥ 2|b| for all i . Let F = Pan ◦∙ ∙ ∙◦Pa1

be a polynomial. Takeb like above. Then, using the fact above,K (F) ⊂ B|b|(0).
In particular, in the connectivity locus the Julia sets are in a fixed neighborhood
of zero. Now is easy to see that the connectivity locus is closed. �

Proposition 3.3. For any N > 1 there existsδ(N) with the following property:
Considerp ∈ Cn and suppose that there existsz such thatz, pN(z) ∈ Bδ. Then
B2δ is contained in a periodic component ofK (p) which contains a periodic
attractor.

Proof. Let P = Pan◦∙ ∙ ∙◦Pa1 be a polynomial of typen inC. In particular|ai | ≤
4. Then for anyδ andN there existsC1 = C(N, δ) such that|D(pN)(p(z))| ≤
C1 for all z ∈ Bδ, p ∈ C. Furthermore there exists a constantC2 = C2(δ) such
that|p′(z)| ≤ C2|z|. Suppose thatz0, pN(z0) ∈ Bδ. Forz ∈ B2δ, we obtain

|pN(z)| ≤ |pN(z)− pN(z0)| + |pN(z0)| ≤ (2C1(2δ, N − 1)C2(2δ)δ + 1)δ

Thus if δ is small enough, then the mappN : B2δ → B2δ is a strict contraction,
and the lemma follows. �

Corollary 3.1. There exists a constantC so that for anyp ∈ Cn

1/C ≤ diamK(p) ≤ C.

4 Polynomial like maps

We say thatf : U → V , whereU andV are simply connected domains such that
U is compactly contained inV , is apolynomial like map if f is a holomorphic
ramified covering. The filled-in Julia setK ( f ) of f is the set of points in
U for which all iterates of f are defined. We assume that the McMullen’s
topology in the space of polynomial-like maps (see [McM1]) is familiar to the
reader. Sometimes it is useful work withgermsof polynomial like maps: two
polynomial like mapsfi : Ui → Vi , i = 1, 2 define the same germ if

• The filled-in Julia setsK ( f1) andK ( f2) are equal,

• the mapsf1 and f2 are equal in a neighborhood ofK ( f1).
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4.1 Hybrid class

We say that two polynomial like mapsf andg arehybrid conjugated if there
exists a quasiconformal mapφ defined in a neighborhood of the filled-in Julia
set of f and with values in a neighborhood of the filled-in Julia set ofg such that
φ ◦ f = g ◦ φ and∂φ = 0 in K ( f ). Now it is a classic result in the complex
dynamics the theorem of Douady and Hubbard ([DH]) which asserts that any
polynomial like map is hybrid conjugated with a polynomial. Moreover ifK ( f )
is connected then this polynomial is unique up conjugations by affine maps.

The following easy modification of the result of Douady and Hubbard will
be a useful tool in the study of the polynomial like contrapart of the concept of
multimodal map of typen.

Proposition 4.1 (Straightening lemma).Let f : U1 → Un+1 be a polynomial
like map, which has the formf = fn ◦ ∙ ∙ ∙ ◦ f1, where fi : Ui → Ui +1 are
ramified coverings of degreeNi andUi are simply connected. Assume that the
critical values of f are contained inU1. Then f is hybrid conjugated with a
polynomial in the formPn ◦ ∙ ∙ ∙ ◦ P1, wherePi is a polynomial of degreeNi .

Proof. First of all, we can assume, using the uniformization Riemann mapping,
thatUi = D0(ri ) = {x : |x| < ri }, for i > 1, andU1 ⊂ U2 ⊂ U3 ∙ ∙ ∙ ⊂ Un+1.
Assume that the diameter ofUn+1 is very big. Hencefi : Ui → Ui +1 are
polynomial like maps. We will obtain quasiregular extensionsf̃i of fi and f̃
of f whose arecompatible: f̃ = f̃n ◦ ∙ ∙ ∙ ◦ f̃1. Chooseε small and define
An+1 := Ãn+1 := {z ∈ C : rn+1 − ε ≤ |z| ≤ rn+1} andhn+1 = id. Suppose that
we had definedhi : Ai → Ãi , whereAi is a very fine ring such that the external
boundary ofAi is exactly the boundary ofUi , Ãi is the pre-image ofAn+1 by
xNn Nn−1...Ni andhi is an analytic homeomorphism. DefineAi −1 = f −1

i −1(Ai ) and
hi −1 as an analytic homeomorphism such that the following diagram commute

Ai −1
hi −1

−−−→ Ãi −1

fi −1



y



yxNi −1

Ai −−−→
hi

Ãi

(7)

Let H be a quasiconformal map which glues the mapshi , extending the map
to identity outsideUn+1. Now, we are able to define the quasiregular extensions

f̃i (x) =

{
fi (x) x ∈ Ui ,

H−1 ◦ QNi ◦ H(x) in other case.
(8)
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f̃ (x) =

{
f (x) x ∈ U1,

H−1 ◦ QNn...N1 ◦ H(x) in other case.
(9)

Here Qn(x) : = xn. It is easy to see that these extensions are compatible.
Make the pullback of the trivial Beltrami field outsideUn+1 by the quasiregular
mapping f̃ . We obtain an invariant Beltrami fieldμ for f̃ (defining the field
trivial on K ( f )). Defineμi = ( f̃n ◦ ∙ ∙ ∙ ◦ f̃i )∗μ. These Beltrami fields are
trivial in a neighborhood of infinity. LetLi be the quasiconformal map so that
∂Li

∂Li
= μi , Li (0) = 0, Li (∞) = ∞, L ′

i (∞) = 1. DefineLn+1 = L1. Then

Pi = Li +1◦ f̃i ◦L−1
i are polynomials. MoreoverPn◦ Pn−1 ∙ ∙ ∙◦ P1 = L−1

1 ◦ f̃ ◦L1

is hybrid conjugated tof . �

h1

h2

h3

f1

f2

xN1

xN2

Figure 2

Now we are going to define the polynomial like analogous to the concept of
multimodal map of typen:

Definition 4.1. We say thatf : U → V is apolynomial like map of typen if there
exist simply connected domainsU = U1, . . . ,Un,Un+1 = V and holomorphic
maps fi : Ui → Ui +1, 1 ≤ i ≤ n satisfying

• fi : Ui → Ui +1 is a ramified covering map of degree two,

• f = fn ◦ ∙ ∙ ∙ ◦ f1.

By the straightening lemma, any polynomial like map of typen is hybrid
conjugated with a polynomial in the formPan ◦∙ ∙ ∙◦Pa1, wherePa(x) : = x2+a.

Remark 4.1. Note that we can assume, by the Riemann mapping lemma, that
U2, . . . ,Un−1 are equal toD.

We say that a polynomial like mapf : U0 → Un of type n is real if there
exists a decomposition( f1, . . . , fn), fi : Ui → Ui +1, satisfying:
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• The domainsUi are symmetric which respect to the real axis andI ⊂ Ui ,

• The maps fi preserves the intervalI . Furthermore fi : I → I is an
unimodal map such that( f1, . . . , fn) is a decomposition for the multimodal
map of typen f : I → I .

4.2 External class

Let f : U → V be a polynomial like map of degreed and connected filled-in
Julia set. Considerφ : C− K ( f ) → C−D be the Riemann mapping such that
φ(∞) = ∞. Then the mapg = φ ◦ f ◦φ−1 : φ(U − K ( f )) → φ(V − K ( f )) is
defined in an open setA−D, whereA is a neighborhood of∂D. We can invertg
along∂D to obtain a holomorphic mapg : Ũ → Ṽ defined in a neighborhood of
S1. HereŨ is the unionof φ(U − K ( f )) with its inversion alongS1. It is easy
to see thatg is an expanding map of degreed. The mapg is called theexternal
map of f . Note thatg is defined up to affine conjugacies. Indeed, the external
map can be defined whenK ( f ) is not connected, but this will not be used here.

Proposition 4.2.Let AandB be neighborhoods ofS1 andh : A−D → B−D be
a homeomorphism which commutes withxd. Thenh has a continuous extension
to A − D such thath(z) = αz in S1, withαd−1 = 1.

Proof. Let
AR = {z ∈ C : 1< |z| < R}

and
BR = {z ∈ C : z = x + y ∙ i, with x, y ∈ R, 0< |z| < lnR}

DenoteQ(z) = zd and defineQ̃ : BR → BRd by Q̃(z) = d ∙ z andμ(z) = e2πz.
The diagram

BR
Q̃

−−−→ BRd

μ



y



yμ

AR −−−→
Q

ARd

(10)

commutes. Fix an arbitraryR > 1 and assume, without loss of generality, that
the domain ofh is Ar , for somer < R andB −D is contained inAR. Consider
the fundamental annulusA = Q−2(ARd − AR) and a compact set̃A ⊂ BR such
thatμ( Ã) = A. Then for any point̃z ∈ μ−1(Q−2(ARd)), there existj, i ∈ N
such thatT̃ i (z̃)+ j ∈ Ã.
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Select a homeomorphism̃h such thatμ ◦ h̃ = h ◦ μ. The transformatioñh is
defined in the open set̃A∩ AR and with values iñB∩ AR, whereÃ = μ−1(A−D)
and B̃ = μ−1(B − D). Sinceh ◦ T = T ◦ h, one gets

h̃ ◦ T̃ = T̃ ◦ h̃ + k (11)

For somek ∈ N and for points inAr 1/d . Since

(h̃ + j ) ◦ T̃ = T̃ ◦ (h̃ + j )+ k + j ∙ (d − 1) (12)

we can assume, replacingh̃ by an appropriate translation ofh̃ by an integer, that
0 ≤ k < d − 1. Apply the equation 11 recursively to obtain

h̃ ◦ T̃−i = T̃−i ◦ h̃ − k ∙ d−i ∙
di − 1

d − 1
,

for j > 0 and points inAr 1/d . Let

D = supz∈ÃdistBR(h(z), z −
k

d − 1
) (13)

Then for anyx̃ ∈ μ−1(Q−2(ARd), selecti, j such thatx = T̃−i (z) − j , with
z ∈ Ã. If x̃ ∈ Ã then

distBR

(
h̃(x̃), x̃ −

k

d − 1

)

= distBR

(
h̃(T̃−i (z)− j ), T̃−i (z)− j −

k

d − 1

)

= distBR

(
d−i ∙ h̃(z)− k ∙ d−i ∙

di − 1

d − 1
− j, d−i ∙ z − j −

k

d − 1

)

= distBR

(
d−i ∙ (h̃(z)− k ∙

di − 1

d − 1
− j ∙ di ), d−i ∙ (z − k ∙

di

d − 1
− j ∙ di )

)

≤ distBR

(
h̃(z)+

k

d − 1
− k ∙

di

d − 1
− j ∙ di , z − k ∙

di

d − 1
− j ∙ di

)

= distBR

(
h̃(z), z −

k

d − 1

)
≤ D,

The above proof is a variation of the Douady and Hubbard’s proof([DH]) when
k = 0. SodistAR(h(x), α ∙ x) ≤ D, for μ(x̃) = x, becauseμ : BR → AR

is a local isometry. Henceα ∙ x − h(x) → 0 in the Euclidean topology, when
x → S1, sinceρAR ≥ C 1

dist(x,S1)
near toS1. �
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The above statement was proved by M. Lyubich([L1]) whend = 2. We will
denote[h] = α. Notice [h1 ◦ h2] = [h1] ∙ [h2], for two homeomorphismshi

which commutes toxd.

Definition 4.2. Let f : U → V and g : Ũ → Ṽ be polynomial-like maps.
Let h1 : U − K ( f ) → Ũ − K (g) and h2 : U − K ( f ) → Ũ − K (g) be two
homeomorphisms such thatg = hi ◦ f ◦h−1

i . Thenh1 ◦h−1
2 is an automorphism

of f in U − K ( f ). Choose a homeomorphismsφ : U − K ( f ) → A(1, r ) such
thatφ ◦ f = T ◦ φ, with T(x) = xd andd = deg f. Thenφ ◦ h1 ◦ h−1

2 ◦ φ−1

is an automorphism ofT . Define

[ f, g; h1, h2] = [φ ◦ ψ ◦ φ−1]

Observe that[ f, g; h1, h2] is well defined, since ifφ1 andφ2 are two conjugacies
betweenf andT then

[φ1 ◦ ψ ◦ φ−1
1 ] = [φ1 ◦ φ−1

2 ] ∙ [φ2 ◦ ψ ◦ φ−1
2 ] ∙ [(φ1 ◦ φ−1

2 )−1] = [φ2 ◦ ψ ◦ φ−1
2 ]

The number[ f, g; h1, h2] was introduced by Douady and Hubbard([DH]) to
study when it is possible to glue conjugacies:

Corollary 4.1 (Gluing conjugacies:[DH]). Let f and g be polynomial like
maps, leth1 : Vf → Vg andh2 : Vf − K ( f ) → Vg − K (g) be conjugacies. If
[ f, g; h1, h2] = 1 then there exists a conjugacyh : Vf → Vg such that

• The maph coincides withh1 in K ( f ).

• The maph coincides withh2 in Vf − K ( f ).

Corollary 4.2. Let f : U → V and g : Ũ → Ṽ be polynomial like maps with
the same hybrid and external class. If there is an external equivalenceh1 and
a hybrid equivalenceh2 such that[ f, g, h1, h2] = 1, then f and g are affine
conjugated.

4.3 Compact sets

In a neighborhood of the locus of connectivity of polynomials of typen, select a
holomorphic moving fundamental annulusAp. This means that for eachp ∈ Cn

there exist a neighborhood3 of p and a mapψ : 3× Ap → C such that

• For eachp̃ ∈ 3, ψ( p̃, Ap) = Ap̃.

• For each pointz in the annulusAp, ψ(∙, z) is a holomorphic function.
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• If Up andVp are respectively bounded simply connected domains whose
boundaries are the internal and external boundaries of the annulus
ψ(p, Ap), thenp : Up → Vp is a polynomial-like map.

To find suchφ, let C be a large circle centered in zero which contains all the
Julia sets for polynomials of typen contained in the locus of connectivity. Then,
for p near toC, p−1(C) is a Jordan curve contained in the disc whose boundary
is C. We obtain a polynomial-like representation forp. Furthermore the set
C ∪ p−1(C) moves holomorphically in a neighborhood ofp. Let ψ be this
holomorphic motion. This holomorphic motion can be extended for all points
in C. Then we defineAp̃ as the annulus delimited byC and p̃−1(C). We will
fix this holomorphic moving annulus on the polynomials of typen in the rest of
this paper.

Definition 4.3. We say f : U → V , a polynomial like map of typen with
connected Julia set, belongs toPn(C) if there are aC-quasiconformal map
φ : C → C and p ∈ Cn such that

• φ(Vp − Up) = V − U ,

• φ ◦ p = f ◦ φ in Up.

Proposition 4.3.The setPn(C) is compact up to affine conjugacies.

Proof. Let fi be a sequence inPn(C). Replacingfi by a polynomial like map
which is affine conjugated to it, we can assumediamK( fi ) = 1. Consider
C-quasiconformal mapsφi and polynomial mapspi as in definition 4.3. Since
Cn is compact, select a subsequence, if necessary, such thatpi → p ∈ Cn.
Since the Julia set ofp ∈ Cn has the diameter away of infinity and zero, and
φi (K ( fi )) = K (pi ), selecting a subsequence we can assume thatφi converges
to aC-quasiconformal map. It is not difficult to see thatφ ◦ p◦φ−1 is an analytic
map inφ(Vp − Up). �

For a setK ⊂ C, denoteδ-K := {z ∈ C : dist(z, K ) < δ diam K}.

Corollary 4.3. For any δ > 0 there existsn = n(C, δ) so that if f : U → V
belongs toPn(C) then f −n(V) ⊂ δ-K ( f ).

Proof. Easy. �
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Lemma 4.1 ([McM2]). Let f : U → V be a polynomial like map with connected
filled-in Julia set andε-K ( f ) ⊂ V . Then the germ off has a representation
f : Ũ → Ṽ such that:

• The boundaries of̃U and Ṽ areC(ε)-quasicircles,

• diamṼ ≤ C̃(ε)diamK( f ),

• mod(Ṽ − Ũ ) ≥ m(ε).

When p is a polynomial of typen with connected Julia set, we can select
a polynomial like restrictionp : Ũ0 → Ũn with the above properties in the
following way: Letφ : C − K ( f ) → C − D be the Riemann map such that
φ(∞) = ∞. We have

φ ◦ p(x) = (φ(x))d

for x ∈ C− K (p) andd = deg p. LetDr = {z ∈ C : |z| ≥ r }. Define

U0 = φ−1(Dexp m
d−1

− D) ∪ K (p) andUn = φ−1(Dexp dm
d−1

− D) ∪ K (p)

Thenmod (Un+1 − U0) = m. It is easy to prove that∂Ũ0 and∂Ũn areC(m)-
quasicircles. To prove thatdiamŨn ≤ C̃(m)diam K(p), recall that the diameter
of K (p) is bounded above and below, by lemma 3.1. So it is sufficient to
prove thatdiam Un+1 ≤ C(m). Indeed, consider the Green functionG(x) =
log |φ(x)|. SinceC is compact, for anyε > 0 there existsRε such that for
|z| ≥ Rε and p ∈ C one have

1

d
log(1 − ε)+ log |z| ≤ G(x)

(e.g., see the proof of Theorem 2.1 in [FS]), which clearly impliesdiam Un+1 ≤
C(m), sinceG(∂Un+1) = dm/(d − 1). The advantage of this polynomial like
restriction is that the annulusUn+1 − K ( f ) andU0 − K ( f ) are invariant by the
external automorphisms

φ−1 ◦ Rα ◦ φ : C− K ( f ) → C− K ( f )

whereRα(x) = αx andαd−1 = 1.
Denote byPn(C, C̃,m) the set of polynomials like maps of typen which

admits a decompositionf = fn ◦ ∙ ∙ ∙ ◦ f1 : U1 → Un+1, fi : Ui → Ui +1, such
that

• The filled-in Julia setK ( f ) is connected;
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• The boundaries ofUi are eitherC-quasicircles, fori = 1, n + 1, or the
unit disc, otherwise;

• diamUn+1 ≤ C̃diamK( f );

• mod(Un+1 − U1) ≥ m;

• The critical point of fi is 0.

Proposition 4.4. Let f : U1 → Un and f̃ : Ũ1 → Ũn be polynomial like maps
in of typen which belongsPn(C, C̃,m) which are conjugated by a one-to-one
continuous maph0 in a neighborhood of their filled-in Julia sets. Then there
exists a one-to-one continuous maph1 : C → C between f and f̃ with the
following properties:

• The maph1 is a conjugacy: f̃ ◦ h1 = h1 ◦ f in U1

• h1(Un − U1) = Ũn − Ũ1.

• h1 = h0 in K ( f ).

• h1 is C(C, C̃,m)-quasiconformal inC− K ( f ).

In particular, if h0 is a hybrid conjugacy thenh1 is a hybrid conjugacy.

Proof. Assume thatdiamK( f ) = diamK( f̃ ) = 1. Note that, since the
boundary ofUi is a quasicircle, the mapfi has a quasiregular extension in a
neighborhoodof Ui . Indeed, letαi : C → C be aC(C1)-quasiconformal map
which is conformal inD and mapsD in Ui . Thenα−1

i +1 ◦ fi ◦ αi : D → D
extends to a rational mapgi which is a expansive map of degree 2 inS1. Hence
αi +1 ◦ fi ◦α

−1
i : C → C is a regular map of degree two in a neighborhoodof Ui .

The same can be done for̃fi . Letφn : C → C be aCn(C)-quasiconformal map
which mapsUn in Ũn. Since fn(0) and f̃n(0) are contained in the Julia sets off
and f̃ , these points are at a definitive Euclidean distance of∂Un+1 and∂Ũn+1.
Thus, by lemma 8.5, we can assume thatφn( fn(0)) = f̃n(0).

We will prove, by induction, that there areCi (C,m)-quasiconformal maps
φi : Ui → Ũi , such that

• φi +1 ◦ fi = f̃i ◦ φ−1
i in ∂Ui .

• φi ( fi (0)) = f̃i (0).
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Let φi −1 : Ui −1 → Ũi −1 be a lift ofφi (in other words:φi ◦ fi −1 = f̃i −1 ◦ φ−1
i −1),

which has the same quasiconformality thanφi . Because the critical values off
does not interceptUn+1 −U1, and the modulus of this annulus is bounded below,
fi −1(0) is at a bounded distance of 0 in the hyperbolic metric onUi −1. Since the
same can be said aboutf̃i −1(0), by lemma 8.5, if necessary modifyφi −1 such
that φi −1( fi −1(0)) = f̃n−1(0), and additionally the newφi −1 is Ci −1(C,m)-
quasiconformal. In particularφn ◦ f = f̃ ◦ φ0 in ∂U0. By lemma 5.3.1 in
[GS], we can find aC(C,m,M)-quasiconformal mapH : C → C such that
(1) H is equal toφn+1 outsideUn+1 (2) H is equal toφ1 in U1. HenceH is a

quasiconformal map whichmapsUn+1 − U1 in Ũn+1 − Ũ1 and conjugatesf and
f̃ in the boundary of this fundamental annulus. Now, with the usual pullback
argument, construct aC(C,m,M)-quasiconformal conjugacyH betweenf and
f̃ in Un+1 − K ( f ) in Ũn+1 − K ( f̃ ) such thatf (Un+1 − U1) = Ũn+1 − Ũ1. For
the last step, to obtain a conjugacy which extends toK ( f ), the result follows
of the particular case wheñf is a polynomial and the annulus̃Un+1 − Ũ1 is
invariant by the external automorphisms off̃ . Select an external automorphism
R: C− K ( f̃ ) → C− K ( f̃ ) so that[h, R ◦ H ; f, f̃ ] = 1. Thus the conjugacy
h0 in K ( f ) glues with the external conjugacyR◦ H and the new maph1 has the
same quasiconformality ofH outsideK ( f ). �

5 Renormalization

5.1 Infinitely renormalizable polynomials

Here we will work with a more natural parameterization of polynomial of type
n. We will consider the family of polynomials in the formf = fa1 ◦ ∙ ∙ ∙ ◦ fan ,
where fa(x) = −2ax2 + 2a − 1, a ∈ C. Note thatα f (1/α) belongs toPoln,
with

α2n−1 = −22n−1a1a
2
2a4

3 . . . a
2n−1

n .

For eachf in this family there is at most 2n − 1 polynomials inPoln affine
conjugated to it. Furthermore, ifai ∈ R then there is exactly a real map inPoln
which is affine conjugated tof . Because the results of section 2.1, there is, for
each combinatorial typeσ = (σ1, σ2, . . . ), at least one infinitely renormalizable
multimodal map of typen in this family which has typeσ . Denote the set of
infinitely renormalizable real polynomials of typen by Pol∞n and the subset of
Pol∞n with C-bounded combinatorics byPol∞n (C). Denote byF the extended
map associated to a decomposition in quadratic polynomials( fa1, . . . , fan). The
bounded geometry of the postcritical set off ∈ Pol∞n (C) is consequence of
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results of Blokh and Lyubich([BL])(see also J. Hu’s thesis[H1] and [H2] ). The
following result can be proved as in [Sm1](for notation, see introduction):

Proposition 5.1 (Bounded geometry).Let q, r, s be arbitrary critical points
of F so thatQk+1

−i and Rk+1
− j are contained inSk

−`. The following quantities are
C1(C)-commensurable:

• The lengths ofQk+1
−i , Rk+1

− j andSk
−`,

• The distance betweenQk+1
−i and∂Sk

−`,

• The distance betweenQk+1
−i and Rk+1

− j , if these intervals do not touch.

Denote byP∞
n (C1,C2) the set of maps inPn(C2)which are hybrid conjugated

with polynomials inPol∞n (C1). The main technical result in renormalization
theory is

Proposition 5.2 (Complex Bounds [Sm1]).Let f be a map inPol∞n (C1). Then
there existk0(C1) andC2(C1) so that any renormalizationRk( f ), k ≥ k0, has
a polynomial-like extensionRk( f ) : U → V in P∞

n (C1,C2). Furthermore, the
renormalization is unbranched:P( f ) ∩ V = P( f ) ∩ K (Rk( f )).

Proof. Here we have a very nice situation: the map f is a polynomial, it has
negative Schwartzian derivative and moreover satisfies properties analogous to
the standard conditions (see [Sm1]). It is easy verify in the proof of the complex
bounds for analytic multimodal maps [Sm1] thatk0 andC2 (for this use lemmas
4.1 and 4.4) can be select independent off ∈ Pol∞n (C1). �

Indeed, we proved the complex bounds for any analytic mapf which is in-
finitely renormalizable with bounded combinatorics. But, in this case,k0 depends
on f . Anyway, now we can assume in the Main Theorem thatf andg (and all
renormalizations) are contained inP∞

n (C1,C2).
J. Hu([H1]) stated a complex bounds result for bimodal maps in the Epstein

class and bounded combinatorics, but the outline of the proof seems to be in-
complete. Recently W. Shen([Sh2]) claimed complex bounds for any infinitely
renormalizable analytic map.

Proposition 5.3.The following statements holds:

• Let fi be maps inPol∞n (C) with combinatoricsσn. If σn converges toσ
then any limit f∞ of a subsequence offi has combinatoricsσ .

• The postcritical set moves continuously inPol∞n (C).
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Proof. Let Pk
i be the restrictive interval associated to thek-th renormalization

of fi , 0 ∈ Pk
i . Since the period ofPk

i is bounded byp0(k,C), the length ofPk
i

can not be small, otherwisefi will contain a periodic point which attracts zero,
which is impossible. So we can assume thatPk

i converges to a periodic interval
Pk

∞ for f∞, which proves thatf∞ belongs toPol∞n (C). In particular, all periodic
points of f∞ in I are repelling (because non repelling periodic points attracts a
critical point), so the periodic point in the boundary ofPk

i converges to a periodic
point in ∂Pk

∞. Thus Pk
i is the unique restrictive interval associated to thek-th

renormalization off∞ and thek-th restrictive interval moves continuously in
Pol∞n (C) and so do the postcritical set. �

5.2 Renormalization for polynomial like maps

Let f : U → V be a polynomial like map. Apre renormalization of f is a
polynomial like mapg : Ũ → Ṽ such that

(1) Ũ ⊂ U ,

(2) g = f i for somei > 0,

(3) The filled-in Julia setK (g) is connected.

Note that a pre-renormalization of a polynomial-like map of typen is a polyno-
mial like map of typek, for somek ≥ 0. This is a consequence of the following
observation: ifg1 andg2 are holomorphic maps such thatg2 ◦ g1 : U → V is a
proper map, theng1 : U → g1(U ) andg2 : g1(U ) → V are proper maps.

Lemma 5.1. Let f : U → V be a polynomial like map inPn(C) with a pre
renormalizationg = f m : Ũ → Ṽ such thatc ∈ K (g), wherec is the crit-
ical point mapped to zero by conjugacies with a polynomial of typen. Then
diamK(g) ≥ C1(C,m)diamK( f )

Proof. Follows of lemma 3.3. �

Lemma 5.2. Let g1 = f n : U1 → V1 andg2 = f n : U2 → V2 be pre renormal-
izations of a polynomial like mapf . ConsiderK = K (g1) ∩ K (g2). Then one
of the following statements holds:

(1) K = φ.

(2) K = {p}, wherep is a repelling periodic point off .
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(3) K is the filled-in Julia set of a pre-renormalizationg : Ũ → Ṽ of f .
Moreoverdeg(g) ≤ min{deg(g1), deg(g2)} and the equality holds iff
K (g) = K (g1) or K (g) = K (g2).

Proof. Follows of the connectedness principle by McMullen (pg. 90
in [McM1]) that K = K (g1) ∩ K (g2) is connected. Let̃U be the connected
component ofU1 ∩ U2 which containsK . Theng = f n : Ũ → f n(Ũ ) is a
polynomial like map, and moreoverK (g) = K , sinceK is totally invariant by
g. Hence we obtain item 2, ifdeg g= 1, or 3, otherwise. The last statement of
item 3 follows of lemma 5.11 in [McM1]. �

Remark 5.1. A special case is when each critical point of the extended mapF
associated tof can be accumulated by points in the closure of the postcritical or-
bit of c. In this case ifgi = f k : Ui → Vi , i = 1, 2 are two pre renormalizations
with deggi ≤ 2n then orK (g1) = K (g2) anddeggi = 2n eitherK (g1)∩ K (g2)

is at most a repelling period point. In particular ifg is a pre-renormalization of
f whose domain containsc and it has degree at most2n thendegg = 2n and any
pre renormalization ofg = f k : U → V , for fixedk, whose domain containsc
define the same germ of polynomial like map of typen. Then we can call this
germg as therenormalizationof f .

We do not know if there is a canonical way of define renormalization when
f do not satisfy the hypothesis in the previous remark. However, in the case of
real polynomial like mapf : U → V of typen where∂P contains a repelling
period point, we can use external rays which arrive in the boundary points of
the restrictive intervalP to find a degenerate polynomial like extension to the
renormalization. After modify the domain near to the boundary points of P, we
obtain:

Proposition 5.4.Let f : U → V be a real polynomial like map of typen which
is renormalizable in the sense of section 1.1. LetP be the restrictive interval
associated with the renormalizationR f . Assume that∂P contains a repelling
period point. Letk be minimal such thatf k(P) ⊂ P. Then there exists a pre
renormalizationg̃ : Ũ → Ṽ of degree2n such thatK (g̃) ∩ R = P.

Remark 5.2. If g1 and g2 are two pre renormalizations of degree2n such that
the restrictive intervalP is contained inK (gi ). ThenK (g1) ∩ K (g2) is the
filled in Julia set of a pre-renormalizationg. SinceK (g1) ∩ K (g2) containsP,
deg(g) = 2n. By lemma 5.2K (g) = K (g1) = K (g2). Thusgi define the same
polynomial like germ. This germ will be called thecomplex renormalizationof
f . We say that a polynomial like map of typen is renormalizable if it is hybrid
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conjugated with a renormalizable real polynomial like map of typen. Denote by
P∞

n (C1,C2) the subset of maps inPn(C2) which are hybrid conjugated with a
real infinitely renormalizable polynomial of typen with combinatorics bounded
byC1.

Let K be a closed set inC. We say thatK hasC-bounded geometryif
1/C < supA∈A mod A < C whereA is the set of annulusA ⊂ C − K
such that the both components ofC − A contain points inK . Recall that if
Rj f = f m( j ) : U → V is a renormalization off , we call the sets

K (Rj f ), F(K (Rj f )), . . . , Fm( j )−1(K (Rj f ))

thesmall Julia setsof f . The following result will be used a lot of times:

Proposition 5.5.For f ∈ P∞
n (C1,C2), the followings holds:

(1) K ( f ) has empty interior.

(2) For almost every pointx in the Julia set,f n(x) → P( f ).

(3) The small Julia sets touch at most in an unique point.

(4) The postcritical setP( f ) and K ( f ) moves continuously inP∞
n (C1,C2).

(5) There exists a constantC(C1,C2) such that the postcritical setP( f ) has
C-bounded geometry.

(6) Thek-th renormalization, fork ≥ k0(C), has a polynomial-like extension
Rk( f ) : Uk → Vk which belongs toP∞

n (C,C2). HereC = C(C1,C2).

(7) There existsj (C1,C2) so that

diam K(Rk+ j ( f ))

diam K(Rk( f ))
≤

1

2

Proof. The proof of 1 is exactly as in the unimodal case (see [McM1]): we can
assume thatf is a polynomial. Suppose, by contradiction thatK ( f ) has interior.
Then, by the Sullivan’s classification of periodic components, the interior of
K ( f ) contains an attractor or a Siegel disc: the first case is impossible because
P( f ) is a Cantor set (and any attractor attracts a critical point) and the second
one does not hold because the boundary of a Siegel disc must be contained in the
postcritical set. The second statement is consequence of the ergodic or attract
theorem([McM1]). Item 3 is consequence of remark 5.1. Item 4 and 5 follow
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of the same statements for polynomials (propositions 5.3 and 5.2). The last item
is obvious for polynomials, sincediam K(Rk( f )) is commensurable with the
length ofPk

0 , which goes exponentially fast to zero (proposition 5.1). Now the
general case is easy. �

If M is a hyperbolic Riemann surface, denote by‖∙‖M the hyperbolic metric
in T M anddistM(∙, ∙) the hyperbolic distance. We will denote bydist(∙, ∙) the
Euclidean distance.

Proposition 5.6. There exists a constantD such that, for anyf : U → V ∈
P∞

n (C1,C2),
distV−P( f )(z, f −1(P( f ))) ≤ D

for z ∈ f −1(V − U ).

Proof. It is easy to see that there is a bound fordiamV−P( f ) f −1(V − U )which
depends only onC1 and C2. So it suffice to prove that there is a pointz ∈
f −1(V − U ) whose hyperbolic distance tof −1(P( f )) is under control. Firstly,
assume thatp : U → V is a polynomial inPol∞n (C1) and Vp − Up is the
holomorphically moving fundamental annulusAp selected in section 4.3. We
will prove that there exists̃D such that for eachp ∈ Pol∞n (C1) there exist points
xp ∈ Vp −Up, yp ∈ p−1(P(p)) and a topological discBp such thatxp, yp ∈ Bp

andBp ⊂ Vp − P(p) satisfying:

distBp(xp, yp) ≤ D̃

Indeed, for eachp with combinatorics bounded byC2, select a pointz0 ∈
f −1(Vp − Up) and a topological discB which containsz0 and a pointz1 ∈
p−2{0} − P(p). FurthermoreB ⊂ Vp − P(p). sinceP(p) and∂Vp moves
continuously withp, for p̃ close top we have B ⊂ Vp̃ − P( p̃). Furthermore
there is a point̃z1 of p̃−2(0) − P( p̃) close toz1. In particular,distB(z, z̃1)

is under control. SincePol∞n (C1) is compact, the proof is finished for maps
in Pol∞n (C1). In the general case, letf : U → V ∈ P∞

n (C1,C2). Then
there exists aC2-quasiconformal conjugacyφ between f and a polynomial
p : Up → Vp ∈ Pol∞n (C1) such thatφ(Vp − U p) = V − U . But this im-
plies

distφ(Bp)(φ(xp), φ(yp)) ≤ D1,

whereD1 depends only onC1 andC2. Since thatφ(xp) ∈ V − U andφ(yp) ∈
f −1(P( f )), this is enough to finish the proof, as in the polynomial case.�
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Let f : U1 → Un+1 be a polynomial like map of typen. For each decompo-
sition fi : Ui → Ui +1, we can associate the extended mapF : U → V , where
U = {(x, i ) : x ∈ Ui , 1 ≤ i ≤ n} andV = {(x, i ) : x ∈ Ui , 2 ≤ i ≤ n + 1},
defined by

F(x, i ) = ( fi (x), i + 1 mod n)

ThusF is a ramified covering map between the Riemann surfacesU andV . If
ci is the critical point offi , define the postcritical set ofF by

P(F) = ∪i ∪ j F j (ci , i )

Assume now thatf ∈ P∞
n (C1,C2). ThenP(F) is a Cantor set with bounded

geometry. In particularV − P(F) is a M(C1,C2)-uniform domain (see Ap-
pendix). Clearly, by complex bounds, each small Julia set is the Julia set of a
polynomial like mapg in P∞

n (C3(C1,C2),C2). Furthermore the fundamental
annulus ofg does not intersect the postcritical set ofF . For each small Julia set
K we can associate the closed geodesicγ in the hyperbolic domainV − P(F)
which separatesP(F) ∩ K from P(F) − K . These geodesics cut the domain
V − P(F) in subsets which we will callpieces.

Lemma 5.3. Let F : U → V be the extended map defined above. LetK be
a small Julia set forF , P = P(F) ∩ K and letγ be the closed geodesic in
V − P(F) which separatesP from P(F)− K . There existsC3, which depends
only onC1 andC2, so that

• The hyperbolic diameter and length ofγ in V − P(F) are C3-
commensurable to one,

• dist(γ, P) anddiam PareC3-commensurable,

• The Euclidean diameters ofK , γ , P and the Euclidean length ofγ are
C3-commensurable.

Furthermore, two points in the same piece can be linked by a path in the piece
with bounded hyperbolic length inV − P(F).

Proof. Firstly note that, by lemma 5.1 and a priori bounds,K is contained in a
larger small Julia setK ′ so that the diameters ofK andK ′ are commensurable.
Furthermore the diameters ofK andP are also commensurable. The hyperbolic
length ofγ is not large because there is unbranched fundamental annulus with
definitive modulus for each renormalization. If the Euclidean length ofγ is
small, by the collar lemma (see, e.g., [McM2]), there is a essential annulus with
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large modulus inV − P(F), which is impossible, since this planar domain is a
M(C1,C2)-uniform domain. Furthermore, by lemma 8.3 the Euclidean diameter
of γ is commensurable todiam P. It is easy to see that the Euclidean length of
γ is also commensurable todiam P. The second statement is consequence of
the first one and proposition 8.3. Letx andy be two points in a piece. We can
join these points using segments of lines and arcs of geodesics in the boundary
of the piece. By the previous items, the sum of the hyperbolic length of the
geodesic arcs is bounded. The sum of the Euclidean length of these segments
can be clearly bounded by the Euclidean diameter of the piece. On the other
hand, by the collar lemma (see, e.g., [McM2]) and previous items, the distance
between any point in these segments and the postcritical set is commensurable
with the Euclidean diameter of piece. This implies that the sum of the hyperbolic
length of these segments is bounded. �

We say that a map belongs toF( f ) if the graph of g is contained in
{(x, y) : f i (x) = f j (y)}, for somei, j ≥ 0. We are going to prove that there
are copies of the small Julia sets close to any point inJ( f ), in any scale:

Proposition 5.7 (Small Julia sets everywhere).Let f ∈ P∞
n (C1,C2). There

existC3(C1,C2) andC4(C1,C2) with the following property: For anyz in J( f )
andα ∈ (0, 1) there exists a polynomial like mapg : U → V , g ∈ F( f ) so that

• g ∈ P∞
n (C1,C4),

• The diameter ofK (g) is C3-commensurable toα ∙ diam(K ( f )),

• dist(z, K (g)) ≤ C3 ∙ α.

Proof. The proof is quite similar to the proof in the unimodal case
(see [McM2]): Consider a decomposition in ramified coverings of degree two
f = f1 ◦ ∙ ∙ ∙ ◦ fn, fi : Ui → Ui +1, and the associated extended mapF defined
in U = {(z, i ) : z ∈ Ui and 1≤ i ≤ n} by

F(z, i ) = ( fi (z), i + 1 mod n)

Define the postcritical set ofF by P(F) = ∪i F i (P( f )). If ‖∙‖V−P(F) denote
the hyperbolic metric onV − P(F) (extended to∞ on P(F)) then

∥
∥F ′(x) ∙ v

∥
∥
V−P(F)

> ‖v‖V−P(F) ,

with v in the tangent space ofx, sinceF−1(P(F)) ⊃ P(F). Letvk = DFk(x)∙v,
with x ∈ J(F). Then

‖vk‖V−P(F) < ‖vk+1‖V−P(F) → ∞,
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since∪nF−n(P(F)) is dense inJ(F). For x ∈ J(F), select a vectorv in its
tangent space so that|v| = α. There are 3 cases:

• dist(x, P(F)) ≤ α,

• dist(x, P(F)) > α and there existsk such that‖vk‖V−P(F) ≤ ε and
‖vk+1‖V−P(F) ≥ 1/ε,

• dist(x, P(F)) > α and‖vk‖V−P(F) ∼ 1.

Hereε is sufficiently small so that the McMullen’s argument([McM2]) works
in the second case. The first and second cases are more easy and we will omit
the proof. For details, see [McM2]. Assume the last situation. In particular
‖v‖V−P(F) < 1, becauseV − P(F) is a M(C1,C2)-uniform domain.

Consider the piece, defined by closed geodesics, which containsFk(x). Let
γ j be the exterior geodesic and letγ1, j +1, . . . , γi, j +1 be the interior boundary
geodesics. Denote byP(i, j + 1) the subset of the postcritical set bounded by
γi, j +1. Select̀ minimal so that we can do the univalent pullback of the domainV
bounded byγ j along the inverse orbitFk(x), Fk−1(x), . . . , F`(x). This means
there exists a simply connected domainV ′ satisfying

• F`(x) ∈ V ′.

• The mapFk−` is univalent inV ′ and moreoverFk−`(V ′) = V .

• The domainV ′ contains a critical value ofF .

Denote byVi the domain bounded byγ j +1,i and letV ′
i be the corresponding

domain inV ′. Let Ṽ = F−1(V ′) Then

g = Fk−`+1 : Ṽ → V

is a proper map of degree two. Since the postcritical set is contained in∪i Vi , the
critical value inV ′ is contained in someV ′

i0
, for somei0. Choose an arbitrary

Vi1, i1 6= i0. Let β1 andβ2 be two paths inside the piece which containsFk(x)
so that:

• The initial point of both isFk(x).

• The end point of both is a point inγ j,i1.

• The Jordan curve defined byβ1 andβ2 is not homotopic to a constant curve
in V − Fk−`(v).
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• The hyperbolic diameter ofβi onV − P(F) is bounded.

Let β̃1 ∪ Ũ1 andβ̃2 ∪ Ṽ2 be lifts with respect tog of the simply connected sets
β1 ∪ Vi1 andβ2 ∪ Vi1 so thatβ̃i is an arc whose initial point isF`−1(x). Note that
Ṽ1 andṼ2 are disjoint and one of them, sayṼ1, does not intersect the postcritical
set of F . So all inverse branches ofF are well defined oñβ1 ∪ Ṽ1. So leth
be the inverse branch ofFk, defined inβ1 ∪ Vi1 so thath(Fk(x)) = x. Since
‖vk‖V−P(F) ∼ 1 andβ1∪γ j +1,i1 has bounded hyperbolic diameter inV − P(F),
we obtain, by corollary 8.4,

|Dh(z)| ∼
|v0|

|vk|

for all z ∈ β1 ∪ γ j +1,i1. By the maximum principle the same distortion con-
trol holds in Ui1. There exists a small Julia setK inside Vi1 whose diame-
ter is commensurable todiamγ j +1,i1 ∼ |vk|. By 1/4-Koebe lemma (use that
dist(γ j +1,i1, P( j + 1, i1)) ≥ C diam P( j + 1, i1) ) and the above distortion
control, the seth(K ) has diameter commensurable with|v0| = α. Moreover
dist(x, h(K )) ≤ Cα, which proves the proposition. �

Corollary 5.1. The following holds:

• A polynomial like map inP∞
n (C1) does not support invariant line fields in

it Julia set,

• The hybrid class onPn(C2) is continuous at points inP∞
n (C1,C2),

• The setP∞
n (C1,C2) is compact.

Proof. Suppose, by contradiction, there exists an invariant line fieldμ sup-
ported on the Julia setK ( f ) on f ∈ P∞

n (C1). Select an almost continuity point
x ∈ J( f ) toμ. There are polynomial like maps, with definitive modulus, in all
scales aroundx, which preservesμ. After an affine conjugacy, we can assume
that a subsequence of these polynomial like maps converge to a polynomial like
map which preserves a straight line field, which is a contradiction. The second
statement is consequence of the lemma in pg. 313 of [DH]. The last statement
is an immediate consequence of the first ones. �

W. Shen [Sh1] proved that any real polynomial with real critical points does
not support invariant line fields in it Julia set. The above situation is not included,
in general, in Shen’s result, but we can expect the same result (probably with a
very similar proof) for compositions of real polynomials with real critical points.
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6 Hybrid conjugacy

As in the unimodal case (see [Su] and [dMvS]) and bimodal case([H1]), real
maps with same bounded combinatorics are hybrid conjugated. To be more
precise:

Theorem 1. Two real polynomial-like maps of typen, f and f̃ , infinitely renor-
malizable map with same bounded combinatorics are hybrid conjugated.

Let f and f̃ be multimodal maps of typen with decompositions( f1, . . . , fn)

and ( f̃1, . . . , f̃n). If ci (resp. c̃i ) is the critical point of fi (resp. f̃i ), define
vi = fn ◦ ∙ ∙ ∙ ◦ fi (ci ) (resp.ṽi = f̃n ◦ ∙ ∙ ∙ ◦ f̃i (c̃i ).

Lemma 6.1 (Lifts exist). Let f : U0 → Un and f̃ : Ũ0 → Ũn be real
polynomial-like maps of typen with the same inner itinerary and such that
vi < v j iff ṽi < ṽ j . Then the following holds: For any continuous bijection
Hn : Un → Ũn, real in the real line and increasing inR, such thatH( f (C( f ))) =
f̃ (C( f̃ )), there exists a continuous bijectionH0 : U0 → Ũ0, real in the real line
and increasing inR, such thatHn ◦ f = f̃ ◦ H̃0.

Proof. We will define, by induction, homeomorphismsHi : Ui → Ũi , real in
the real line and increasing, such thatHi +1 ◦ f̃i = fi ◦ Hi . Assume that we
have definedHi . We claim thatHi ( fi −1(ci −1)) = f̃i −1(c̃i −1). Indeed, consider
Ai = ( fn ◦ ∙ ∙ ∙ ◦ fi )

−1(vi −1) and Ãi = ( f̃n ◦ ∙ ∙ ∙ ◦ f̃i )
−1(ṽi −1). SinceHn ◦ fn ◦

∙ ∙ ∙ ◦ fi = f̃n ◦ ∙ ∙ ∙ ◦ f̃i ◦ Hi andHn(vi −1) = ṽi −1, we haveHi (Ai ) = Ãi . Since
Hi is increasing, it suffice to show that iffi −1(ci −1) is the j -th point in Ai , with
respect to the order in the real line, thenf̃i −1(c̃i −1) is also thej -th point in Ãi .
But this follows of lemma 2.3.3, sincefi −1(ci −1) and f̃i −1(c̃i −1) have the same
inner itinerary.

Now we can find a homeomorphismHi −1 : Ui −1 → Ũi −1, real in the real line
and increasing such that

Ui −1 − {ci −1}
Hi −1

−−−→ Ũi −1 − {c̃i −1}

fi −1



y



y f̃i −1

Ui − { fi −1(ci −1)} −−−→
Hi

Ũi − { f̃i −1(c̃i −1)}

(14)

commutes, which proves the lemma. �

Lemma 6.2. If f and f̃ are as in Theorem 1, then there exists a quasiconformal
maph : C → C, which is real in the real line and increasing such thath(P( f )) =
P( f̃ ) andh ◦ f = f̃ ◦ h in P( f ).
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Proof. This lemma is consequence of the bounded geometry (see proposition
5.1). For details see [Su] or [dMvS](last chapter). �

Proof of Theorem 1. ReplacingU, Ũ ,V andṼ by smaller domains, we can
assume that the boundary of these domains are quasicircles. Using similar argu-
ments as in lemma 4.4, we can construct a quasiconformal maph1 : V − U →

Ṽ −Ũ which conjugatesf and f̃ in ∂U . Since the mapsf and f̃ are real, we can
assume thath1 is symmetric with respect to the real line. Leth2 be a symmetric
quasiconformal map which conjugatesf and f̃ in the postcritical set. Construct
a C-quasiconformal mapH0 : V → Ṽ , for someC, which is symmetric, in-
creasing in the real line, equal toh1 in V − U and equal toh2 in a neighborhood
of I . As f and f̃ have the same combinatorial type, the relative positions ofvi

andṽi are the same. Thus we can use lemma 6.1. Furthermoref and f̃ has the
same inner itinerary. Define inductivelyHj : V → Ṽ , aC-quasiconformal map
symmetric, increasing and such thatHj ◦ f = f ◦ Hj +1. Note thatHj is C-
quasiconformal conjugacy in the postcritical set andV − f −( j −1)(U ). Moreover
Hj = Hj +1 in V − f −( j −1)(U ). SinceK ( f ) has empty interior, the sequence
Hj has an unique limitH , which is a conjugacy betweenf and f̃ . IndeedH is
a hybrid conjugacy by lemma 5.1. �

Theorem 2. The setPol∞n (C) is a Cantor set.

Proof. Let6 = 6n
C be the finite set of primitive, transitive m.c.d. with com-

binatorics bounded byC. By lemma 2.3, for any infinity sequence(σ1, σ2, . . . ),
with σi ∈ 6, there exists an infinitely renormalizable real polynomial map of
typen with this combinatorial type. By the previous theorem, two real polyno-
mial maps of typen with same combinatorics are hybrid conjugated and so affine
conjugated, since they are polynomials. The boundary points ofI must be a fixed
by this affine map. Thus the conjugacy must be the identity. Let5 : 6N → An

be the application which maps each sequenceα = (σ1, σ2, . . . ) in the unique
real polynomial mappα of typen with this combinatorial type. Ifαi ∈ 6N is a
sequence which converges toα, then any accumulation pointp of the sequence
pαi is a real infinitely renormalizable polynomial of typen with combinatorics
α. So p = pα. Hence5 is a homeomorphism between the Cantor set6N and
Pol∞n (C). �

A natural conjecture, in view of M. Lyubich results in the quadratic family, is

Conjecture 1. The setPol∞n (C) has zeron-dimensional Lebesgue measure.
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7 Contraction of renormalization

7.1 Towers

Using McMullen arguments with towers ([McM2]) we will prove the contraction
of the renormalization operator in the hybrid classes of infinitely renormalizable
maps with bounded combinatorics. The main point here is that the Julia set of
bi-infinite towers is dense in the complex plane. Together the small Julia sets
everywhere Theorem, we will obtain the contraction. Apart McMullen’s work,
the renormalization theory in [SN] had some influence in the exposition below.

Definition 7.1. A bi-infinity tower f =< fi >i ∈Z of typen with parametersC1,
C2 andk is a family of polynomial-like mapsfi : Ui → Vi of typen, i ∈ Z, such
that

• The mapsfi belongs toP∞
n (C1,C2);

• For any i ∈ Z, there existsa ≤ k so that Ra( fi −1) = fi (as germs of
functions).

if furthermore we assume that

• If j ≥ i thenVj is contained inUi .

we say thatf is a fine tower. Denote byTn(C1, k,C2) (resp.T f ine
n (C1, k,C2))

the set of bi-infinity towers (resp. fine towers) with parametersC1, k, C2.

We say that a bi-infinite towerg is a restriction of other towerf if there exists
an increasing functionj : Z → Z so that the germgi coincides with the germ
f j (i ). The following lemma is easy to prove:

Proposition 7.1. For any tower f ∈ Tn(C1, 1,C2), there exists a restriction
g ∈ T f ine

n (C1, k,C2), with k = k(C1,C2).

McMullen([McM2]) supply the set of towers with the following sequential
convergence: We say that the sequence of towersfn converges to towerf∞ if

• For anyi ∈ Z there existsa so that fi +1,n = Ra( fi,n), for largen;

• fi,n converges tofi,∞.

Proposition 7.2.The setsTn(C1, k,C2) andT f ine
n (C1, k,C2) are compact.

Select an arbitraryj1 ∈ Z. Then Aj = Vj − Uj , j0 < j < j1, are disjoint
essential annulus inVj0 − K ( f j1). Becausediam K( f j1) > 0 and modAj >
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m(C1), C = ∪ j Vj . We say that a line fieldμ is invariant by the towerf if μ is
invariant for eachfi , i ∈ Z.

Proposition 7.3 (Constructing bi-infinite towers). Let f j,i : Uj,i → Vj,i ; with
i ∈ N and | j | ≤ j (i ), j (i ) →i ∞; be polynomial-like maps inP∞

n (C1,C2)

such that there existsk satisfying

f j +1,i = Ra( f j,i ), wherea ≤ k.

Then we can select a subsequencei k such thatf j,i k → f j,∞, wheref∞ = 〈 f j,∞〉
is a tower inTn(C1, k,C2). If Vj +1,i ⊂ Uj,i , thenf∞ ∈ T f ine

n (C1, k,C2).

Proposition 7.4 (Constructing conjugacies).Let

f j,i : Uj,i → Vj,i and f̃ j,i : Ũ j,i → Ṽj,i

with | j | ≤ j (i ), be as in the previous lemma. Lethi : C → C be C-quasi-
conformal maps so that:

• hi is a hybrid conjugacy betweenf j,i and f̃ j,i , for | j | ≤ j (i ),

• hi (Uj,i ) = Ũ j,i .

Then we can select a subsequencei` such that

〈 f j,i`〉| j |≤ j (i`) and〈 f̃ j,i`〉| j |≤ j (i`)

converge to bi-infinite towersf∞ and f̃∞ andhi` converges to a conjugacy be-
tween these towers.

Fix a bi-infinite fine towerf =< fi >i ∈Z in T f ine
n (C1, k,C2). Denote byPi

the postcritical set offi . DefineQi = f −1
i (Pi ). Let P = ∪i Pi .

Lemma 7.1.Suppose thatz ∈ Ui with fi (z) ∈ Vi − Pi . Then
∥
∥ f ′

i (z)
∥
∥
C−P,C−P

≥ 1.

Proof. Since fi : Ui − Qi → Vi − Pi is a covering map
∥
∥ f ′

i (z)
∥
∥

Ui −Qi ,Vi −Pi
= 1,

and furthermore ∥
∥iUi −Qi ,Vi −Pi

∥
∥

Ui −Qi ,Vi −Pi
< 1,

we obtain ∥
∥ f ′(z)

∥
∥

Vi −Pi ,Vi −Pi
> 1.

Since the hyperbolic metric inVi − Pi converges to the hyperbolic metric in
C− P, we obtain the lemma. �
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Lemma 7.2 (Strict expansion([McM2])). There existsλ = λ(C1,C2) > 1 with
the following property: Letz ∈ Ui be such thatfi (z) ∈ Vi − Ui . Then

∥
∥ f ′

i (z)
∥
∥
C−P

≥ λ

Proof. We sketch the McMullen’s proof: Considerj < i . We havefi = f a
j ,

for somea > 0. so ∥
∥ f ′

i (z)
∥
∥

f −a
j (Vj −Pj ),Vj −Pj

= 1.

Sincez ∈ f −1
i (Vi − Ui ), by the inclusion contraction lemma (proposition 4.9 in

[McM2]): ∥
∥
∥i f −a

j (Vj −Pj ),Vj −Pj

∥
∥
∥

Ui −Qi ,Vj −Pj

≤ C(D) < 1

It follows that
∥
∥ f ′

i (z)
∥
∥

Vj −Pj
≥ λ(D). Now it is suffice to observe thatρVj −Pj →

ρC−P. �

Let i < j be such thatz0 ∈ Uj − J( fi ). Considert`, with i ≤ ` ≤ j , such
that

f t`
` ◦ f t`+1

`+1 ◦ ∙ ∙ ∙ ◦ f
t j −1

j −1 ◦ f
t j

j (z0) ∈ V` − U`

Let Ãbe a simply connected domain inVi −Pi which contains̃z0 = f t`−1
` ◦ f t`+1

`+1 ◦

∙ ∙ ∙◦ f
t j −1

j −1 ◦ f
t j

j (z0). Note thatf t`−1
` ◦ f t`+1

`+1 ◦∙ ∙ ∙◦ f
t j −1

j −1 ◦ f
t j

j = f a−1
i , for somea, and

so there exists a simply connected domainAsuch thatz0 ∈ Aand f a−1
i restricts to

A is an univalent map whose image isÃ, sincef a−1
i : f −(a−1)

i (Vi −Pi ) → Vi −Pi

is a covering map.
The following result is the main key in proof of density of the Julia set of a tower

and, in fact, it is an old trick: to study a dynamical system with singularities, it
is useful to find expansion and distortion control in a dynamics induced by the
original dynamics:

Proposition 7.5. In the conditions described above, the following holds:

(1) Uniform expansion: We have:
∥
∥D( f a

i )(z0)
∥
∥
C−P

≥ λ j −i ;

(2) Distortion control: IfdiamVi −Pi (Ã) ≤ D then

1

C(D)
≤

∥
∥D( f a−1

i )(z1)
∥
∥
C−P∥

∥D( f a−1
i )(z2)

∥
∥
C−P

≤ C(D),

for z1, z2 ∈ A.
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Proof. The first statement is an immediate consequence of lemmas 7.1 and 7.2.
For the second statement, note thatf a−1

i (z) ∈ f −1
i (Vi − Ui ). The map

f a−1
i : f −(a−1)

i (Vi − Pi ) → Vi − Pi

is a covering map, withf −(a−1)
i (Vi − Pi ) ⊂ Vi − Pi , thus we can apply corol-

lary 8.4(twice) to obtain 2 (Note thatVi − Pi andC− P areM(C1,C2)-uniform
domains). �

Our distortion control is stronger than the similar statement in McMullen book
because we are using that the geometry of postcritical set is bounded in more
points in the proof.

Corollary 7.1. Letf be a tower inTn(C1, k,C2). Then the setJ(f ) = ∪i ∈ZJ( fi )

is dense inC.

Proof. By Proposition 7.1, we can assume thatf is fine. Letz be a complex
number which is not contained inJ(f ). Thenz is not in J( fk) for sufficiently
smallk. Let k0 be maximal such thatz ∈ Uk0. For each smallk > k0 let a(k)
be minimal so thatf a(k)(z) ∈ f −1

k (Vk − Uk) and letγk be the minimal geodesic
betweenf a(k)

k (z) and J( fk) in Vk − Pk. The hyperbolic length ofγk is smaller
thanD, whereD is as in lemma 5.6, sincef −1

k (Pk) ⊂ J( fk). By the previous
lemma, the length of the lift̃γk = f −a(k)

k γk in the hyperbolic metric ofC−P goes
exponentially fast to zero, when−k goes to infinity. Since the end points ofγ̃k

arez and a point in the Julia set, we finished the proof (recall that the hyperbolic
metric inC− P is ρ(x)|dz|, whereρ(x) is comparable with 1/dist(x, P)). �

Definition 7.2. Let3 ⊂ C. We say thatz is a δ-deep pointof3 if there exists
C so that, forz̃ ∈ C, dist(3, z̃) ≤ Cdist(z, z̃)1+δ;

We can use a similar argument as in [McM2] to infinite towersf =< fi >i ∈N

to obtain statements as lemmas 7.1 and 7.2 and proposition 7.5, replacing the
hyperbolic manifoldC− P by V0 − P( f0). This is useful to prove:

Corollary 7.2. The critical point0of f ∈ P∞
n (C1,C2) is aδ(C1,C2)-deep point

of J( f ).

Proof. By Proposition 5.5.6, the renormalizations have extensionsRk f :
Uk → Vk ∈ P∞

n (C,C2). Let x be a complex number close to 0. We can find
k > −C ln‖x|, with C = C(C1,C2), such thatx ∈ Uk. We can assume thatx
is not in J( f ). By the same argument as in the previous corollary

distV−P( f )(x, J( f )) ≤ C λC k ≤ C |x|δ
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Since the hyperbolic metric inV − P( f ) isρ(x)|dz|, whereρ(x) is commensu-
rable with 1/dist(x, P( f ) ∪ ∂V), it is easy to see that the Euclidean length of
the minimal hyperbolic geodesic betweenx andJ( f ) is bounded byC |x|1+δ.�

Corollary 7.3 (Rigidity). The towers inT (C1, k,C2) does not support non
trivial invariant Beltrami fields.

Proof. Letμ be an invariant line field to the towerf . BecauseK ( fi ) does not
support invariant line fields, it is possible select a pointz0 ∈ C− K (f ) whereμ
is almost continuous. This means

lim
δ→0

`({z: |z − z0| < δ and|μ(z)− μ(z0)| ≤ ε})

`({z: |z − z0| < δ})
= 1.

Here` is the Lebesgue measure inC. SinceJ(f ) is dense and by small Julia
sets everywhere theorem, for anyα > 0 there exists a polynomial like map
gα : Vα

1 → Vi
2 so that:

• The mapgα : Vα
1 → Vα

2 belongs toF( fi ), for somei (indeed, for anyi
small enough);

• The mapgα : Vα
1 → Vα

2 belongs toPn(C(C1,C2));

• diam(J(gα)) ∼ α;

• dist(z0, J(gα)) ≤ C(C1,C2) ∙ α.

Sinceμ is invariant by these maps, normalizinggα so thatdiam(J(gα)) = 1,
we can select a subsequence which converges to a polynomial like map which
preserves a straight line field. This is impossible. �

Let σ = (σ0, σ1, . . . ) be a sequence of m.c.d. We will denote byRk(σ ) the
bi-infinite sequence

(. . . , σ̃−1, σ̃0, σ̃1, . . . )

whereσ̃i = σi +k for i ≥ −k. Fill the other positions in the sequence in an
arbitrary way (we are interested in convergent subsequences ofRk(σ ) when
k → ∞ in the space of bi-infinite sequences. Thus the other positions are not
important for us).

Corollary 7.4. There exists an unique bi-infinite towergσ in Tn(C, 1,C2) with
C-bounded combinatorics

σ = (. . . , σ−2, σ−1, σ0, σ1, σ2, . . . )
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Here uniqueness means that ifg andg̃ are bi-infinite towers with same combina-
torics then the germsgi andg̃i are the same (up to an affine conjugacy). Further-
more there existsC1(C) such that the germgi has a representationgi : Ui → Vi

which belongs toP∞
n (C,C1). Notice thatC1 does not depend onσ .

Proof.

Existence: Select a real infinitely renormalizable polynomialp0 of type n
with combinatorics̃σ = (σ̃0, σ̃1, . . . ) so that for anyC-bounded combinatorics
there exists a sequenceki satisfyingRki (σ̃ ) →k σ . Using the complex bounds,
select, for renormalizations deep enough, polynomial like representations in
P∞

n (C,C( f )). Then the finite tower< gj,i >| j |≤ki defined by

gj,i = Rki + j p0

has a subsequence which converges to a bi-infinite tower inTn(C, 1,C1( f ))
with combinatoricsσ .

Uniqueness: Let f and g be bi-infinity towers inTn(C1, 1,C2). Since
gi : U g

i → Vg
i and fi : U f

i → V f
i have the same combinatorics, there exists

oneC(C1,C2)-quasiconformal mapφi : C → C which mapsU f
i in U g

i and it is
a conjugacy betweenfi andgi in U f

i . Wheni → −∞ we haveV f
i → C. Thus

φi admits a convergent subsequence to some quasiconformal mapφ : C → C.
This map is a conjugacy between the towerf and the tower̃g, whereg̃i is equal
to gi restricts toφ(U f

i ). Since the Beltramifield ∂φ

∂φ
is invariant by the towerf ,

the rigidity of towers implies thatφ is conformal. Thus, up to affine maps,φ is
the identity. �

Let V be a domain inC. denote byB(V) the Banach space of the holomorphic
functions defined inV and with a continuous extensionto V . Denote byA∞

n (C)
the set of germsg in some level (and hence in the level 0) of a bi-infinite tower
in Tn(C, 1,C1), for someC1. Apart the rate of contraction, the main theorem
was reduced to

Theorem 3 (Contraction of renormalization). There existsδ = δ(C1) with
the following property: For anyε > 0 there existsj0 = j0(C1,C2) so that
if f ∈ A∞

n (C) and g ∈ P∞
n (C1,C2) are polynomial like maps with same

combinatorics then, forj ≥ j0:

• The germRj (g) belongs toP∞
n (C1,C3). HereC3 = C3(C1).
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• The renormalizationsRj ( f ), Rj (g) belong toB(δ-K (Rj ( f ))), for j ≥ j0
and

|Rj ( f )(z)− Rj (g)(z)| ≤ ε

for z ∈ δ-K (Rj ( f )).

Proof. Since f ∈ P∞
n (C1,C(C1)) there exists aK (C2)-quasiconformal con-

jugacyφ betweenf andg. NormalizingRj ( f ) andRj (g) so thatRj ( f )(0) =
1 = Rj (g)(0), we obtain quasiconformal conjugaciesφ j so thatφ j (0) = 0 and
φ j (1) = 1. We claim thatφ j converges uniformly in compact sets to identity.
Indeed, suppose by contradiction that there exist sequences of mapsf` andg`,
f` ∈ A∞

n (C) andg` ∈ P∞
n (C1,C2), with same combinatorial type so that the

corresponding conjugaciesφ j,` does not converge in an uniform way to identity:
in other words we can selectε > 0 so that|φ ji ,`i (z) − z| ≥ ε, for somez ∈ C
and with ji → ∞. But lemma 7.3 and proposition 7.4 say that a subsequence
of φ ji ,`i converges to a conjugacy between two bi-infinite towers, which do not
support invariant line fields, so this conjugacy is a conformal map, hence it is
the identity, which is a contradiction. Sincef ∈ P∞

n (C1,C(C1)), we can select
representationsRk( f ) : Uk → Vk which belongs toP∞

n (C1, C̃(C1)) and fur-
thermore they are restrictions of iterates off . This is possible fork ≥ k0(C1).
ThenRk(g) : Ũ k → Ṽk, whereŨ k = φ(Uk) andṼk = φ(Vk), is a representa-
tion of Rk(g). Since 2δ-K (Rk( f )) ⊂ Vk, for someδ = δ(C1), andφ j is close
to identity, one getsδ-K (Rk(g)) ⊂ Ṽk for k ≥ k1(C1,C2). By lemmas 4.1 and
4.4, Rk(g) ∈ P∞

n (C1,C3(C1)), which proves the first statement. To prove the
second one, note thatδ-K (Rk( f )) ⊂ Ṽk and(δ/2)-K (Rk(g)) ⊂ δ-K (Rk( f )),
for k ≥ k2(C2). By corollary 4.3Rk(g) : Rk(g)−n(Ṽk) → Rk(g)−n+1(Ṽk) is
a representation inB(δ-K ( f )), wheren = n(δ/2,C3). Sinceφ j converges to
identity, uniformly in compact sets, and the diameter ofδ-K (Rk( f )), after the
normalizationRk( f )(0) = 1, is bounded, the proof is finished. �

7.2 Exponential Contraction

The exponential contraction of the renormalization operator in the hybrid classes
of the infinitely renormalizable quadratic-like maps with bounded combinatorics
was proved by C. McMullen ([McM2]). Indeed, McMullen’s argument is quite
general, and it was successfully applied for certain results about Kleinian groups
([McM2] and critical circle maps ([dFdM]). LetH3 be the hyperbolic space
and identify the Riemann sphereS2 with its ideal boundary. IfK is a subset
of the Riemann sphere, denote byhull(K ) the convex hull of the set of points
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in H3 contained in geodesics which arrive in both directions in a point ofK .
Furthermore, given a quasiconformal vector fieldv in S2, we said thatv is a
quasiconformal deformation of a polynomial like mapf if ∂v is invariant by
f . For a continuous vectorv in S2, define thevisual distortion Mv : H3 → R+

by
Mv(p) = inf

∂w=0
||v − w||∞(p)

Here|| ∙ ||∞(p) denotes the visual metric at pointp (see [McM2]). The visual
distortion measure the distance ofv of the conformal vector fields. For instance,

supp∈H3 Mv(p)

is finite if and only ifv is a quasiconformal vector field on the Riemann sphere.
For an introduction of quasiconformal vector fields, visual distortion and it prop-
erties, see [McM2]. The following result is the main tool to prove the Dynamic
Inflexibility Theorem in our setting:

Main Lemma 7.1. For any C1,C2 there existsr (C1,C2) with the following
property: let f ∈ P∞

n (C1,C2) and letv be a quasiconformal deformation off .
Furthermore assumeS(p, r ) ⊂ hull(K ( f )). Then

Mv(p) ≤
1

2
supq∈S(p,r )Mv(q)

Proof. The proof will be exactly as in lemma 9.12 in [McM2], with some
small modifications to avoid technical definitions: Suppose, by contradiction,
there exist sequencesri → ∞, vi , pi ∈ C and fi ∈ P∞

n (C1,C2) so that

• S(pi , ri ) ⊂ hull(K ( fi )),

• Mvi (p) ≥ 1/2,

• supq∈S(pi ,ri )Mvi (q) ≤ 1.

We can assume thatpi = p. Then S(p, ri ) ⊂ hull(K ( fi )), with ri → ∞,
which implies that, for allz ∈ C andε > 0, distC(z, K ( fi )) ≤ ε, if i is large
enough. In particular, by small Julia sets everywhere theorem, for anyz ∈ C
andd > 0 there exists a sequence of polynomial-like mapsgi : Ui → Vi , for i
large enough, so that

• gi ∈ F( fi ),

• gi ∈ Pn(C), C = C(C1,C2),
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• diamK(gi ) ∼ d,

• distEucl(z, K (gi )) ≤ C d.

Becausesupq∈S(p,ri )Mvi (q) ≤ 1, withri → ∞, we can assume that the sequence
vi , up to sums with conformal fields in the Riemann sphere, converge uniformly to
a quasiconformal vectorv∞. Moreover∂vi → ∂v∞ as distributions. In particular
μ∞ = ∂v∞ is invariant by any limit of the sequencegi . Sinced is arbitrary,
we obtained polynomial-like maps close to each point in the complex plane, in
any scale, which keepsμ∞ invariant. We claim thatμ∞ = 0. Otherwise, select
z a point of almost continuity ofμ∞. Henceμ∞ is almost a straight Beltrami
field near toz, which is impossible since there are polynomial-like maps (which
form a compact family after conjugacies by affine maps) in all scales so thatμ∞

is invariant for them. But this is a contradiction, sinceMvi (p) ≥ 1/2 implies
Mv∞(p) ≥ 1/2, soμ∞ 6= 0. �

Theorem 4 (Exponential contraction). Let f ∈ A∞
n (C1) and letg be a map

in P∞
n (C1,C2) with the same combinatorics thatf . There existk0 = k0(g) and

δ so thatRk(g) ∈ B(δ-K ( f )), for k ≥ k0 and furthermore

|Rk( f )(z)− Rk(g)(z)| ≤ αk

for z ∈ δ-K ( f ) andα < 1. Hereδ andα depends only onC1.

Proof. By the dynamic inflexibility theorem ([McM2]), ifφ : C → C is a
K -quasiconformal conjugacy betweenf : U f → Vf andg : Ug → Vg, f, g ∈
P∞

n (C1,C2), with φ(U f ) = Ug thenφ is C1+β-conformal at 0. It is not difficult
to verify in the proof of dynamic inflexibility theorem that

β = β(K , r (C1,C2), δ(C1,C2))

Herer is as in the previous lemma. Note that we can selectφ such thatK =
K (C1,C2). Henceφ satisfies

φ(x) = φ′(0) ∙ x + O(|x|1+β)

Sincediam K(Rk( f )) ≤ C ∙ λk for someC > 0 andλ < 1, after normalize
Rk( f ) so thatRk( f )(0) = 1 = Rk(g)(0), φ define a conjugacyφk satisfying

φk(x) = x + O(αk)

for someα < 1. Using arguments as in theorem 3, the proof is finished.�
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8 Appendix

8.1 A fixed point theorem

The following fixed point theorem was proved by de Melo and van Strien
([dMvS]) whenK is a simplex.

Proposition 8.1 (de Melo-van Strien fixed point theorem [dMvS]).Let K be
a bounded closed convex body in a finite dimensional normed linear space and
let T : int K → int K be a continuous function such that

lim
x→∂K

|T(x)− x|

dist(x, ∂K )
= ∞ (15)

ThenT has a fixed point in intK .

The proof of de Melo-van Strien can be generalized to convex bodies using
the following result: LetK1 andK2 be two bounded closed convex bodies in a
finite dimensional normed linear space. The radial projectionφ : K1 → K2 is
defined by (1)φ(0) = (0) (2) If xi , i = 1, 2 are the unique points such that a ray
beginning at 0 crosses∂Ki thenφ(λx1) = λx2, for λ > 0. Then

Lemma 8.1 (Sz.-Nagy&Klee Theorem: [K]). The radial projection between
K1 and K2 is bi-Lipschtizian.

8.2 Hyperbolic domains on the plane

Let� be a hyperbolic domain on the plane andρ�|dz| its hyperbolic metric. For
z ∈ �, define

β�(z) = in f {|log
|z − a|

|b − a|
| : a, b ∈ ∂�; |z − a| = dist(z, ∂�)}

To compare the Euclidean and hyperbolic metric on�, we will use the following
Beardon-Pommerenke results:

Proposition 8.2 ([BP]). There exists a constantC, with does not depend on�,
such that

1

2
√

2

1

dist(z, ∂�)
≤ ρ�(z) ≤

1

dist(z, ∂�)

C + π/4

C + β�(z)

In this proposition and in the following lines,dist(x, y) anddiam(A) are
distances and diameters with respect to the Euclidean metric onC, and, if M
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is a hyperbolic planar domain, thendistM(x, y) anddiamM(A) are distances
and diameters with respect the hyperbolic metric ofM . An annulusA ⊂ � is
essential if the bounded component ofC \ A contain points in∂�.

Corollary 8.1 ([BP]). The following holds:

• If � is a hyperbolic domain whose any essential annulus has modulus
bounded byM , then there existsC(M) such that

1

C

1

dist(z, ∂�)
≤ ρ�(z) < C

1

dist(z, ∂�)
(16)

For all z ∈ �;

• If (16) holds, then there existM(C) such that any essential annulus has
modulus bounded byM .

The domains satisfying the hypothesis of the previous corollary will be called
M-uniform domains. Observe that if� is a uniform domain with maximum
essential modulus bounded byM and D is a simply connected region in the
plane, thenD∩� is also a uniform domain with the same bound for the maximal
essential modulus.

Proposition 8.3.Letγ be a Jordan curve in aM-uniform domainU with length
` ≤ `1 in the hyperbolic metric ofU and letD be the bounded region inC− γ .
Then

C1(M, `1)diam(D ∩ ∂U ) ≤ dist(γ, D ∩ ∂U ) ≤ C2(M)diam(D ∩ ∂U )

Moreover
diam(γ ) ≤ C2(`1,M)diam(D ∩ ∂U )

Proof. Note that

dist(γ, D ∩ ∂U ) ≤ C2(M)diam(D ∩ ∂U )

otherwise there will be a large essential ring inU . Denote d = (1 +
C1)diam(D ∩ ∂U ) and fixλ > 1. Select an arbitraryz ∈ D ∩ ∂U and define

An = {x ∈ C : λnd ≤ dist(x, z) ≤ λn+1d}
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Letα ⊂ U ∩ An, n ≥ 1, be a curve which touch both components of∂An. Then
the Euclidean length ofα is at leastλn(λ − 1)d and, ifρ|dz| is the hyperbolic
metric onU then

` ≥
∫ λn(λ−1)d

0
ρ(γ (t))|γ ′(t)|dt

≥ C(M)
∫ λn(λ−1)d

0

1

dist(γ (t), D ∩ ∂U )
dt ≥ (1 −

1

λ
)d

which proves the lemma. If the diameter ofγ is large relative to diameter of
D ∩ ∂U thenγ crosses many ringsAn, so its hyperbolic length is large, which
is impossible. To obtain the lower bound todist(γ, D ∩ ∂U ), notice that

γ ⊂
⋃

i ≤N

B(xi ,
dist(xi , ∂�)

2
)

for somexi in γ andN = N(`1,M). It is easy to see that

diam(γ ) ≤ C(N)dist(xi , ∂�),

for any i. Sincediam(γ ) ≥ diam(∂� ∩ U ), the proof is complete. �

Remark 8.1. The previous lemma will be used in the following situation: Let
f : U → V be an infinitely renormalizable polynomial-like map of typen with
bounded combinatorics. Then the postcritical setP is a Cantor set with bounded
geometry and henceV − P is aM-uniform domain. Furthermore, the hyperbolic
length of the closed geodesics inV − P is under control. Thus we can apply
lemma 8.3 for these geodesics.

The following proposition is a kind of Koebe lemma forM-uniform domains:
the proof is easy.

Proposition 8.4.Let f : U → �2 be a covering map so that

• �2 is a M-uniform domain;

• The domainU is contained in aM-uniform domain�1.

If Ã is a simply connected domain inside�2 and A is a connected component of
f −1(Ã), then

1

C
≤

| f ′(z1)|

| f ′(z2)|
≤ C
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and
1

C
≤

∥
∥ f ′(z1)

∥
∥
�1, �2

‖ f ′(z2)‖�1, �2

≤ C

for z1, z2 ∈ A andC = C(M, diam�2(Ã)).

8.3 Quasiconformal mappings

We say that a Jordan curveJ ⊂ C is a C-quasicircle if there is a
C-quasiconformal mapφ on the Riemann Sphere such thatφ(S1) = C.

Lemma 8.2. Let ψ : D → D be a C1-quasiconformal map andx, y ∈ D
with distD(x, y) ≤ D. Then there exists aC2(C1, D)-quasiconformal map
ψ̃ : D → D which coincide withψ in a neighborhood ofS1 andψ̃(x) = y.

Proof. It follows of lemma 5.2.3 in [GS] or the moving lemma at pg. 288 in
[L1]. �

Proposition 8.5.Let J be aC1-quasicircle andx a point in the bounded domain
in C − J such thatdist(x, J) ≥ εdiam(J). Then there exists aC2(C1, δ)-
quasiconformal mapon the planeφ̃ such thatφ̃(S1) = J andφ̃(0) = x.

Proof. Assume, without loss of generality, thatdiam J = 1. Consider aC1-
quasiconformal mapin C such thatφ(S1) = J. After a composition with a
Moebius transformation which preserves the circle, we can assume thatφ(∞) =
∞. Furthermore, after translate and rotateJ, we can assume thatφ(0) = 0 and
φ(1) = 1. Since the set ofC1-quasiconformal maps on the plane such that
φ(0) = 0 andφ(1) = 1 is compact, there existsδ > 0 such that fora, b ∈ D,
|a − b| ≤ δ implies|φ(a)− φ(b)| ≤ ε. In particulardist(φ−1(x), S1) ≥ δ. By
the previous lemma, we obtain aC2(C, δ)-quasiconformal map̃φ on the plane
which is equal toφ outsideD andφ̃(0) = x. �
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