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Abstract. Exactdistributions oR = X +Y andW = X/(X +Y) and the correspond-
ing moment properties are derived wh¥randY follow five flexible bivariate gamma
distributions. The expressions turn out to involve several special functions.
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1 Introduction

Since the 1930s, the statistics literature has seen many developments in the
theory and applications of linear combinations and ratios of random variables.
Some of these include:

« Ratios of normal random variables appear as sampling distributions in
single equation models, in simultaneous equations models, as posterior
distributions for parameters of regression models and as modeling distri-
butions, especially in economics when demand models involve the indirect
utility function (details in Yatchew, 1986).

* Weighted sums of uniform random variables — in addition to the well
known application to the generation of random variables — have applica-
tions in stochastic processes which in many cases can be modeled by
these weighted sums. In computer vision algorithms these weighted
sums play a pivotal role (Kamgar-Parsi et al., 1995). An earlier appli-
cation of the linear combinations of uniform random variables is given
in connection with the distribution of errors mih tabular differencea”
(Lowan and Laderman, 1939).
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« Ratio of linear combinations of chi-squared random variables are part

of von Neumann’s (1941) test statistics (mean square successive differ-
ence divided by the variance). These ratios appear in various two-stage
tests (Toyoda and Ohtani, 1986). They are also used in tests on structural
coefficients of a multivariate linear functional relationship model (details
in Chaubey and Nur Enayet Talukder (1983) and Provost and Rudiuk
(1994)).

Sums of independent gamma random variables have applications in
gueuing theory problems such as determination of the total waiting time
and in civil engineering problems such as determination of the total excess
water flow into a dam. They also appear in test statistics used to deter-
mine the confidence limits for the coefficient of variation of fiber diameters
(Linhart (1965) and Jackson (1969)) and in connection with the inference
about the mean of the two-parameter gamma distribution (Grice and Bain,
1980).

Linear combinations of inverted gamma random variables are used for
testing hypotheses and interval estimation based on generghzeldes,
specifically for the Behrens-Fisher problem and variance components in
balanced mixed linear models (Witkovsky, 2001).

As to the Beta distributions their linear combinations occur in calcula-
tions of the power of a number of tests in ANOVA (Monti and Sen, 1976)
among other applications. More generally, the linear combinations are
used for detecting changes in the location of the distribution of a sequence
of observations in quality control problems (Lai, 1974). Pham-Gia and
Turkkan (1993, 1994, 1998, 2002) and Pham-Gia (2000) provided appli-
cations of sums and ratios to availability, Bayesian quality control and
reliability.

Linear combinations of the form = asty, + aytt,, wheret; denotes the
Student random variable based dndegrees of freedom, represents the
Behrens-Fisher statistic and — as early as the middle of the twentieth cen-
tury — Stein (1945) and Chapman (1950) developed a two-stage sampling
procedure involving th@ to test whether the ratio of two normal random
variables is equal to a specified constant.

Weighted sums of the Poisson parameters are used in medical applications
for directly standardized mortality rates (Dobson et al., 1991).
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In this paper, we consider the distributionslt= X +Y andW = X/(X+Y)
whenX andY are correlated gamma random variables arising from the following
distributions:

1. McKay's bivariate gamma distribution (McKay, 1934) given by the joint
pdf

f(xy) T ety witep-ay (1)
X, y) = —xP Ty —x)"" exp(—ay

r(pra)
fory > x > 0,a>0,p > 0andqg > 0. This distribution has
received applications in several areas. For example, Clarke (1979, 1980)
has used McKay’s distribution witk = annual stream flow, arid = areal
precipitation. The justification is apparently that- X is reasonable on
physical grounds (for water height basins with little over year storage).

2. Cherian’s bivariate gamma distribution (Cherian, 1941) given by the joint
pdf

fx,y) =

exp(—x—vy) min(x, y) el 1 (2)
T @)T @)T 03) Jo (x — 2" Ny — 271" exp(2)dz

forx >0,y > 0,0, > 0,6, > 0andd; > 0. This distribution has
received applications in several areas. For example, Prekopa and Szantai
(1978) used this distribution to study the streamflows of a river in six
months of the year.

3. Kibble’s bivariate gamma distribution (Kibble, 1941) given by the joint
pdf
fxy =

(@=1)/2 3)
(Xy) exp( X + y) - (ZN/Xyp)

T(a)(1— p)p@ /2 1y 1—p

forx >0,y > 0,0 > 0and 0< p < 1, wherel, (-) denotes the modified
Bessel function of the first kind of orderdefined by

oo — X" e 1 X2\
200 = 2”F(v+l)z(v+1)kk! (Z>

k=0

This distribution has received applications in several areas. Some of
them are:
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(a) Electric counter system: Lampard (1968) built up Kibble’s distri-
bution in the conditional manneh = f(x)g(y | X); his context
was a system of two reversible counters (i.e. an input can either
increase or decrease the cumulative count), with two Poisson inputs
(an increase process and a decrease process). Output events occur
when either of the cumulative counts decreasesto zero. The sequence
oftime intervals between output events forms a Markov chain, and the
jointdistribution of successive intervals is of Kibble's form. Lampard
also gave an interpretation of the same process in terms of a queueing
system.

(b) Hydrology: Phatarford (1976) used Kibble’s distribution as a model
to describe summer and winter stream flows.

(c) Rain: As the gamma distribution is a popular univariate choice for
the description of amount of rainfall, Izawa (1965) proposed Kibble’s
distribution to describe the joint distribution of rainfall at two nearby
rain gauges.

(d) Wind gusts: Smith and Adelfang (1981) reported analyses of wind
gust data using Kibble’s distribution. The two variates were magni-
tude and length of the gust.

4. the beta Stacy distribution (Mihram and Hultquist, 1967) given by the joint
pdf
fxy) =
4)
Loy _ xya-1ybe-p-d gyp[_ (Y)° (
iy -0ty raexpf - (1))

c
a*T'(b) B(p, q)
fory>x>0,a>0,b>0,c>0,p>0andqg > 0.

5. Becker and Roux’s bivariate gamma distribution (Becker and Roux, 1981)
given by the joint pdf
IB/O‘a a—15p"(\, b—1

—F(a)r(b)x {B(y—x)+ Bx}

exp{—BY — (a + B — B)X], ify>x=>0,
f(x,y) = %)

a B’ h B a-1
F(a)F(b)y {o (X=y) +ay}

exp{—a/x—(a—i—ﬂ—a/)y}, ifx>y>0
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forx >0,y>0,a>0,b>0,0¢a >0,8> 0,a > Oand,B/ > 0.

As often with the gamma distribution, this distribution has applications in
reliability studies. For example, Barlow and Proschan (1977) applied this
distribution to data on failures of caterpillar tractors.

Explicit expressions for the pdfs and momentsRoE X + Y andW = X/
(X +Y) for these five distributions are derived in Sections 2—6. The calculations
involve several special functions, including the complementary error function
defined by

2 o
erfc(x) = —f exp (—t?)dt,
Nz
the confluent hypergeometric function defined by

o (@) XK
1Fi(@; b x) = _—
g (b)i k!

the degenerate hypergeometric function of one variable defined by

' B r'd->b) ]
W (a, b; xX) _FHTEEVH@QD
'b-1) L1
—F(a) 1FF(l4+a—-b,2—-Db;x),

the degenerate hypergeometric function of two variables defined by

®i(a,b,c;x,y) = Z Z @)e (D) x4y

o5 Ok kle!

the Gauss hypergeometric function defined by

i (@k(b)k Xk

F b . J—
2 (a7 ’ C’ X) (C)k k' )

k=0

the hypergeometric function of two variables defined by

= e (@)kre(b)k(C)e xkyE
Fi(a,b,c,d;x,y) = ,
kX_;ZX_; (D)kae k!e!
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the incomplete beta function defined by
By(a,b) = / 211 — t)P-1dt,
0
the Jacobi polynomial defined by
(_l)n _a 5 dn
2"n! (=07 +x) dx"

the modified Bessel function of the first kind defined by

I,(X) = X! i 1 <X_2)k
! 2T (w41 w4kt \ 4 )

k=0

P@P(x) =

{@ =% @+x)"],

the modified Bessel function of the third kind of ordedefined by

T {va(x) - Iv(x)}
2sin(vr)

Ky (X)
with Kq(+) interpreted as the limit
Ko(X) = IimOKu(X),

the modified Laguerre polynomial defined by

) X~V exp(x) d" )
Lox) = T'O(W{xn+ exp(—x)},

and the Whittaker function defined by

a2 exp(—a/2) [

W@ = T 112 ),

t“_)‘_l/z(l + t)u—k—l/z exp(—at)dt,

where(e)x = e(e+ 1) -- - (e + k — 1) denotes the ascending factorial. We also
need the following important lemmas.

Lemma 1 [Equation (2.3.6.1), Prudnikov et al., 1986, volume Epr o > 0
andg > 0,

a
/ x“Ha—x)Lexp(—px)x = B(a, B)a* 1 1F(a;a + B; —ap).
0
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Lemma 2 [Equation (2.2.6.1), Prudnikov et al., 1986, volume Epr o > 0
andg > 0,

b
/ x—a)* tb-—x)ftecx+d)dx =

(b—a)***Lac+d)"B(a, B) 2F1 (a, —yia+pB; c@- b)) )

ac+d

Lemma 3 [Equation (2.2.8.5), Prudnikov et al., 1986, volume Epr a > 0,
a>0,8>0alu|<landa|v|< ],

/ x*Ya—x)"11—ux) "1 —vx)*dx =
0

a*"P 1B (a, B) Fi (a, p, A, + B; Ua, va) .

Lemma4 [Equation (2.15.3.2), Prudnikov et al., 1986, volumeRjro +v >
Oandp > c,

f x*"Lexp(—px) I, (cx)dx =
0

B e\ (v +a) a+v a+v+1 c?
(atv) (=2 F . 1. — ).
P (2) Frv+1° 1( > 2 VT ’p2>

Lemma5 [Equation (2.15.2.6), Prudnikov et al., 1986, volumeRjr a > 0,
B > 0andv > —1,

a
[ x“+1(a2—X2)ﬁ_1|v(CX)dX _ Zﬁ—lav+ﬁc_ﬂF(/3)|u+ﬁ(aC).
0

Lemma 6 [Equation (2.15.5.4), Prudnikov et al., 1986, volumeRjr p > 0
andv > —n —1,

o nic’ c? c?
/O xV+2n+1 eXp( _ sz) l,(cx)dx = W exp<4_p) LE (_4_p) )

Lemma 7 [Equation (2.19.3.2), Prudnikov et al., 1986, volumeRjr p > 0
anda > 0,

/ x*“texp(—px) Li(cx)dx = _Féz‘) p{hamimn=b <1— 2—:)
0
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Lemma 8 [Equation (2.263.1), Gradshteyn and Ryzhik, 200&jt m < 2n,

Xm Xm—l
f ( )n+1/2 dx = )n—1/2

a+ bx + cx? (m—2n)c (a+ bx + cx?
(2m—2n—1)b / xm-1 dx
2m=2mc J (a4 bx+cx®)"

(m-1a xm=2
- / n+1/2dx'
(M—2mcJ (a+bx+cx?)

Lemma 9 [Equation (2.263.2), Gradshteyn and Ryzhik, 2000].

X2n X2n—1
/ 5 n+1/2dx = o\N—1/2
(a+bx+cx?) (2n — 1)c (a+ bx +cx°)

b X2n—l dx + 1/ X2n—2 dx
2c) (a+bx+cxd)"? c) (a+bx+od)" 2

Lemma 10 [Equation (2.263.4), Gradshteyn and Ryzhik, 200&jt n > 1,
/ dx 2(2cx+b)

(a + bx + cxz) "7z = (2n—1) <4ac — b2) (a + bx + cx2)

n-1/2

n-1 k k
—DHin=2)---(n—k k
X 1+§ Fih-bHin=2---(=ke K a+bx+cx2)

k=1 (2n—3)(2n —5)---(2n — 2k — 1) (4ac— b2)

Lemma 11 [Equation (2.3.8.1), Prudnikov et al., 1986, volume HEjr a > O,
a>0andg > 0,

/ x*ta—x)*"1(x+ 27" exp(—px)dx =
0

B(a, B)zPa* P10y (o, p, @ + B; —a/z, ap).

Lemma 12 [Equation (2.3.6.9), Prudnikov et al., 1986, volume Bjr o« > O
andp > 0,
/0" x*~Lexp(—px)
0

X127 dx = T(@)Z*"¥ (e, +1— p; p2).
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Lemma 13 [Equation (2.19.3.6), Prudnikov et al., 1986, volume Bjpr o —
1/2 < a < —p,

/ x*~Lexpcx/2W, , (CX)dx =
0

ra2+a+o0)r/)24+a—-0)r'(—a —o)
crl/2—a—-0)I'(1/2—a+o0) '
The properties of the above special functions can be found in Prudnikov et al.
(1986) and Gradshteyn and Ryzhik (2000).

2 McKay’s Bivariate Gamma

Theorems 1 and 2 derive the pdfsRt= X + Y andW = X/(X 4+ Y) whenX
andY are distributed according to (1).

Theorem 1. If X andY are jointly distributed according tgl) then
aPtarPta-lexp(—ar)

RO = S rpra

1F1(p; p+q;%> (6)

forO<r < oo.

Proof. From (1), the joint pdf of R, W) = (X + Y, X/R) becomes

¢ aPtdrpta-1 11— 29 exp| . } -
rw) = ———wP (1 -2w)% exp{—ar(l—w)}.
"= Torg Y Pl-ar
Thus, the pdf oR can be written as
fR) = & patexp(—an () ®)
M = — g exp(—ar) J(r),
"D Tor@ P

where 12
Jr) = / wP1(1 — 2w)% texp(arw) dw.
0

Substitutingu = 2w , the integrald (r) can be rewritten as

Jr) = Z‘pflup‘l(l — w9 texp(aru/2)du. (9)

Direct application of Lemm; 1 shows that (9) can be calculated as
Jr) = 2‘pB<p,q)1F1(p; p+q; %) (10)
The result of the theorem follows by combining (8) and (10). O
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Theorem 2. If X andY are jointly distributed according t¢l) then

T(p+wP (1 —2w)®?

W = o P @@ — w)P D
for0<w < 1/2.
Proof. Using (7), one can write
fw(w) = Lﬂw”*ﬂ#w)“‘1 f T Pra-lexp{—ar(l—w)}. (12)
r'(pr 0
The result of the theorem follows by calculating the gamma integral on the right
hand side of (12). O

Using special properties of the hypergeometric functions, one can derive ele-
mentary forms for the pdfin (6). This is illustrated in the corollaries below.

Corollary 1. If X andY are jointly distributed according t9l) and if p = q
then

fr(r) =

VR en P eXp(ar) 'p71/2< ar)

J2r'(p) 4 4

forO<r < oo.

Corollary 2. If X andY are jointly distributed according t@l) and if p =
3/2andq = 1/2then

fr(r) = 273%a% exp(—%) {lo(—ajt) - |1(—%>}

forO <r < oo.
Now, we derive the moments ®& = X + Y andW = X/(X +Y) whenX
andY are distributed according {d). We need the following lemma.

Lemma 14. If X andY are jointly distributed according t¢l) then

aPta

E(X™Y") = > (E) F(p+m+n—Kk I'(q+k)

r(pr &

form> l1landn > 1.
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Proof. The result following by writing
aP+a
myny _ =& p+m 1 q-1
E (X™Y )—F(p)r(q)/ / y"(y — )% L exp(—ay) dydx

ap+0| 00 00
“Tr@ / f XPFML(y 4 X)L exp(—aw — ax) dwdx
0 0

prg N .
- m > (E) {/0 XPHIN—K=1 o as) dx}

k=0
x
{/ wIt=Lexp(—aw) dw}
0

n

1
:—E F(p+m+n—KI(+k
a™"r(pT(@) = 0( ) ® @+,

where we have seb = y — x and used the binomial expansion for the term
(w + x)". O

The moments oR = X + Y are now simple consequences of this lemma as
illustrated in Theorem 3. The moments\&f = X/(X + Y) require a separate
treatment as shown by Theorem 4.

Theorem 3. If X andY are jointly distributed according t61) then

E(R" aP+d "\ /n j j - or )
- } n_
(R) r(p)r(q);(1>z<k> (P+n=Kr@+k

k=0

forn> 1.

Proof. The result follows by writing
n
n . .
E((X+Y)") = () E (X"ly!
() = 3 (f) B0 )
and applying Lemma 14 to each expectation in the sum. O

Theorem 4. If X andY are jointly distributed according t61) then

B(p+n,q) F (

EWY) = S35 (p,q 27

1
p+n,p+q;p+qg+n; 5) (13)

forn > 1.
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Proof. The result following by writing

£ (Wn) B 1 /1/2 wp+nfl(1 _ 2w)q71
~ B Jo (1 —w)P*a

1 1 up+nfl(1 _ u)qfl
~ 2PTB(p, q) /0 (1—u/2)P*

B(p+n,
(p q)zFl( -

1
ZW(pq) p+n,p+q;p+q+n;—>,

where we have set = 2w and applied Lemma 2 in the last step. O

Using special properties of the Gauss hypergeometric function, one can derive
elementary forms of (13) whep and g are integers. This is shown in the
corollary below.

Corollary 3. If X andY are jointly distributed according t@1) and if both
p > 1landqg > 1 are integers then

E (W") =
1 Prkloot

p+k—l) (q—].) —_iti-l-isi—i—p—-1
soa X 5 ) e

i=0 =

forn > 1, wheres(m) = (1 —2=™ 1 /(m+ 1) if m # —1ands(—1) = log 2.

3 Cherian’s Bivariate Gamma
Theorem 5 derives the pdf 8/ = X/(X + Y) whenX andY are distributed
according to (2).

Theorem 5. If X andY are jointly distributed according t¢2) then

[ (61 + 62 + 63)

91+93—l(1 _ w)@z—l
['(62) T (61 + 63)

fw(w) =

(14)

><F1(91,1—92,91+92+93,91+93; ;W

w
1—w
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if0<w=<1/2 and
I' (614 6> + 63)

f — 61—1 1— Op+63—1
R Y A IS R
1 (15)
x F1 <93, 1— 61,61+ 6+ 03, 605+ 03; — w, 1- w)
w
if1/2 <w <1.
Proof. From (2), the joint pdf of R, W) = (X + Y, X/R) becomes
_ r min(w,1—w)
Frow) = r exp(—r)
') (02T (63) Jo (16)

rw—2""Yr1—w) — 2% 1 lexpz)dz
After settingv = z/r, (16) can be written as

r91+92+93—1 eXp(—I‘ ) min(w,1—w)
') (02T (03) Jo

fr,w) =

(w— )11 —w— )2 % Texprv)dv.
Consider the cases < 1/2 andw > 1/2 separately. liv < 1/2 then the pdf
of W can be written as
[ (61 + 65 +03) min(w,1—w) (w — 0)91—1(1 —w— v)92—1v93—l

W) = TG T e T 09 Jo (1— p)frHoetos dv

T (01 + 6 + 03) w0311 — y)f2—1
@) T 02T (63)

1 6—1
% f (1— u)el—l (1 __wu ) 2 u03_1(1 _ wu)—(91+92+93)du (17)
0 1—w

T (61 +6p + 63) w1 — P2t
@) @2 63)

x B(61,03) F1 (91, 1— 62,01+ 62+ 03,01+ 03; 1i)w, w>,
which follows by settingy = v/w and applying Lemma 3. This establishes the
result in (14). The resultin (15) can be established similarly. O

Using special properties of the hypergeometric function, one can derive ele-
mentary forms for the pdfs in (14) and (15). This is illustrated in the corollary
below.
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Corollary 4. If X andY are jointly distributed according t¢2) and if6; > 1,
6, > 1land6fz > 1 are integers then

fw(w) =

61—16,—10:
[ 014 602+603) < o —

01— 0o —1\ (63—1 . -
[(@1) T (62) T (03) ZZZ(I )(2 )<3k >(_1)I+J+k+91+92 2

i=0 j=0 k=0

x (1—w)r 12 1705, (i 4 | + k— 61— 62 — 63)
if0<w=<1/2 and

fw(w) =

01—16,—163—1

1—16,—163— (91 _ ) (92 — 1) (93 - 1> (_1)i+j+k+91+92—2
k

0

x (L—w)r 121705, (i 4+ j + k— 01 — 05 — 63)

' (014 62 + 63)
[(@1)T (02) T (83)

i=0 j=0 k=

if

1 o 1-Q1- w)m+L

é <w < 1, where 81(m) = w
i 1— wmtt i | q
if m#£ —1,5(mM) = m if m# —1,86;(m = —log(l — w) an
82(m) = —logw.

Now, we derive the moments W = X/(X+Y)whenX andY are distributed
according to (2).

Theorem 6. If X andY are jointly distributed according t62) then

o TO1+02403) oo Bk (1— 02) (B2 + 02 + 63),
E(W") = F(Gz)F(91+93)ZZ

P (014 03)k1e
» Bl/z(n+91+93+k+€,92— k)
kle!
(18)
T (614 62 + 63) i i (03)kpe (1 — 01) (O1 + 02 + 63),
LT (62 + 63) = = (02 + 03)ks e

8 1-Byo(N+61—K 02+63+k+20)
kle!

forn > 1.
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Proof. From (14)—(15), using the definition of the hypergeometric function of
two variables, one can write

E(W") = LO1+02+03) i f: (ODk1¢ (1 — 62) (01 + 62 4 63) 11(K, £)
(@) (61 +63) (01 + 03) ¢ KI€!

k=0¢=0
(19)
I (61 + 62 + 63) i i (63)icre (L= 61 (61 + 62 + 63, 12(K, )
TODT (62 +63) = — (02 + 03)y 40 Kle! ’
where
1/2
Il(k, E) — / wk+f+91+93—l(l _ w)@z—k—ldw
0
and L
Iz(k, 0 = f w01—k—1(1 _ w)k+£+@2+93_ldw.
1/2
Using the definition of the incomplete beta function, it follows that
l1(K, &) = Byo(N+61+63+k+£,6,—K) (20)
and
lo(k, ) = 1—Byo(N+601—K,02+603+k+20). (21)
The result of the theorem follows by (19), (20) and (21). O

4 Kibble's Bivariate Gamma

Theorems 7 and 8 derive the pdfsRt= X + Y andW = X/(X + Y) whenX
andY are distributed according to (3).

Theorem 7. If X andY are jointly distributed according t¢3) then

ﬁzl/Zfarafl/2p1/4fa/2 | . ( rﬁ )
F'a)/I—p 21— p

fr(r) = (22)

forO<r < oo.

Proof. From (3), the joint pdf of R, W) = (X + Y, X/R) becomes
f(r,w) =

re {w(l _ w)}(ol—l)/Z Xp( r ) | (2I’ﬁ /U)(l — w)) (23)
_m a—1 .

T(a)(1— p)p /2 1—p
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Thus, the pdf oR can be written as

re r
"0 = Fa@— ™72 eXp(_ﬂ> o 9

where

1
Jr) = f (w(l—w))e b2y, (ZI’ ﬁj\_/@) .
0 —

Substitutingu = /w(1 — w) , the integrald(r) can be rewritten as

1/2 u 2rfu)
J =2 du. 25
0 =2[ e ‘ )

Direct application of Lemma 5 shows that (25) can be calculated as

2 -1/2
30y = ez (ZVP T L (R (26)
1-p 1-p
The result of the theorem follows by combining (24) and (26). O

Theorem 8. If X andY are jointly distributed according t63) then
o)1 —p)* w1 —w)*?

f = 27
ww) M2@)  (1—4pw(l— w) 72 @7)
forO < w < 1.
Proof. Using (23), one can write
w(l— w)}e b2
fww) = i) ez IW), (28)
F(@)(1—p)p™
where
00 2 —
J(u)) — / raexp<_L) Ia_]_( r\/ﬁ\/ U)(l w))d
0 1- 1-p
Direct application of Lemma 4 shows that one can calculdte) as
2
3w = Lo e ) (L w)) Y
(29)
1
2F (a, o+ E; o; dpw(l — w)) .
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Upon using the property that
P basx) = 1-x7

one can reduce (29) to

FRa) (o
J(w) = ——2 j@=D/2(q _ )+l
W) =4 @ " 1-p) 30)
{U)(l — w)}(ot—l)/Z {1 _ 4,011)(1 _ w)}—(Ot-‘rl/Z) )
The result of the theorem follows by combining (28) and (30). O

Using special properties of the Bessel function of the first kind, one can derive
elementary forms for the pdfs in (22). This is illustrated in the corollary below.

Corollary 5. If X andY are jointly distributed according t63) and ifa > 1
is an integer then

21—ar<x—1/2 1/4—a/2

0
C(a)v/1-pyz

[(2la—1/2|-3)/4]

:a Z (1)) Q2j+ | —1/2 | +1/2)1(22)"21 71
2] + DI(=2j+ |a —1/2| —3/2)!

fr(r) =

j=0

[(2la—1/2|-1)/4]

) Qj+ |a —1/2| —1/2)!
b Y
s CDI(=2j+ | a—1/2| =1/2)!1(22)%
where

z=r./p/(l—p),a=cosn(e¢—1)/2—2), and b=sin(r(a¢—-1)/2—2).

Now, we derive the moments &= X + Y, P = XY andW = X/(X +Y)
when X andY are distributed according to (3). We need the following lemma.

Lemma 15. If X andY are jointly distributed according t@3) then

NCm+a) - )" Sgimn (140
') " 1-p

E (XmY”) =
form> l1andn > 1.
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Proof. One can express

T(@)(1— p)p@D/2 Jo 1-»p

(e.¢]
N / yHe=D/2 exp<_L> lo_1 (2—nyp) dydx
0 1-p 1-p

2 > mie-1)/2 (_ X )
F(a)(l—p>p<“1>/2/0 X "1 (1)

o0 2 Vovrs
X / w2t exp(—lw—) lo—1 (m) dwdx
0 P

1-p
n!(l_ p)n * m+a—1 a—1 Xp
= —x)L __F

which follows after settingy = ,/y and applying Lemma 6. The integral in (31)
can be calculated by direct application of Lemma 7 to yield

f x™Lexp(—x) Le [ — X\ dx
0 1-p

(32)
= (M + )Pl tmn (—1 +o ) :
1-p
The result of the lemma follows by combining (31) and (32). O

The moments oR = X + Y are now simple consequences of this lemma as
illustrated in Theorem 9. The moments\&f = X/(X + Y) require a separate
treatment as shown by Theorem 10.

Theorem 9. If X andY are jointly distributed according t@3) then

n

e NC =K+ )@= )% ana0 (140
E(RY) = kX_(:) (n— k)T () Fn (1—/)) (33)

forn> 1.

Proof. The result in (33) follows by writing

E(X+Y)") = an (E) E (X"kY¥)

k=0
and applying Lemma 15 to each expectation in the sum. d
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Theorem 10. If X andY are jointly distributed according t¢3) and if« is an
integer then

a—1

Z(—l)m (“ r; 1) Jn+m+a—1), (34)

m=0

['(20)(1 - p)*

E (Wn) = %)

for n > 1, whereJ(m) satisfies the recurrence relations

1 2m—2uo —1 m-1
M= im0 T 2mozw YV Gpmo a2 ()
and 1 1
J(2a) = aod—2m 3 J(2a—1)——J(2a—2) (36)

for m # 2«, with the initial values

J0) =
O = —na-p
a—1 K (37)
(0 —D(a@—2)--- (@ — Kk)(2p)
1+ Z K k
— (20 —3)(2a —5) -+ (200 — 2k — 1D)p“(1—p)
andJ(1) = (1/2)J(0).
Proof. It follows from (27) that
I'(20)(1 — p)® / L ) L
E (W"
(W) = M (a) 0 (4pw? —4pw+1)°‘+1/2
1—1(20[)(1 p)a /l a—1 ( ) " wn+a—1
1 d
() Z( a (4pw? — dpw + 1)*t1/2 v

a—1

F(ZO()(]- P)a Z( 1)m< >J(n+m+0{—1)
F( ) m=0

where

1 wm
J(m) = / - dw
0 (4,0w2 —4pw + 1) 2

This establishes the result in (34). The recurrence relations in (35) and (36)
follow by applying Lemmas 8 and 9. The initial value in (37) follows by applying
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Lemma 10. Finally, since

1 2w —1
/ 2 arpdw = 0,
0 (4pw —4dow + l)

it follows that J(1) = (1/2)J(0). O

5 Beta Stacy

Theorems 11 and 12 derive the pdfsRt X + Y andW = X/(X + Y) when
X andY are distributed according to (4).

Theorem 11. If X andY are jointly distributed according t¢4) then

fr(r)

CrbC*l 00 (_1)kr ke
~ a°T(b) kX_c:) ake
- (38)

1
zFl(p, p+q—bc—Kkc p+q;§)

forO<r < oo.

Proof. From (4), the joint pdf of R, W) = (X + Y, X/R) becomes

f(r,w) O 2uy (L — e
JW) = oW — 2w —w
a’T'(b)B(p,q)
P, q (39)
ré(d — w)°
exp{—T}.
Using the series expansion
SN
exp—x) = 3
k!
k=0

the pdf of R can be written as

Crbc—l

a*I'(b)B(p, Q)
00 (—l)erk(l _ w)Ck
ak!

fr(r) wP1(1 — 2w)97 (1 — w)PePd

dw
k=0
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CrbC—l o0 (_1)kr ke
a*T'(b)B(p,q) =5 a*

12
/ wP(1 — w)Petke=P=a(1 _ 2y)971dyw
0

CrbC—l 00 (_1)krkc
2P (b)B(p. q) &= a*°

1
f uP~(1 — u/2)Perke=P=a(1 — y)9=1du
0

CrbC—l e} (—1)kr ke 1

k=0

where we have set = 2w and applied Lemma 2 (in the last step). The proof
of the theorem is complete. O

Theorem 12. If X andY are jointly distributed according t¢4) then

wP (1 — 2w)97t
B(p, q)(1 — w)P*d

fw(w) = (40)

for0<w < 1/2.

Proof. Using (39), one can write

C
a*°r'(b)B(p, q)

00 c(1 _ .0\C
/0 rbc‘lexp{——r (lac w) }dr

1
- - p—1 1—2 g-1 1— bc—p—q
PToBpg o G

[e%e} . (1_ w)C
/ y° 1e><|0{——y : }dy
0 a

wPH(1 — 2w)9t
B(p, q)(1 — w)P’

fw(w) wPL(1 — 2w)9 (1 — w)PePd
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where we have st = r ¢ and used the definition of gamma function. The proof
of the theorem is complete. O

Using special properties of the Gauss hypergeometric function, one can derive
simpler forms for the pdf in (38). This is illustrated in the corollary below.

Corollary 6. If X andY are jointly distributed according t¢4) and ifg = 1

then
CrbC—l 00 (_1)kr ke

fr(r) =

B ,bc+kc—
2T () 2 ke B (p 9))

forO <r < oo.
Now, we derive the moments ® = X + Y andW = X/(X + Y) when X
andY are distributed according to (4). We need the following lemma.

Lemma 16. If X andY are jointly distributed according té4) then

a™ T (b+ (M+n)/c) B(p+m,q)
I'(b)B(p, q)

E(X™Y") =
form>1andn > 1.

Proof. The result follows by writing

B = W/ [ xeimtey e typein-oe
’ X
(o3
exp{ - (3) | dyax

c o0 oo
— Xp+m—1 —X q-1
a>T'(b)B(p. ) fo / v=9

x Y~ (PHM=gHeb+mEn)/0 exp{ — <X>C} dydx
a

B c a*t™ L (b + (m+n)/c) B(p +m, q)
~ T (®B(p,q) c '
The proof of the theorem is complete. O

The moments oR = X + Y are now simple consequences of this lemma as
illustrated in Theorem 13. The momentswWwf= X/(X + Y) require a separate
treatment as shown by Theorem 14.
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Theorem 13. If X andY are jointly distributed according t¢4) then

n _ a'T(b+n/o) ¢ (n)
E(R) = ————~ B —k, 41
R) = T Bm.a k§_0 M EICE B ) (41)

forn> 1.

Proof. The resultin (41) follows by writing
" /n
E((X+Y)") = g (k) E (X"YY)

and applying Lemma 16 to each expectation in the sum. O

Theorem 14. If X andY are jointly distributed according t¢4) then

B(p+n,
(p o)) 2F1<

=W = e

1
p+np+q;p+qg+n; 5) (42)

forn # 1.

Proof. It follows from (40) that one can write
1/2 wp+n—1(1 o 2w)q_1

B = /o B(p. )L —u)"

1 up+n—1(l _ u)q—l
= /o 2B (p, q)(1 — u/2)PHa -

B(p+n,q) ) 1
= mzﬁ(ern,erq, p+q+n,§),

where we have set = 2w and applied Lemma 2 in the last step. O

Using special properties of the Gauss hypergeometric function, one can derive
elementary forms for (42) whep andq are integers. This is shown in the
corollary below.
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Corollary 7. If X andY are jointly distributed according t¢4) and if both
p > 1landqg > 1 are integers then

E(W”) =
n+p-1qg-1

<n+ p— 1) (q J— 1) (—1)H 295 — 140 — ),
=0

forn > 1, wheres(m) = (1 —2=™1/(m+ 1) if m# —1ands(—1) = log 2

B(p, )

i=0 j

6 Becker and Roux’s Bivariate Gamma

Theorems 15 and 16 derive the pdfsRE X + Y andW = X/(X + Y) when
X andY are distributed according to (5).

Theorem 15. If X andY are jointly distributed according t@5) then

a(ﬂ )b a+b— lexm ﬂr)

f —
R = 22I'2(a)I" (b)

D,

a1 bipa P2 @tB-26)

9 b t 2 ’ b 2
/ / (43)
(a )aﬁbraerfl exq_a r)

2°T(a)'?(b)

1

20 (a+ B — 20)r
20 2

(b,l—a,1+b;—“_,
forO<r < oo.

Proof. From (5), the joint pdf of R, W) = (X + Y, X/R) can be written as

ﬂ/aa atb-1 a-1fp" 1 _ b-1
F(a)l“(b)r w {ﬂ 1 2w)+,8w}
xexp{ —Brl—w) —(@+p—prw}, ifw<1/2
f(r,w) = - (44)
ap atb-1,4 _ \b-1y ' N . a—1
F(a)F(b)r AL-—w)’ Ha Cw-1 +al—w)}
xexp{—a/rw—(a—i—ﬁ—a/)r(l—w)}, if w>1/2.
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Thus, the pdf olR can be written as
Bo®(B—28)" r* L exp(—pT)
r'@rI(b)

N o BP(a — 20 )2 ra P Lexp(—a'r)
r'@r(b)
whereli(r) andl,(r) are the integrals given by

12(r)

fr(r) =

[2(r),

’

12 8 b-1 ,
L(r) = /0 w1 (,B—Zﬁ/ +w> exp{—(a+ﬂ—2ﬂ )rw}dw

and

’

1/2 o a—1 /
lo(r) = / wb_1< ; —i—w) exp{—(a—i—ﬂ—Za )rw}dw.
0

o — 20
Application of Lemma 11 shows that one can calculate) andl,(r) as
(8"

I = )
R T T
, / (45)
2 2
and ot
(a)®”
I = )
2(r) 02 — 20/)3_1 1
(46)

20 2
The result of the theorem follows by substituting (45) and (46) into (44)

—2d —2d
(b,l—a,l—i—b;—a o (x+pB oz)r).

Theorem 16. If X andY are jointly distributed according tg5) then

pofr@a+b) w* g 1—2w) +puw}*
F@r®  {ga-w+@+p-pHwf*™
if w<1/2,
fww) =1 , PR CY))
o Br@+b) (1—w) o' @w - 1) +al—w)}*”
r'@r(b) {a/w—}-(a—kﬁ—a/)(l—w)}a—’_b
if w>1/2,
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forO<w < 1.

Proof. Using (44), one can write

Bo® iy _ b1
F(a)F(b)w {8 (A—2w)+ Bw}
X /OO rath—lexp{—Br(l—w) — (@ + B — B)Hrwidr,
0
if w<1/2,
fw(w) = ,
o ﬁb

— P11, _ _ a-1

N / A exp{—a'rw — (@ + B —a))r (1 — w)ldr,
0

if w>1/2.

The result of the theorem follows by elementary integration of the above
integrals. g

Using special properties of the hypergeometric function of two variables, one
can derive simpler forms for the pdf in (43). This is illustrated in the corollary
below.

Corollary 8. If X andY are jointly distributed according t@5) and if both
a > landb > 1 are integers then

b—-1 k
) = ki Y (7)) B(k+a,b—k)<£,>

k=0 2
1F1(k+a;a+b;—w)
+K2(r)Z<a 1>B(k+ba k)< )

k=0
1F1(k+b;a+b; re+fp- 20‘))

where / )
a?(B)PratLexp(—BT)

Ka(r) = 22T (@)l (b)
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and
,B ((X )a a+b— 1eXFX ar)

2T (@) (b)

Ka(r) =

Now, we derive the moments ® = X + Y andW = X/(X + Y) whenX
andY are distributed according {®). We need the following lemma.

Lemma 17. If X andY are jointly distributed according t¢5) then
E(X™Y") =

e®nil(m+n+a+b) 2”: (BT (M+a+krd—a—b—m—k
B™2(8)"T @I (DI (1 —b) = Ki(n— k!

B°mIC(M+n+ a+ b) Xm: @)Tn+b+krl—a—b—n-k)
") T (@I () (1 - a) &= kl(m — k)!

form> l1landn > 1.
Proof. One can write
myny __ ym+a- 1 _ b-1
E(X™Y") = F(a)r(b)f / Y' B (y =) + B}
X eXp{—ﬁ y — (e + B — B)Hxjdydx

n+b 1 oy a—1
F(a)r(b) / / @ (x —y) +ay)

X exp{—a X—(a+B—« )y}dxdy

_ m+a 1 b-1
_ F(a)r(b) f / (Z+ "B 2+ Bx) (48)

X exp{—ﬁ Z— (a + B)x}dzdx

n+b—1 a—1
+ F(a)F(b)/ / y Z+y" {az+ay}

x exp{—a'z— (« + B)y}dzdy

_ b n<>|k o p° m<m>lk
F(a)r(b)Z 1()+F(a)1"(b)k§o K ) 1200
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where

l1(k) = fo h /0 h xmra-ltkzn=kg'z 4 Bx)*Lexp(—B'z — (o + B)x}dzdx
and

lo(k) = fo N /0 N yrHIZ K (@ z + ay)® T exp(—a 'z — (o + B)y}dzdy.

These two integrals can be calculated as follows: application of Lemma 12 shows
that one can writé; (k) as

(0 = BB T (N —k+ 1)
/ XMl g (n k41, n+ 1 — k+ b; Bx)dx
0

= pbk=D/2(ghk=n—1 P _k 4 1) (49)

o0
% / S H/2+atb/2+k/2-3/2
0

exp (BX/2) Wint1-k+b)/2,(n+b—ky2(BX)AX,
where the second step following by using the relationship that
W@ bix) = X 2exp(x/2) Woz2-a (o-1/2(%).
Now, an application of Lemma 13 shows tlid9) can be calculated as

B Irm+ntat+brm+a+kl-—m—a—b—k)

l1(k) = . (50
1( ) ,Bm+a+kF (1 _ b) ( )
One can show similarly that
"\k—m-1
|2(k)z(oz) F(m+n+a+b)F(n+b-|—k)F(1—n—a—b—k). (51)

,Bn+b+kr (1 _ a)
The result of the theorem follows by substituti¢gD) and(51) into (48). O

The moments oR = X + Y are now simple consequences of this lemma as
illustrated in Theorem 17.
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Theorem 17. If X andY are jointly distributed according t@5) then

: I (n +a + b)
E(R") = (”)[ .
(R k; k) | g +2(8) T @I ()1 — b)

zk:(ﬁ’)‘ZF(n—k+a+5)r(1—a—b—n+k_z)
) ek — o)

L=

o

(52)
BN —KIC(n+a+b)

"tk @r () - a)

n-k /¢
5 Z(a) F(k+b+£)l‘(1—a—b—k—£)}

0n—k—20)!

~
o

forn> 1.

Proof. The result in (52) follows by writing
n
n _
E(X+Y)") = > (k) E (X"*Y¥)
k=0
and applying Lemma 17 to each expectation in the sum. O

The moments oW = X/(X + Y) require a separate treatment as shown by
Theorem 18.

Theorem 18. If X andY are jointly distributed according t¢5) then

E(W”) = — «T@+b F1<a+n,1—b,a+b,
(BT (@I (b)(a+n)
a+n+1;—ﬂ_?ﬁ,—a+ﬁ72ﬂ)
2 28
b (53)
,bﬂ [@+h Fl(b+n,1—a,a+b,
(¢ )’T'@T(b)(b+n)
b+n+l;_a—?oz,_a+,372a>
o 2
forn > 1.
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Proof. One can express

_ Fefr@+b) (Y2 v Yp A - 2w) + puw)’

E(W") = d
(w?) F@rm Jo {5/(1—w)+(a+,3—ﬁ’)w}a+bw

o Br@+b) [ w'@—w) o' @w—1)+ald—w}*?

Fr@Or® Jiz  fo'w+@+p—a)d—w)*®

dw (54)

_ BeT@+bly o pr@+bl;

T(a)T(b) F@rb)
where
| /1/2 w B (1 — 2w) + pw}” |
1 = / ’ w
o {B (1—w)+(oz+/3—,3)w}a+b
and

| /1/2 1- w)”wb_l{a,(l —2w) + aw}afl
2 =
0

{a/(l —w) + (a + B — o/)w}aer

Application of Lemma 3 shows that and |, can be calculated as

1
1 = / a+lF1<a—|-n, 1—b, a+b,
231 (3 + n) (5 ) 55)
—28 — 28
a+n+1;—ﬂzﬁ/ﬁ,—a+§ﬁ/ ﬁ)
and
1
I, = / b+lF1<b+n,l—a,a+b,
20 4 ) (a ) 56)
b+n+l;_a—?a’_a+§/—2a>.
(07 o

The result of the theorem follows by substituting (55) and (56) into (54)
Using special properties of the hypergeometric function of two variables, one

can derive simpler forms for the pdf in (53). This is illustrated in the corollary
below.
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Corollary 9. If X andY are jointly distributed according t@5) and if both
a > landb > 1 are integers then

oTa+bh 22 <b— 1)
E(W") =
(W) (B)322 "I (@)I'(b) r;, m

B@a+n+m,b—m) (£> [1(m)
2B

LM

B°T(a + b) “(a 1)
(@)P2* "I (@I (b)

m=0

Bb+n+m,a—m) (i) 1(m),
20

forn > 1, where

and

— 24
l1(m) = 2F1<a+n+m,a+b;a+b+n;_%)
oz—l—,B—Za/
l,(m) = ,F; b-l—n-l—m,a-l—b;a+b-1—n;—T )
o
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