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A note about the truncation question
in percolation of words

Bernardo N.B. de Lima*

Abstract. Consider an independent site percolation model on Z2, with parameter p,
equipped with all horizontal and vertical connections. In this note it is shown that given
for any parameter p ∈ (0, 1), there exists an integer N such that any binary sequence
(word) ξ ∈ {0, 1}N is seen, almost surely, even if all connections whose length is bigger
than N are suppressed.
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1 Introduction

Percolation of words on a countable infinite and connected graph G, as pro-
posed in [1], is formulated as follows. Let G = (V,E) be a graph and assign,
independently for each site v ∈ V, a random variable Xv which takes the value
1 or 0 with probability p or 1 − p, respectively. This can be done introduc-
ing the probability space (�,F, Pp), where � = {0, 1}V, F is the σ -algebra
generated by the cylinder sets in �, and Pp =

∏
v∈V μ(v) is the product of

Bernoulli measures with parameter p, such that the random variables (configu-
rations) {Xv : v ∈ V} take their values. From now on, we denote an element of
� (configuration) by ω and ωv denotes the value of Xv(ω). A path γ on G is a
sequence v1, v2, . . . of vertices in V, such that vi 6= v j , ∀ i 6= j and vi+1 is a
nearest neighbour of vi , for all i ; that is the edge 〈vi , vi+1〉 belongs to E.

A semi-infinite binary sequence ξ = (ξ1, ξ2, . . . ) ∈ {0, 1}N will be called a
word. Given a word ξ ∈ {0, 1}N, a vertex v ∈ V and a configuration ω ∈ �, we
say that ξ is seen in the configuration ω from the vertex v if there exists a self-
avoiding path γ = 〈v0 = v, v1, v2, . . . 〉 starting from v, such that ωvi = ξi , ∀i =
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1, 2, . . . . Define the events Zξ (v) = {ω ∈ � : ξ is seen in ω from v on the graph
G} and Zξ = ∪v∈VZξ (v). When Zξ occurs we say that the word ξ percolates.
Observe that percolation of ξ = (1, 1, 1, . . . ) (or (0, 0, 0, . . . )) is the ordinary
site percolation and percolation of ξ = (1, 0, 1, 0 . . . ) (or (0, 1, 0, 1, . . . )) is the
AB-percolation model proposed in [9].

Another variation of the ordinary independent nearest neighbour percolation
model are the long range models. The set of vertices of G will be supposed as
Zd , for d ≥ 2 and the set of edges E contains edges whose lengths are arbitrarily
large. Given a percolation system whose edges have unbounded range and in
which percolation occurs almost surely, we ask if the infiniteness of the range
is really crucial for percolation to occur. In other words, does this system still
percolates if we suppress all edges whose range are bigger than some positive
integer N? This is the truncation question and there are lot of results in the
literature concerning this question, like [10], [11], [2], [4] and [5]. In the present
paper, we show a result concerning the truncation question in the context of
percolation of words. For this intention will be useful the embedding of graphs
developed in [5].

2 The main result

From now on, let G = (V,E) be the graph in which V = Z2 and which contains
all vertical and horizontal long range edges

E =
{
〈(x1, x2)(y1, y2)〉 ⊂ Z2 × Z2 : (x1 = y1 and x2 6= y2) or

(x2 = y2 and x1 6= y1)
}
.

We consider independent site percolation, with parameter p, on the graph G.
It is easy to see, using Borel-Cantelli Lemma, that for all p ∈ (0, 1), we have
that Pp(Zξ (0)) = 1, ∀ ξ ∈ {0, 1}N. That is, each word ξ is seen from the origin
almost surely. In particular Pp(Zξ ) = 1 , i.e. ξ percolates. The result below
shows that it is possible to truncate the graph G, such that each word ξ still
percolates with probability one.

Before stating the result, we introduce some notation. Given x = (x1, x2) ∈
Z2, let ‖(x1, x2)‖ = |x1| + |x2|. Given a positive integer N , let

G N = (Z2,EN ) where EN = {〈xy〉 ∈ E : ‖x − y‖ ≤ N }.

That is, G N can be obtained from G erasing all bonds whose length is larger
than N . As before, define Z N

ξ (v) = {ω ∈ � : ξ is seen in ω from v on the graph
G N } and Z N

ξ = ∪v∈VZ N
ξ (v).
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Theorem 1. For all p ∈ (0, 1), there exist a positive integer N = N (p) and
some constant c > 0, such that

Pp(Z N
ξ (v)) ≥ c > 0, ∀ ξ ∈ {0, 1}N.

In particular,
Pp(Z N

ξ ) = 1, ∀ ξ ∈ {0, 1}N.

We would like to emphasize that this constant N is a function of p, it can be
chosen uniformly in ξ , but not in p.

Proof. Without loss of generality we can suppose that the vertex v is the
origin. Given p ∈ (0, 1), by [7] Theorem 1, there exists some dimension
d = d(p) ≥ 3, such that

pc(Z
d) < min

{
p, 1 − p

}

where pc(Zd) is the critical threshold of ordinary independent site percolation
on the nearest neighbour lattice Zd . Let ε = min{p, 1 − p} − pc(Zd). By
Theorem A of [6], there exists some large integer L = L(p) such that

pc
(
{0, 1, . . . , L − 1}d−2 × Z2

)
< pc(Z

d) +
ε

2
< min

{
p, 1 − p

}
.

That is, on the slab {0, 1, . . . , L − 1}d−2 × Z2 both words 0̄ = (0, 0, 0, . . . )

and 1̄ = (1, 1, 1, . . . ) are seen from the origin with positive probability. Now
the method leading to the result [5] allows to embed the slab {0, 1, . . . ,
L − 1}d−2 × Z2 in G. This embedding uses only bonds with d − 1 differ-
ent lengths (see [5]). Then, defining N = N (p) as the largest such length used
in the embedding, it follows that

Pp
(
Z N

1̄
(0)

)
> 0 and Pp

(
Z N

0̄
(0)

)
> 0.

By Lemma 2 hereafter, this implies

Pp
(
Z N

ξ (0)
)

≥ min
{

Pp
(
Z N

0̄
(0)

)
, Pp

(
Z N

1̄
(0)

)}
, ∀ ξ ∈ {0, 1}N

and the proof will be finished.

The last sentence statement of the theorem is true, observing that the event Z N
ξ

is translation invariant, so its probability must be 0 or 1. �
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The following lemma is a generalization of the coupling argument given in the
proof of Proposition 3.1 in [12] for AB-Percolation. Now, G = (V,E) is any
countably infinite and connected graph; given v ∈ V and ξ ∈ {0, 1}N remember
that Zξ (v) = {ω ∈ � : ξ is seen in ω from v on the graph G}, 0̄ = (0, 0, 0, . . . )

and 1̄ = (1, 1, 1, . . . ).

Lemma 2. Consider an independent site percolation model, with parameter
p ∈ [0, 1], on the graph G. Then, given any binary sequence ξ ∈ {0, 1}N and
v0 ∈ V, it holds that

Pp
(
Zξ (v0)

)
≥ min

{
Pp

(
Z 0̄(v0)

)
, Pp

(
Z 1̄(v0)

)}
, ∀ ξ ∈ {0, 1}N.

Proof. By symmetry it is enough to consider the case p ∈ (0, 1
2 ] and to show

that Pp(Zξ (v0)) ≥ Pp(Z 1̄(v0)).

The idea is to make a coupling based on the dynamic construction of the
cluster at the origin, in such a way that for each configuration in which the word
(1, 1, 1, . . . ) is seen, the given word ξ also is.

Let Uv, v ∈ V be independent random variables with the uniform distribution
on [0, 1], and write �̃ = [0, 1]V. With F̃ the σ -algebra generated by cylinder sets
and P the associated product probability measure on (�̃, F̃). Given p ∈ [0, 1]
and v ∈ V we say that v is p-open if Uv ≤ p and p-closed if Uv > p.

Now, let f : N → V be a fixed ordering of the vertices of the graph G.
Construct, dynamically, a sequence Sn = (An, Bn, Cn), ∀n ∈ N of ordered triple
of subsets of V, defined as follows:

S0 = (∅, ∅, ∅).

Given v0 ∈ V, let’s define v1 as the earliest vertex in the fixed ordering belong-
ing to ∂e({v0}). Where, ∂e(A) = {v ∈ V : v ∈ Ac and ∃u ∈ A with 〈v, u〉 ∈ E}.
Consider the set I1 = {ξ1}. If I1 = {1}, define

S1 =
{

(A0 ∪ {v1}, B0, C0) if Uv1 ≤ p,

(A0, B0, C0 ∪ {v1}) if Uv1 > p.
(1)

If I1 = {0}, define

S1 =
{

(A0, B0 ∪ {v1}, C0) if Uv1 ≤ 1 − p,

(A0, B0, C0 ∪ {v1}) if Uv1 > 1 − p.
(2)

Given Sn = (An, Bn, Cn), let vn+1 denote the earliest vertex in the fixed
ordering belonging to ∂e({v0} ∪ An ∪ Bn ∪ Cn). If that vertex does not exist,
define Sm = Sn, ∀m > n; otherwise, consider the set

In+1 = {x ∈ {0, 1} : ∃ k ∈ N, ∃ path 〈v0, vi1, . . . , vik , vik+1 = vn+1〉
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with

vi j ∈ An ∪ Bn, ξ j = 1 if vi j ∈ An, ξ j = 0 if vi j ∈ Bn, ∀ j ≤ k and ξk+1 = x}.

There are four possibilities for In+1: If In+1 = ∅, define Sm = Sn, ∀m > n.
If In+1 = {1}, define

Sn+1 =
{

(An ∪ {vn+1}, Bn, Cn) if Uvn+1 ≤ p,

(An, Bn, Cn ∪ {vn+1}) if Uvn+1 > p.
(3)

If In+1 = {0} define

Sn+1 =
{

(An, Bn ∪ {vn+1}, Cn) if Uvn+1 ≤ 1 − p,

(An, Bn, Cn ∪ {vn+1}) if Uvn+1 > 1 − p.
(4)

and if In+1 = {0, 1}, define

Sn+1 =
{

(An ∪ {vn+1}, Bn, Cn) if Uvn+1 ≤ p,

(An, Bn ∪ {vn+1}, Cn) if Uvn+1 > p.
(5)

Observe that (An), (Bn) and (Cn) are non decreasing sequences and define
A = ∪n∈NAn , B = ∪n∈NBn and C = ∪n∈NCn . Given the word ξ , A and B are
the set of vertices that form the cluster of the origin, each such vertex being 1
and 0 depending if it belongs to A or B, respectively. C is the set of vertices
that belong to the external boundary of the cluster of the origin; and In+1 is the
set of possible values that allows vn+1 to belong to the cluster of the origin. By
dynamic construction

{ω̃ ∈ �̃ : |(A ∪ B)(ω̃)| = ∞} ⊂ {ω̃ ∈ �̃ : ∀ k ∈ N, ∃ path 〈v0, vi1, . . . , vik 〉

with
vi j ∈ A ∪ B, ξ j = 1 if vi j ∈ A, ξ j = 0 if vi j ∈ B, ∀ j ≤ k},

then
Pp(Zξ (0)) ≥ P{ω̃ ∈ �̃ : |A ∪ B(ω̃)| = ∞}. (6)

By definition of C , each vertex v ∈ C is p-closed (remember that p ≤ 1/2).
Thus, if C(p) is the p-open cluster of the origin, we have that A ∪ B ⊃ C(p),
end so

P{ω̃ ∈ �̃ : |A ∪ B(ω̃)| = ∞} ≥ P{ω̃ ∈ �̃ : |C(p)(ω̃)| = ∞}

= Pp(Z 1̄(0)).
(7)

Combining inequalities 6 and 7, the lemma is proved. �
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3 An open question

Let us suppose that the sequence of digits in the word ξ is a sequence of indepen-
dent Bernoulli random variables with parameter α, therefore each word ξ take
its values in the probability space ({0, 1}N,A, Qα), where A is the σ -algebra
generated by the cylinder sets in {0, 1}N, and Qα =

∏
n∈N μ(n) is the product of

Bernoulli measures with parameter α.
The theorem above shows that for all p ∈ (0, 1) there exists some integer

N (p) = N such that

Qα{ξ ∈ {0, 1}N : Pp(Z N
ξ ) = 1} = Qα({0, 1}N) = 1.

Given ω ∈ �, define

S(ω) =
{
ξ ∈ {0, 1}N : ξ is seen on G N

from some vertex in the configuration ω
}
,

and

3 =
{
(ξ, ω) ∈ {0, 1}N × � : ξ is seen on G N

from some vertex in the configuration ω
}
.

The A×F measurability of 3 is shown in Proposition 1 of [1]. Then, using
Fubini’s Theorem, we obtain

Pp
{
ω ∈ � : Qα(S(ω)) = 1

}
= 1.

When this occur we say that the random word percolates.
An interesting and difficult question is to find out whether it is true or not that

Pp
{
ω ∈ � : S(ω) = {0, 1}N

}
= 1.

In words, is it possible to find some truncation length Ñ (p) (maybe different
from the previous N (p)) such that we can see all words instead of Qα-almost
all words Pp-almost surely? Observe that we can see all words on the graph G
with infinite range bonds, Pp-almost surely.

Knowing whether it is possible to see all words on some graph where the
random word percolates is a difficult question in general. For example, using the
upper bound given in [3] and the same modification of the coupling argument in
[12] used above, it is possible to see that the random word percolates on Z3 for
p ∈ (pc(Z3), 1 − pc(Z3)), but is still a open question if it is possible or not to
see all words, like mentioned in the Open Question 2 in [1].
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In this direction, two interesting results are: the Theorem 5 in [1], an example of
tree where the random word percolates but not all words, and the paper [8], where
it is proved that on the closed packed graph of Z2, for p ∈ (1 − pc(Z2), pc(Z2)),
all words are seen Pp-almost surely.
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