RANDOM POINT FIELDS ASSOCIATED WITH CERTAIN FREDHOLM DETERMINANTS I: FERMION, POISSON AND BOSON POINT PROCESSES
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ABSTRACT. We introduce certain classes of random point fields, including fermion and boson point processes, which are associated with Fredholm determinants of certain integral operators and study some of their basic properties: limit theorems, correlation functions and Palm measures etc. Also we propose a conjecture on an $\alpha$-analogue of the determinant and permanent.
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1. Introduction

There are two special classes of random point fields or point processes that are associated with determinants and permanents. They are called fermion point processes and boson point processes [9, 22, 23, 24, 39]. In the present paper we reformulate and extend them in terms of their Laplace transforms and study some of the basic properties.

The fermion process has been studied from several points of view since [23, 24]. H.Spohn [35] discussed the Dyson model whose reversible measure is a fermion random field associated with the sine kernel (cf. Example 1.1). A further study was given by H. Osada [26]. Our first motivation was to give a general framework to such studies. A.Soshnikov studied the Gaussian fluctuation for fermion point processes in [31, 32, 33]. A.Borodin and G.Olshanski used the fermion point processes (which they call determinantal point processes) to describe and study characters of the infinite-dimensional unitary group $U(\infty)$ [4, 5].

It is the Gaussian unitary ensemble (GUE) in random matrix theory that exhibits the character of fermion processes in a natural manner: their Laplace transforms are determinants as well as their densities and correlation functions are. On the other hand, the densities and correlation functions of boson processes are permanents while the Laplace transforms are also related to determinants but given by their reciprocals.

Thus, we are led to the classes of random point fields whose Laplace transforms are given by the powers or inverse powers of determinants. Let $Q$ be the locally finite configuration space over a Polish space $R$. Given a real number $\alpha$ and a locally trace class integral operator $K$ on an $L^2$-space $L^2(R, \lambda)$, we seek for the probability measure $\mu_{\alpha,K}$ on $Q$ such that

\[
\int_Q \mu_{\alpha,K}(d\xi) \exp\left(-\langle \xi, f \rangle\right) = \text{Det}(I + \alpha K\varphi)^{-1/\alpha}
\]

for any nonnegative test function $f$ where $\varphi = 1 - e^{-f}$, $K\varphi = \sqrt{\varphi} K \sqrt{\varphi}$ and $\langle \xi, f \rangle = \sum_i f(x_i)$ if $\xi = \sum_i \delta_{x_i} \in Q$.

If such a measure $\mu_{\alpha,K}$ exists, its densities (precisely, the densities of its restriction to the finite configuration space over compact subsets) and correlation functions turn out to be given by the following analogue of the determinant and permanent for a square matrix $A = (a_{ij})_{i,j=1}^n$:

\[
\det_\alpha A = \sum_{\sigma \in \mathcal{S}_n} \alpha^{n-\nu(\sigma)} \prod_{i=1}^n a_{\sigma(i)i},
\]

where $\alpha$ is a real number, the summation is taken over the symmetric group $\mathcal{S}_n$, the set of all permutations of $\{1, 2, \ldots, n\}$, and $\nu(\sigma)$ stands for the number of cycles in $\sigma$. This quantity is called the $\alpha$-permanent by Vere-Jones [39] but we refer to it as $\alpha$-determinant in the present paper in order to emphasize on the following relationship with the Fredholm determinant for a trace class integral operator $J$ shown in Section 2:

\[
\text{Det}(I - \alpha J)^{-1/\alpha} = \sum_{n=0}^\infty \frac{1}{n!} \int_{R^n} \det_\alpha (J(x_i, x_j)) \lambda^{\otimes n}(dx_1 \cdots dx_n).
\]

The fermion process corresponds to the case $\alpha = -1$ where $\det_{-1} A$ is the usual determinant $\det A$ and the boson process corresponds to the case $\alpha = 1$ where $\det_1 A$ is the permanent per $A$. Now it is almost obvious that the Poisson point processes are within our framework with $\alpha = 0$. Indeed, taking the limit as $\alpha \to \pm 0$, one finds that $\det_0 A = \prod_i a_{ii}$.
and that
\[ (1.4) \quad \int_Q \mu_{0,K}(d\xi)e^{-\langle \xi, f \rangle} = \exp(-\text{Tr} K_\varphi) = \exp \left( - \int_{\mathbb{R}^n} (1 - e^{-f(x)}) K(x, x) \lambda(dx) \right). \]

Hence \( \mu_{0,K} \) is the Poisson point process with intensity \( K(x, x) \lambda(dx) \).

The existence and uniqueness is already studied in [3, 33] for \( \alpha = -1 \) and it is known that the operator \( J_\alpha = (I - K)^{-1} K \) plays an important role. The generalization to locally trace class operators and general \( \alpha \)'s can be done in two ways from \( K \) and from \( J_\alpha = (I + \alpha K)^{-1} K \). First we start from the operator \( K \).

From now on, for simplicity, we will assume that the space \( R \) is locally compact Hausdorff space with countable basis and \( \lambda \) is a nonnegative Radon measure on \( R \), and take continuous functions or bounded measurable functions with compact support as test functions. The space \( Q \) is then the space of nonnegative integer-valued Radon measures on \( R \). In particular, \( Q \) is a Polish space since it is a closed subset of the space of Radon measures with vague topology. The space \( Q \) and \( R \) will be endowed with their topological Borel structure.

In below we assume that the Radon measure \( \lambda \) is non-atomic. But one can also consider the case where \( \lambda \) is atomic and obtain almost the same results except for some properties based on the absence of multiple points, such as (1.10) below and (6.28) in Section 6.

Our standing assumption is as follows:

**Condition A.**

(A1) The operator \( K \) is a bounded symmetric integral operator on \( L^2(R, \lambda) \). Moreover, it is of locally trace class: the restriction \( K_\Lambda = P_\Lambda K P_\Lambda \) of \( K \) to each compact subset \( \Lambda \) is of trace class where \( P_\Lambda \) stands for the projection operator from \( L^2(R, \lambda) \) to the subspace \( L^2(\Lambda, \lambda) \).

(A2) The operator \( K \) is nonnegative definite. In particular,
\[ \text{Spec}(K) \subseteq [0, \infty). \]

If \( \alpha < 0 \), the operator \( I + \alpha K \) is also nonnegative definite so that
\[ \text{Spec}(K) \subseteq [0, -1/\alpha]. \]

**Example 1.1.** Let \( R = \mathbb{R}^1 \). Take an integrable even function \( \hat{k} \) with values in \([0, 1]\) and let \( k \) be its Fourier transform. Define \( K \) as the convolution operator on \( L^2(\mathbb{R}^1, dx) \) with convolution kernel \( k \). Then \( K \) satisfies Condition A and \( \text{Spec}(K) \subseteq [0, 1] \). See Lemma 5.1 for the proof. The most interesting example in this class is the sine kernel, \( k(x) = \sin \pi x / \pi x \) (cf. Remark 5.4 and Corollary 5.7).

We obtain the following existence and uniqueness theorem under Condition A.

**Theorem 1.2.** Let \( R \) be a locally compact Hausdorff space with countable basis, \( \lambda \) be a nonnegative, non-atomic Radon measure on \( R \) and \( K \) be a bounded symmetric integral operator on \( L^2(R, \lambda) \). Assume Condition A and let \( \alpha \in \{2/m \mid m \in \mathbb{N}\} \cup \{-1/m \mid m \in \mathbb{N}\} \). Then there exists a unique probability Borel measure \( \mu_{\alpha,K} \) on the configuration space \( Q \) such that
\[ (1.7) \quad \int_Q \mu_{\alpha,K}(d\xi) \exp(-\langle \xi, f \rangle) = \det(I + \alpha K_\varphi)^{-1/\alpha} \]
for each nonnegative measurable function \( f \) on \( R \) with compact support where \( K_\varphi \) stands for the trace class operator defined as
\[ (1.8) \quad K_\varphi(x, y) = \sqrt{\varphi(x)K(x, y)\sqrt{\varphi(y)}} \]
and

\begin{equation}
\varphi(x) = 1 - \exp(-f(x)).
\end{equation}

The probability measure \( \mu_{a,K} \) has no multiple points:

\begin{equation}
\mu_{a,K}(\xi(\{a\}) \geq 2 \text{ for some } a \in R) = 0.
\end{equation}

Moreover, its correlation functions are given by

\begin{equation}
\rho_{n,a,K}(x_1, x_2, \ldots, x_n) = \det_{\alpha}(K(x_i, x_j))_{i,j=1}^{n}.
\end{equation}

Theorem 1.2 is a consequence of Theorem 3.5, Theorem 4.1 and Theorem 6.9.

The generalized binomial distribution gives a toy model of Theorem 1.2. Let \( R \) be a one point space, \( \lambda \) be a unit point mass on \( R \) and \( \kappa \) be a positive real number. Then the Fredholm determinant is reduced to a number and if \(|z|\) is small enough,

\begin{equation}
(1 + \alpha(1-z)\kappa)^{-1/\alpha} = (1 + \alpha\kappa)^{-1/\alpha} \sum_{n=0}^{\infty} \frac{c(n)(\alpha)}{n!} J_{\alpha} z^n,
\end{equation}

where \( c(n)(\alpha) = \prod_{j=0}^{n-1}(1 + j\alpha) \) and \( J_{\alpha} = \kappa / (1 + \alpha\kappa) \). This series is a probability generating function in \( z \) if and only if \( \alpha > 0 \) or \( \alpha = -1/m \) with \( m = 1, 2, \ldots \). The probability thus defined is called a generalized binomial distribution. In particular, it is called a negative binomial distribution if \( \alpha > 0 \) in our notation.

There is another sufficient condition for the existence and uniqueness:

**Condition B.**

(B1) \( \alpha > 0 \).

(B2) The operator \( K \) is a bounded integral operator on \( L^2(R, \lambda) \) and the kernel function of the operator \( J_{\alpha} = K(I + \alpha K)^{-1} \) is nonnegative.

Under Condition (B2) the operator \( K \) also has nonnegative kernel as will be shown in Theorem 6.8.

**Example 1.3.** Consider a Markov process on \( R \) and assume that its transition semigroup \( T_t \) admits a continuous transition probability density with respect to \( \lambda \). Let \( R_\beta = \int_0^\infty e^{-\beta t} T_t dt, \beta > 0 \), be its resolvent and set \( K = R_\beta \). Then, by the resolvent equation one obtains \( J_{\alpha} = R_{\beta + \alpha} \) so that \( K \) satisfies Condition B.

The following is an immediate consequence from the proof of Theorem 1.2.

**Theorem 1.4.** Let \( K \) be a bounded integral operator on \( L^2(R, \lambda) \). Assume Condition B. Then there exists a unique probability Borel measure \( \mu_{a,K} \) on \( Q \) that satisfies (1.7). Moreover, (1.10) and (1.11) hold and \( \mu_{a,K} \) is infinitely divisible.

Once Theorems 1.2 and 1.4 are established, it is immediate to see the following generalization of test functions using the estimates stated in Lemma 4.2 and the relation \( \text{Det}(I + \alpha K_\psi) = \text{Det}(I + \alpha \varphi K) \) for nonsymmetric trace class operators \( \varphi K \). Thus, one can consider the characteristic function or the Fourier transform of \( \mu_{a,K} \) to prove the central limit theorem (Proposition 5.4).

**Theorem 1.5.** Assume Condition A with \( \alpha \in \{-1/m ; m \in \mathbb{N}\} \cup \{2/m ; m \in \mathbb{N}\} \) or Condition B. Then we have

\begin{equation}
\int_Q \mu_{a,K}(d\xi) \exp(-\langle \xi, f \rangle) = \text{Det}(I + \alpha \varphi K)
\end{equation}

for any complex-valued bounded measurable function \( f \) with compact support provided that \( \|f\|_\infty \) is sufficiently small.
The existence and uniqueness theorem can also be proved by starting the operator $J_\alpha = (I + \alpha K)^{-1}K$ (Theorem 6.12) by applying a convergence theorem in forms (Proposition 3.8). Then the random point fields $\mu_{\alpha,K}$ might be regarded as "Gibbs measures" (or random field realizations of Gibbs states, if any) under so-called $\alpha$-statistics as will be discussed in 6.5. If $\alpha = -1$, they are the usual Gibbs measures and are discussed in detail in lattice cases in the Part II [38]. The Glauber dynamics for fermion point fields in lattice case is discussed by H.J.Yoo and the first author in [29].

When $R = \mathbb{R}^d$ and $K$ is translation invariant, the basic limit theorems for $\mu_{\alpha,K}$ can be proved rather easily since $\mu_{\alpha,K}$ admits both of the "moment expansion" (Theorem 4.1) and the "cumulant expansion" (Proposition 3.6). We will show the law of large numbers, the central limit theorem and a large deviation result in the present Part I. For instance, we obtain the following large deviation result:

**Proposition 1.6.** Let $K$ be a convolution operator with kernel $k$ on $L^2(\mathbb{R}^d)$. Take a nonnegative measurable function $f$ on $\mathbb{R}^d$ with compact support and set $f_N(\cdot) = f(\cdot/N)$. Suppose, in addition, that $\|\alpha K\| \leq 1$ when $\alpha > 0$. Then

$$
\lim_{N \to \infty} \frac{1}{N^d} \log \int_Q \mu_{\alpha,K}(d\xi) \exp \left(-\langle \xi, f_N \rangle \right)
$$

$$
= \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} dt \int_{\mathbb{R}^d} dx \Phi_\alpha(k(t), f(x)),
$$

(1.14)

where $\widehat{k}$ is the Fourier transform of the kernel $k$ and

$$
\Phi_\alpha(\kappa, u) = \frac{1}{\alpha} \log \left(1 + \alpha \kappa (1 - e^{-u})\right), \quad \kappa \geq 0, u \geq 0.
$$

(1.15)

This proposition with $\alpha = -1$ is nothing but $\mathbb{R}^d$-version of Szegö’s first theorem for Toeplitz matrices where $R = \mathbb{Z}^d$. In Part II we will also give the $\mathbb{Z}^d$-version. See [28].

The determinantal structure brings us further properties. It might be remarkable that the class of fermion processes is closed under the operation of taking Palm measures.

**Theorem 1.7.** If $\mu$ is the fermion process associated with operator $K$, then for $\lambda$-almost every $x_0$ the Palm measure $\mu^{x_0}$ coincides with the fermion process associated with the operator $K^{x_0}$ defined by

$$
K^{x_0}(x,y) = \frac{1}{K(x_0, x_0)} \det \left( \begin{array}{cc} K(x,y) & K(x, x_0) \\ K(x_0, y) & K(x_0, x_0) \end{array} \right)
$$

whenever $K(x_0, x_0) > 0$.

(1.16)

The Palm measure is a basic concept in point process theory and describes the spacing distribution and this theorem will be proved as Theorem 6.4 and a little more general result is obtained in Corollary 6.5.

Under Condition B, the Palm measure of a boson or boson-like ($\alpha > 0$) process is given by the convolution of itself and some measure (Theorem 6.8).

The boson and boson-like processes can be constructed as a mixture of Poisson processes (or a Cox process) with random intensity obeying $\chi^2$-distributions [39].

**Theorem 1.8.** Assume Condition A. Let $X(x), x \in R$ be a Gaussian random field with mean 0 and covariance $K(x,y)$ and $\Pi_X$ be a Poisson random field over $R$ with intensity $X(x)^2 \lambda(dx)$. Then,

$$
E[\Pi_X(d\xi)] = \mu_{2,K}(d\xi),
$$

(1.17)
where $E$ stands for the expectation with respect to the Gaussian random field $X(x)$. 

As a by-product we can prove the existence of the random point field $\mu_{\alpha,K}$ for $\alpha \in \{2/m; m \in \mathbb{N}\}$ (Theorem 6.9). This gives another proof to the positivity of permanents of nonnegative definite matrices.

In the final Section 7 we will propose a conjecture on the nonnegativity of $\det_{\alpha} A$.

**Conjecture 1.9.** Let $0 \leq \alpha \leq 2$. Then $\det_{\alpha} A$ is nonnegative whenever $A$ is a nonnegative definite matrix.

Theorems 1.2 and 6.9 turn out to be an affirmative partial answer to the conjecture proved by probabilistic methods. Conversely, if the conjecture is true for some $\alpha > 0$, the random field $\mu_{\alpha,K}$ exists for any nonnegative definite $K$. It seems that our conjecture is closely related to Lieb’s conjecture on permanents. If we restrict ourselves to the case $\alpha \in \{1/m; m \in \mathbb{N}\}$, the conjecture can also be proved algebraically by using the expansion (7.3) of $\det_{\alpha} A$ by using the immanants.

## 2. Preliminary

### 2.1. Properties of trace class operators.

First of all, let us recall some basic facts on the trace class operators and fix the notations. Let $H$ be a complex separable Hilbert space equipped with an inner product $\langle \cdot, \cdot \rangle$. A compact operator $T$ is said to be a trace class operator (or a nuclear operator) if 

$$
\|T\|_1 = \text{Tr}(|T|) < \infty,
$$

where $|T| = \sqrt{T^*T}$. The totality of the trace class operators will be denoted by $\mathcal{I}_1$ and $\|T\|_1$ is called the trace norm. The trace of $T$ is given by

$$
\text{Tr}(T) = \sum_{n=1}^{\infty} \langle T e_n, e_n \rangle,
$$

where $\{e_n\}$ is a complete orthonormal system in $H$ and $\text{Tr}(T)$ does not depend on the choice of $\{e_n\}$. Let $H^\otimes n = H \otimes \cdots \otimes H$ be the $n$-fold tensor product of $H$ and we define an inner product $\langle \cdot, \cdot \rangle$ on $H^\otimes n$ by extending

$$
\langle \varphi_1 \otimes \cdots \otimes \varphi_n, \psi_1 \otimes \cdots \otimes \psi_n \rangle = \prod_{i=1}^{n} \langle \varphi_i, \psi_i \rangle
$$

for $\varphi_i, \psi_i \in H$ ($1 \leq i \leq n$).

Let $AH^\otimes n$ be the anti-symmetric subspace of $H^\otimes n$. For an operator $T$ on $H$, we denote

$$
\Lambda^n(T) = T \otimes \cdots \otimes T|_{AH^\otimes n}.
$$

We need the following two lemmas which can be found in, for instance, [11, 30].

**Lemma 2.1.** (i) Let $S$ be a bounded operator and $T$ a trace class operator. Then

$$
\text{Tr}(TS) = \text{Tr}(ST)
$$

and

$$
\text{Tr}(|ST|) \leq \|S\| \text{Tr}(|T|).
$$
Thus, \( I_1 \) forms an ideal in the Banach algebra of bounded operators.

(ii) Let \( T \) be a trace class operator on a Hilbert space. Then for each \( n \geq 1 \), the operator \( \Lambda^n(T) \) is also of trace class and satisfies the following estimate

\[
\|\Lambda^n(T)\|_1 \leq \frac{1}{n!}\|T\|^n.
\]

The Fredholm determinant of \( I + T \) is defined by

\[
\text{Det}(I + T) = \sum_{n=0}^{\infty} \text{Tr}(\Lambda^n(T)).
\]

If, in addition, \( S \) is a bounded operator, then

\[
\text{Det}(I + TS) = \text{Det}(I + ST).
\]

(iii) If \( \|T\| < 1 \) and \( T \in I_1 \), then

\[
\text{Det}(I + T) = \exp \left( \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} \text{Tr}(T^n) \right).
\]

(iv) The Fredholm determinant \( \text{Det}(I + T) \), as a functional from \( I_1 \) to \( \mathbb{C} \), is continuously Fréchet differentiable. If \( 1 \notin \text{Spec}(T) \) its logarithmic derivative is given by the formula

\[
\delta[\log \text{Det}(I + T)] = \text{Tr}((I + T)^{-1}\delta T).
\]

Lemma 2.2. Let \( T \) be a trace class integral operator on \( L^2(R, \lambda) \) with symmetric bounded continuous kernel \( T(x, y) \):

\[
Tf(x) = \int_R T(x, y)f(y)\lambda(dy).
\]

Denote \( \lambda^\otimes n(dx_1 \cdots dx_n) = \lambda(dx_1) \cdots \lambda(dx_n) \). Then the traces and Fredholm determinant in (2.8) are given as

\[
\text{Tr}(\Lambda^n(T)) = \frac{1}{n!} \int_{R^n} \det(T(x_i, x_j))_{i,j=1}^{n} \lambda^\otimes n(dx_1 \cdots dx_n),
\]

for each \( n \geq 1 \) and

\[
\text{Det}(I + T) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{R^n} \det(T(x_i, x_j))_{i,j=1}^{n} \lambda^\otimes n(dx_1 \cdots dx_n).
\]

Moreover, if we identify a bounded measurable function \( \theta \) with the multiplication operator by \( \theta \) and if we denote the eigenvalues of \( T \) by \( \{\kappa_i\}_{i \geq 1} \) and the corresponding normalized eigenfunctions by \( \{\psi_i\}_{i \geq 1} \), then the Fredholm determinant can be expressed as

\[
\text{Det}(I + \theta T)
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{1 \leq i_1 < \cdots < i_n} \left( \prod_{j=1}^{n} \kappa_{i_j} \right) \int_{R^n} \prod_{i=1}^{n} \theta(x_i) \left| \det(\psi_{i_1}(x_k))_{j,k=1}^{n} \right|^2 \lambda^\otimes n(dx_1 \cdots dx_n).
\]

Remark 2.1. Note that \( \prod_{j=1}^{n} \kappa_{i_j} \) are eigenvalues and

\[
(1/n!)^{1/2} \det(\psi_{i_1}(x_k))_{j,k=1}^{n}
\]

are the normalized eigenfunctions of the trace class operator \( \Lambda^n(T) \) considered as an integral operator on \( L^2(R^n, \lambda^\otimes n) \). These functions (possibly, without the normalizing constant \( 1/(n!)^{1/2} \)) are called Slater determinants in physical literature.
The well-definedness of the Fredholm determinant appeared in (1.7) is guaranteed by the following lemma.

**Lemma 2.3.** Let $T$ be a trace class symmetric operator on the space $L^2(R, \lambda)$ with $\text{Spec}(T) \subset [0, \infty)$ and $\psi$ is a measurable function on $R$ with values in $[0, 1]$. Set

$$T_\psi = \sqrt{\psi} T \sqrt{\psi}. \quad (2.17)$$

Then $T_\psi$ is also a trace class operator and, for each $k$, the $k$-th eigenvalue of $T_\psi$ is dominated by the $k$-th eigenvalue of $T$.

**Proof.** Since $I_1$ is an ideal and $\psi$ is bounded, $T_\psi$ is a trace class operator. The rest can be shown by using the min-max principle: for any compact self-adjoint operator $A$, the $n$-th eigenvalue can be represented by

$$\lambda_n(A) = \inf_{\varphi_1, \varphi_2, \ldots, \varphi_{n-1}} \sup_{\varphi \in \{\varphi_1, \varphi_2, \ldots, \varphi_{n-1}\}^\perp} \frac{\langle A \varphi, \varphi \rangle}{\langle \varphi, \varphi \rangle}. \quad (2.18)$$

\[ \square \]

2.2. **Expansion of** $\text{Det}(I - \alpha J)^{-1/\alpha}$. The next theorem is a generalization of (2.14) in Lemma 2.2, which is first obtained in [39] for finite matrices.

**Theorem 2.4.** Let $J$ be a trace class integral operator. If $\|\alpha J\| < 1$, we have

$$\text{Det}(I - \alpha J)^{-1/\alpha} = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{R^n} \text{det}_\alpha \left( J(x_i, x_j) \right) dx_1 \cdots dx_n, \quad (2.19)$$

where $\text{det}_\alpha$ is defined by (1.2). If $\alpha \in \{-1/m ; m \in \mathbb{N}\}$, (2.19) holds without condition $\|\alpha J\| < 1$.

**Proof.** Let $T = \alpha J$. If $\|T\| < 1$ we know (2.10) holds. Expanding the exponential in (2.10) of Lemma 2.1(iii), we obtain for any $\beta \in \mathbb{R}$

$$\text{Det}(I - T)^{-\beta} = 1 + \sum_{k=1}^{\infty} \frac{\beta^k}{k!} \sum_{n_1, \ldots, n_k \geq 1} \frac{\text{Tr}(T^{n_1}) \cdots \text{Tr}(T^{n_k})}{n_1 \cdots n_k}. \quad (2.20)$$

It is well known that there is one to one correspondence between conjugacy classes of the symmetric group $S_n$ and partitions of $n$, that is, $(j_1, \ldots, j_k)$ with $\sum_{i=1}^{k} j_i = n$ and $j_1 \geq \cdots \geq j_k \geq 1$. Indeed, the conjugacy class $[\sigma]$ of a permutation is determined by the length $j_i$ ($1 \leq i \leq \nu(\sigma)$) of cycles in $\sigma$. It is easy to see that

$$\frac{1}{k!} \sum_{n_1, \ldots, n_k \geq 1} \frac{n!}{n_1 \cdots n_k} = \sum_{[\sigma] \in S_n} 1, \quad (2.21)$$
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where \((n_1^*, \ldots, n_k^*)\) is the rearrangement of \((n_1, \ldots, n_k)\) so that \(n_1^* \geq \cdots \geq n_k^*\). Hence we obtain

\[
1 + \sum_{n=1}^{\infty} \sum_{k=1}^{n} \frac{\beta^k}{k!} \frac{\text{Tr}(T^{n_1}) \cdots \text{Tr}(T^{n_k})}{n_1 \cdots n_k} = 1 + \sum_{n=1}^{\infty} \sum_{k=1}^{n} \frac{\beta^k}{k!} \sum_{j_1 \geq \cdots \geq j_k \geq 1, j_1 + \cdots + j_k = n} \text{Tr}(T^{j_1}) \cdots \text{Tr}(T^{j_k})
\]

\[(2.22) = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \beta^{\nu(\sigma)} \int_{\mathbb{R}^n} \prod_{i=1}^{n} T(x_i, x_{\sigma(i)}) \lambda^{\otimes n} (dx_1 \cdots dx_n).\]

Hence, we have

\[
\text{Det}(I - T)^{-\beta} = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \beta^{\nu(\sigma)} \int_{\mathbb{R}^n} \prod_{i=1}^{n} T(x_i, x_{\sigma(i)}) \lambda^{\otimes n} (dx_1 \cdots dx_n).\]

The formal computation as above can be immediately justified if \(T \in \mathcal{L}_1\) and \(\|T\| < 1\). Consequently, we obtain (2.19) by setting \(\beta = 1/\alpha\) and \(T = \alpha J\).

If \(\alpha = -1\), the formula (2.19) is nothing but the formula (2.8) if one expresses the traces as the integrals of usual determinants. Thus it is analytic in \(T\) and so we can remove the condition \(\|J\| < 1\) if \(\alpha = -1\). More generally, since the left hand side of (2.19) is the \(m\)-th power of an analytic function in \(J\), we can remove the condition \(\|\alpha J\| < 1\) if \(\alpha \in \{-1/m; m \in \mathbb{N}\}\). \(\square\)

**Remark 2.2.** Let \(A\) be an \(n\) by \(n\) nonnegative definite matrix. As is well known (cf. [2]), there hold the inequalities

\[
\text{per } A \geq \prod_{i=1}^{n} a_{ii} \geq \det A \geq 0.
\]

In other words,

\[
\det_1 A \geq \det_0 A \geq \det_{-1} A \geq 0.
\]

## 3. EXISTENCE AND GENERAL PROPERTY

In this section we will prove Theorem 1.2 for \(\alpha \in \{-1/m; m \in \mathbb{N}\}\) except for the assertion (1.11) on correlation functions which will be proved separately in the next section. The rest cases \(\alpha \in \{2/m; m \in \mathbb{N}\}\) will be treated in Section 6 by a constructive method.

### 3.1. Some lemmas

We assume Condition A and, in addition, we assume the following operators are well-defined as bounded operators for compact subsets \(\Lambda\) if \(\alpha < 0\).

\[
J_\alpha[\Lambda] = (I + \alpha K_\Lambda)^{-1} K_\Lambda.
\]

The operator \(J_\alpha[\Lambda]\) is the quasi-inverse of \(K_\Lambda\) in the sense that

\[
(I + \alpha K_\Lambda)(I - \alpha J_\alpha[\Lambda]) = I
\]

(though the terminology is usually used only for \(\alpha = 1\)). If \(\Lambda\) is compact, the operator \(J_\alpha[\Lambda]\) is also a trace class operator with spectrum in \([0, \infty)\). Moreover,

\[
\text{Spec } (J_\alpha[\Lambda]) \subset [0, \alpha^{-1}) \quad \text{if } \alpha > 0
\]
and
\[(3.4) \quad \text{Spec}(J_\alpha[\Lambda]) \subset [0, \infty) \quad \text{if } \alpha < 0.\]

Note that $J_\alpha[\Lambda]$ is not a restriction operator while $K_\Lambda$ is.

**Lemma 3.1.** Let $\Lambda$ be a compact subset of $R$ and $f : R \to [0, \infty)$ be measurable and assume
\[(3.5) \quad \text{supp } f \subset \Lambda.
Then,
\[(3.6) \quad \det(I + \alpha K_\varphi)^{-1/\alpha} = \det(I + \alpha K_\Lambda)^{-1/\alpha} \det(I - \alpha(J_\alpha[\Lambda]e^{-f}))^{-1/\alpha},\]
where $(J_\alpha[\Lambda])_e^{-f} = e^{-f/2}J_\alpha[\Lambda]e^{-f/2}$.

**Proof.** By using (2.9) we can compute the Fredholm determinant as follows:
\[
\det(I + \alpha K_\varphi) = \det(I + \alpha K_\Lambda) \det(I - (I + \alpha K_\Lambda)^{-1} \alpha K_\Lambda e^{-f})
\]
\[
= \det(I + \alpha K_\Lambda) \det(I - (I + \alpha K_\Lambda)^{-1} \alpha K_\Lambda e^{-f})
\]
\[
= \det(I + \alpha K_\Lambda) \det(I - \alpha(J_\alpha[\Lambda]e^{-f}))
\]
\[
(3.7) \quad \det(I + \alpha K_\Lambda) \det(I - \alpha(J_\alpha[\Lambda]e^{-f}).
\]
Hence we obtain the lemma. \[\square\]

Now let $Q(\Lambda)$ be the configuration space over $\Lambda$. If $\Lambda$ is compact, $Q(\Lambda)$ will be identified with $\bigcup_{n=0}^{\infty} \Lambda^n / \sim$ where the equivalence relation $\sim$ is defined by permutations of coordinates. Using det we can define a symmetric function $\sigma_{\Lambda, \alpha, K}$ on $\bigcup_{n=0}^{\infty} \Lambda^n$ as follows: set, for $n \geq 1$,
\[(3.8) \quad \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_n) = \det(I + \alpha K_\Lambda)^{-1/\alpha} \det(\alpha(J_\alpha[\Lambda](x_i, x_j)) )_{i,j=1}^n \text{ on } \Lambda^n,
\]
and for $n = 0$ if we denote the empty configuration by $\emptyset$,
\[(3.9) \quad \sigma_{\Lambda, \alpha, K}(\emptyset) = \det(I + \alpha K_\Lambda)^{-1/\alpha} \text{ on } \Lambda^0 = \{\emptyset\}.
\]
Define a (possibly, signed) measure $\mu_{\Lambda, \alpha, K}$ on $Q(\Lambda)$ by
\[
\int_{Q(\Lambda)} \mu_{\Lambda, \alpha, K}(d\xi) \exp(-\langle \xi, f \rangle)
\]
\[
(3.10) \quad = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_n) \exp \left( - \sum_{k=1}^{n} f(x_k) \right) \lambda^{\otimes n}(dx_1 \cdots dx_n).
\]
The measure $\mu_{\Lambda, \alpha, K}$ will turn out to be a probability measure for $\alpha = \pm 1/m$ in Lemma 3.3 below and for $\alpha = 2/m$ in Section 6. The rest case is to be posed as Conjecture 7.1 in Section 7.

**Lemma 3.2.** Let $f$ be a nonnegative measurable function on $R$. Assume (3.5) holds, i.e.,
\[(3.11) \quad \text{supp } f \subset \Lambda,
and set $\varphi = 1 - e^{-f}$. Then for $\alpha \in \{-1/m \; ; \; m \in \mathbb{N}\} \cup (0, \infty)$,
\[
(3.12) \quad \int_{Q(\Lambda)} \mu_{\Lambda, \alpha, K}(d\xi) \exp(-\langle \xi, f \rangle) = \det(I + \alpha K_\varphi)^{-1/\alpha}.
\]
Proof. Assume supp $f \subset \Lambda$. If $\alpha > 0$, \( \|\alpha J_{\alpha}[\Lambda]\| = \|\alpha K_{\Lambda}(I + \alpha K_{\Lambda})^{-1}\| < 1 \). Thus under the assumption of the lemma, we can apply Theorem 2.4 to the right hand side of (3.12) and we get

\[
\begin{align*}
\text{Det}(I + \alpha K_{\varphi})^{-1/\alpha} &= \text{Det}(I + \alpha K_{\Lambda})^{-1/\alpha} \text{Det}(I - \alpha (J_{\alpha}[\Lambda] e^{-f})^{-1/\alpha} \\
&= \text{Det}(I + \alpha K_{\Lambda})^{-1/\alpha} \\
&= \left\{ 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \det_{\alpha}\left((J_{\alpha}[\Lambda] e^{-f}(x_i, x_j))_{i,j=1}^{n}\right) \lambda^{\otimes n}(dx_1 \cdots dx_n) \right\} \\
&= \text{Det}(I + \alpha K_{\Lambda})^{-1/\alpha} \\
&= \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \sigma_{\Lambda}(x_1, \ldots, x_n) \exp\left(-\sum_{k=1}^{n} f(x_k)\right) \lambda^{\otimes n}(dx_1 \cdots dx_n) \\
&= \int_{Q(\Lambda)} \mu_{\Lambda,\alpha,K}(d\xi) \exp(-\langle \xi, f \rangle).
\end{align*}
\]

\( \square \)

Lemma 3.3. If $\alpha \in \{ \pm 1/m ; m \in \mathbb{N} \}$ the measure $\mu_{\Lambda,\alpha,K}$ is a probability measure on $Q(\Lambda)$ and $\sigma_{\Lambda,\alpha,K}$ is its density with respect to $\bigoplus_{n=0}^{\infty} \lambda^{\otimes n}$.

Proof. If $\alpha = \pm 1$, then it is obvious that the function $\sigma_{\Lambda}$ is nonnegative since $\text{det}_{-1} = \text{det}$ and $\text{det}_{1} = \text{per}$ (see Remark 2.2). Hence, $\mu_{\Lambda,\pm 1,K}$ is a probability measure and $\sigma_{\Lambda,\pm 1,K}$ is its density.

By the definition of their Laplace transforms, the measure $\mu_{\Lambda,\alpha/m,K}$ is the $m$-fold convolution of $\mu_{\Lambda,\alpha,K/m}$:

\[
\int_{Q(\Lambda)} \mu_{\Lambda,\alpha/m,K}(d\xi) e^{-\langle \xi, f \rangle}
\]

(3.13) \[
= \int_{Q(\Lambda) \times \cdots \times Q(\Lambda)} \mu_{\Lambda,\alpha,K/m}(d\xi_1) \cdots \mu_{\Lambda,\alpha,K/m}(d\xi_m) e^{-\langle \xi_1 + \cdots + \xi_m, f \rangle}.
\]

Hence, $\mu_{\Lambda,\pm 1/m,K}$ is also a probability measure and $\sigma_{\Lambda,\pm 1/m,K}$ is necessarily nonnegative. \( \square \)

Let $\alpha = -1$ and $\Lambda$ be a compact subset of $\mathbb{R}$. If the restricted operator $K_{\Lambda}$ admits 1 as its eigenvalues, $J_{-1}[\Lambda]$ loses its meaning. So we cannot follow the argument above. But this gap will be compensated for by the next lemma. Thus we may safely abuse the notation (3.8) even in the degenerated cases where $\text{det}(I - K_{\Lambda}) = 0$: the precise definition (3.8) is then given by (3.16) below.

Lemma 3.4. Let $\alpha = -1$ and $\Lambda$ be a compact set of $\mathbb{R}$. Let $1 \geq \kappa_1 \geq \kappa_2 \geq \cdots \geq 0$ are the eigenvalues of $K_{\Lambda}$ and $\{\psi_i\}_{i \geq 1}$ be the corresponding normalized eigenfunctions.
(i) Assume that all the eigenvalues of $K_\Lambda$ are strictly less than 1. Then the density function $\sigma_{\Lambda, -1, K}$ defined in (3.8) can be expressed as

$$\sigma_{\Lambda, -1, K}(x_1, \ldots, x_n) = \sum_{1 \leq i_1 < \cdots < i_n} \left( \prod_{j=1}^{n} \kappa_{i_j} \prod_{k \neq i_1, \ldots, i_n} (1 - \kappa_k) \right) |\det(\psi_{ij}(x_k))_{j,k=1}^{n}|^2 \text{ on } \Lambda^n.$$

(ii) Assume that 1 is an eigenvalue of $K_\Lambda$ with multiplicity $m$. Then there exists a unique probability measure $\mu_{\Lambda, -1, K}$ such that

$$\int_{Q(\Lambda)} \mu_{\Lambda, -1, K}(d\xi)e^{-\langle \xi, f \rangle} = \text{Det}(I - K_\varphi),$$

where $\varphi = 1 - e^{-f}$. Its density function $\sigma_{\Lambda, -1, K}$ is given by

$$\sigma_{\Lambda, -1, K}(x_1, \ldots, x_n) = \sum_{1 \leq i_1 < \cdots < i_m} \left( \prod_{j=m+1}^{n} \kappa_{i_j} \prod_{k \neq i_1, \ldots, i_m} (1 - \kappa_k) \right) |\det(\psi_{ij}(x_k))_{j,k=1}^{n}|^2 \text{ on } \Lambda^n$$

for $n \geq m$ and $\sigma_{\Lambda, -1, K}(x_1, \ldots, x_n) = 0$ on $\Lambda^n$ for $n < m$. In particular,

$$\mu_{\Lambda, -1, K}(\xi(\Lambda) \geq m) = 1.$$

Similarly, if a positive integer $k$ is an eigenvalue of $K_\Lambda$ with multiplicity $m$, then for $\alpha = -1/k$

$$\mu_{\Lambda, -1/k, K}(\xi(\Lambda) \geq mk) = 1.$$

Proof. (i) Recall that

$$\text{Det}(I - K_\varphi) = \text{Det}(I - K_\Lambda) \text{Det}(I + e^{-f}J_{-1}[\Lambda])$$

for any nonnegative measurable function $f$ with $\text{supp } f \subset \Lambda$. Applying (2.15) of Lemma 2.2 to (3.19) with $\theta = e^{-f}$ and $T = J_{-1}[\Lambda]$, we obtain

$$\text{Det}(I - K_\varphi) = \text{Det}(I - K_\Lambda) \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{1 \leq i_1 < \cdots < i_n} \prod_{j=1}^{n} \kappa_{i_j} (1 - \kappa_{i_j})^{-1}$$

$$\times \int_{\Lambda^n} e^{-\sum_{i=1}^{n} f(x_i)} |\det(\psi_{ij}(x_k))_{j,k=1}^{n}|^2 \lambda^{\otimes n}(dx_1 \cdots dx_n)$$

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{1 \leq i_1 < \cdots < i_n} \prod_{j=1}^{n} \kappa_{i_j} \prod_{k \neq i_1, \ldots, i_n} (1 - \kappa_k)$$

$$\times \int_{\Lambda^n} e^{-\sum_{i=1}^{n} f(x_i)} |\det(\psi_{ij}(x_k))_{j,k=1}^{n}|^2 \lambda^{\otimes n}(dx_1 \cdots dx_n).$$

(ii) Let $0 < s < 1$ and consider the operator $sK$. Then one can obtain the probability measures $\mu_{\Lambda, -1, sK}(0 < s < 1)$. On one hand, the Laplace transform $\text{Det}(I - (sK)_{\varphi})$ of $\mu_{\Lambda, -1, sK}$ converges to $\text{Det}(I - K_\varphi)$ as $s \to 1$ for any nonnegative measurable function $f$ with $\text{supp } f \subset \Lambda$. Since the Laplace transform determines a probability measure uniquely, we obtain a unique probability measure on $Q(\Lambda)$ associated with $K$, say $\mu_{\Lambda, -1, K}$. 


On the other hand, the probability measure $\mu_{\Lambda,-1,sK}$ has the density function $\sigma_{\Lambda,-1,sK}$ given by (3.14) with $sK_i$ in place of $K_i$. Thus taking the limit $s \to 1$, we easily obtain the density function $\sigma_{\Lambda,-1,K}$ of the form (3.16).

Finally, we note the following fact.

**Remark 3.1.** Let $\alpha = -1$ and assume Condition A on $K$. If 1 is an eigenvalue of $K_\Lambda$, then 1 is also an eigenvalue of $K$ and any corresponding eigenfunctions are localized on the set $\Lambda$. In fact, let $K_\Lambda f_\Lambda = f_\Lambda$ and define $f : R \to \mathbb{C}$ by setting $f = f_\Lambda$ on $\Lambda$ and $f = 0$ outside $\Lambda$. Then

\[
\|f\|^2 = \|f_\Lambda\|^2 = \|K_\Lambda f_\Lambda\|^2 \leq \|K_\Lambda f_\Lambda\|^2 + \|K_{\Lambda'} f_\Lambda\|^2 = \|K f\|^2 \leq \|f\|^2.
\]

Hence, $K_{\Lambda'} f_\Lambda = 0$ and $K f = f$.

3.2. **The existence and uniqueness theorem under Condition A for $\alpha = \pm 1/m$.**

The existence and uniqueness theorem under Condition B will be treated in Section 6.

**Theorem 3.5.** Assume Condition A and $\alpha \in \{\pm 1/m; \, m \in \mathbb{Z}\}$.

(i) The family $\{\mu_{\alpha,K}; \Lambda \subset R, \text{compact}\}$ satisfies the Kolmogorov consistency condition and, hence, there exists a unique probability measure $\mu_{\alpha,K}$ on the whole configuration space $Q = Q(R)$ satisfying

\[
\int_Q \mu_{\alpha,K}(d\xi) \exp(-\langle \xi, f \rangle) = \det(I + \alpha K_\phi)^{-1/\alpha}.
\]

(ii) If supp $f \subset \Lambda$, then

\[
\int_Q \mu_{\alpha,K}(d\xi) \exp(-\langle \xi, f \rangle) = \int_{Q(\Lambda)} \mu_{\alpha,K}(d\xi) \exp(-\langle \xi, f \rangle)
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \sigma_{\alpha,K}(x_1, \ldots, x_n) \exp \left( -\sum_{k=1}^{n} f(x_k) \right) \lambda^\otimes dx_1 \cdots dx_n.
\]

(iii) The measure $\mu$ has no multiple points:

\[
\mu_{\alpha,K} \left( \xi \in Q; \, \xi(\{a\}) \geq 2 \text{ for some } a \in R \right) = 0.
\]

**Proof of Theorem 3.5.** Let

\[
\Lambda_0 = \text{supp} \, f, \quad \Lambda_0 \cap \Lambda_1 = \emptyset
\]

and set

\[
\Lambda = \Lambda_0 \cup \Lambda_1.
\]
Then, since supp \( f \subset \Lambda \), we have

\[
\begin{align*}
\text{Det}(I + \alpha K) - 1/\alpha &= \int_{Q(\Lambda)} \mu_{\Lambda, \alpha, K}(d\xi) \exp(-\langle \xi, f \rangle) \\
&= \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_n) \exp \left( -\sum_{k=1}^{n} f(x_k) \right) \lambda^\otimes n(dx_1 \cdots dx_n) \\
&= \sum_{m=0}^{\infty} \sum_{\ell=0}^{\infty} \frac{1}{m!} \int_{\Lambda^m} \int_{\Lambda^n} \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_m, y_1, \ldots, y_\ell) \lambda^\otimes (dy_1 \cdots dy_\ell) \\
&\times \exp \left( -\sum_{k=1}^{m} f(x_k) \right) \lambda^\otimes m(dx_1 \cdots dx_m).
\end{align*}
\]

(3.27)

On the other hand,

\[
\text{Det}(I + \alpha K) - 1/\alpha = \int_{Q(\Lambda_0)} \mu_{\Lambda_0, \alpha, K}(d\xi) \exp(-\langle \xi, f \rangle)
\]

(3.28)

Consequently, comparing the above two equations (3.27) and (3.28), one can conclude

\[
\sigma_{\Lambda_0, \alpha, K}(x_1, \ldots, x_m) = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \int_{\Lambda^\ell} \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_m, y_1, \ldots, y_\ell) \lambda^\otimes (dy_1 \cdots dy_\ell),
\]

(3.29)

which is nothing but the desired consistency condition. Hence by a version of Kolmogorov’s extension theorem (e.g., cf. [18]), there exists a unique probability measure \( \mu = \mu_{\alpha, K} \) on \( Q = Q(R) \) which satisfies

\[
\int_{Q} F(\xi) \mu_{\alpha, K}(d\xi) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \sigma_{\Lambda, \alpha, K}(x_1, \ldots, x_n) F(\sum_{i=1}^{n} \delta_{x_i}) \lambda^\otimes n(dx_1 \cdots dx_n)
\]

(3.30)

for any bounded measurable function \( F \) such that \( F(\xi) = F(\xi_\Lambda) \) where \( \xi_\Lambda \) is the restriction of \( \xi \) to \( \Lambda \). Hence we obtain (i). In particular, putting \( F(\xi) = \exp(-\langle \xi, f \rangle) \) for \( f \) supported by \( \Lambda \), we obtain (ii).

To prove (iii), it is sufficient to show that for any compact set \( A \subset R \)

\[
\mu_{\alpha, K}(\xi \in Q; \xi(\{a\}) \geq 2 \text{ for some } a \in A) = 0
\]

(3.31)

or, a fortiori, that

\[
\mu_{\alpha, K}(\xi \in Q; \xi(\Lambda) \geq 2) = o(\lambda_1(\Lambda))
\]

(3.32)

as \( \lambda_1(\Lambda) \to 0 \) uniformly in \( \Lambda \subset A \) where \( \lambda_1(\Lambda) = \int_{Q} \mu_{\alpha, K}(d\xi) \lambda(\Lambda) \). However, by using the Taylor expansion of the function \( g(t) = \text{Det}(I + t\alpha T)^{-1/\alpha} \), we obtain

\[
\begin{align*}
\mu_{\alpha, K}(\xi(\Lambda) \geq 2) &= 1 - \mu_{\alpha, K}(\xi(\Lambda) = 0) - \mu_{\alpha, K}(\xi(\Lambda) = 1) \\
&= 1 - \text{Det}(I + \alpha K)^{-1/\alpha} - \text{Det}(I + \alpha K)^{-1/\alpha} \text{Tr}(J_\alpha[\Lambda]) \\
&\leq \frac{1}{2} \text{Det}(I + t\alpha K)^{-1/\alpha} \left[ (\alpha + 1) \left( \text{Tr}(J_\alpha[\Lambda]) \right)^2 - 2\alpha \text{ Tr}(\Lambda^2 J_\alpha[\Lambda]) \right]
\end{align*}
\]

(3.33)
for some $0 < t < 1$. Thus we have
\[
\mu_{\alpha, K}(\xi(\Lambda) \geq 2) \leq \frac{1+2|\alpha|}{2} \det(I + \alpha K_\Lambda)^{-1/2} ||J_\alpha[\Lambda]||_1^2
\]
\[
\leq \frac{1+2|\alpha|}{2} ||(I + \alpha K_\Lambda)^{-1}||_1^2 ||K_\Lambda||_1^2
\]
\[
\leq \frac{1+2|\alpha|}{2} (1 - |\alpha||K_\Lambda||)^{-2} \lambda_1(\Lambda)^2.
\]
(3.34)

Here we used (2.7) in Lemma 2.1 for the first inequality and the fact $||K_\Lambda||_1 = \text{Tr} K_\Lambda = \lambda_1(\Lambda)$ for the last inequality. Hence we obtain (3.32). □

**Remark 3.2.** The above proof remains valid for a Polish space $R$ if we replace compact sets $\Lambda$ by measurable sets $\Lambda$ with $\lambda(\Lambda) < \infty$ and functions with compact support by functions with $\lambda(\text{supp } f) < \infty$.

**Remark 3.3.** Behind the formula (3.29) there lies the relation
\[
J_\alpha[\Lambda_0] = J_\alpha[\Lambda]_{\Lambda_0} + \alpha J_\alpha[\Lambda]_{\Lambda_0 \Lambda_1}(I - \alpha J_\alpha[\Lambda]_{\Lambda_1})^{-1} J_\alpha[\Lambda]_{\Lambda_1 \Lambda_0}.
\]

It can be proved directly as follows. If $T$ is a positive definite operator with bounded inverse $T^{-1}$ on a Hilbert space $H$, then
\[
(T^{-1})_{11} = (T_{11} - T_{12}(T_{22})^{-1}T_{21})^{-1}
\]
whenever $T_{ij} = P_iTP_j$ ($i, j = 1, 2$) for some orthogonal projection $P_1$ on $H$ and $P_2 = I - P_1$. Consequently, we have
\[
\alpha J_\alpha[\Lambda_0] = I - [I + \alpha K_\Lambda]^{-1}_0 = I - [(I + \alpha K_\Lambda)_0]^{-1} = I - [(I - \alpha J_\alpha[\Lambda])_0^{-1}]_0^{-1} = I - (I - \alpha J_\alpha[\Lambda])_0^{-1} I_0^{-1} (I - \alpha J_\alpha[\Lambda])_{\Lambda_0 \Lambda_1}
\]
\[
\alpha J_\alpha[\Lambda_0] + \alpha^2 J_\alpha[\Lambda]_{\Lambda_0 \Lambda_1} (I - \alpha J_\alpha[\Lambda]_{\Lambda_1})^{-1} J_\alpha[\Lambda]_{\Lambda_1 \Lambda_0}.
\]
(3.37)

Here we note that (3.36) implies
\[
(T^{-1})_{11} \geq (T_{11})^{-1}.
\]

This inequality will be used in the proof of Theorem 6.12.

### 3.3. An expansion formula and two convergence theorems.

As a direct consequence of the expansion formula (2.10) of the Fredholm determinant in Lemma 2.1 we obtain the following “cumulant expansion”.
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Proposition 3.6. Let $f$ be a nonnegative measurable function with compact support $\Lambda$. Suppose $\|\alpha K_\Lambda\| < 1$. Then we have
\[
-\log \int_Q \mu_{\alpha, K}(d\xi) \exp(-\langle \xi, f \rangle)
= \sum_{p=1}^{\infty} \sum_{n=1}^{\infty} \frac{(-1)^{p-1} \alpha^{n-1}}{\prod_{p_1 \cdots p_n \geq p} (p_1! \cdots p_n!)} \int_{R^n} K(x_1, x_2) \cdots K(x_n, x_1) \\
\times \prod_{i=1}^{n} f(x_i)^p \lambda^n(dx_1 \cdots dx_n)
= \int_{R^1} K(x, x) f(x) \lambda(dx)
\]
(3.39) 
\[
- \frac{1}{2} \left( \int_{R^1} K(x, x) f(x)^2 \lambda(dx) + \alpha \int_{R^2} K(x, y)^2 f(x) f(y) \lambda(dx) \lambda(dy) \right) \ldots .
\]
Proof. We can immediately obtain (3.39) by using Taylor expansion of the exponential function.

One of the advantages of our definitions of those point processes is a convergence theorem.

Proposition 3.7. Let $\{K^{(n)}\}_{n \geq 1}$ be integral operators with nonnegative definite continuous kernels $K^{(n)}(x, y)$. Assume that $K^{(n)}$ satisfies Condition A (or Condition B) and that $K^{(n)}(x, y)$ converges to a kernel $K(x, y)$ uniformly on each compact sets as $n$ tends to infinity. Then the kernel $K(x, y)$ defines the integral operator $K$ satisfying Condition A (or Condition B, respectively). Moreover, if $\alpha \in \{-1/m ; m \in N\} \cup \{2/m ; m \in N\}$, the measure $\mu_{\alpha, K}$ on $Q$ associated with $K^{(n)}$ converges weakly to the measure $\mu_{\alpha, K}$ associated with $K$ as $n$ tends to infinity.

From the nonnegative definiteness of operators we also obtain the following convergence theorem in terms of quadratic forms, which is sometimes much more useful than Proposition 3.7.

Proposition 3.8. Let $T_n, n \geq 1$, be nonnegative definite trace class operators on a Hilbert space $H$. Assume that there exists a trace class operator $T$ such that the quadratic form $\langle T_n f, f \rangle$ is monotone nondecreasing in $n$ and converges to $\langle Tf, f \rangle$ as $n$ goes to infinity for every $f \in H$. Then the Fredholm determinant $\text{Det}(I + T_n)$ converges to $\text{Det}(I + T)$.

For the proofs we need the following fact whose proof can be found, e.g., in [30]

Lemma 3.9. Let $T_n, T$ be nonnegative definite self-adjoint operators on a Hilbert space. Suppose that as $n \to \infty$, $T_n$ converges to $T$ weakly and $\|T_n\|$ converges to $\|T\|_1$. Then $\|T_n - T\|_1 \to 0$.

Proof of Proposition 3.7. First we prove the case of Condition A. Since the kernels $K^{(n)}(x, y)$ are continuous and nonnegative definite, the trace coincides with the integral on diagonal:
\[
\text{Tr} K^{(n)}_\Lambda = \int_{\Lambda} K^{(n)}(x, x) \lambda(dx)
\]
(3.40)
for each compact sets Λ (cf. [GK]). Hence, the compact-uniform limit \( K(x, y) \) is also continuous and nonnegative definite and

\[
(3.41) \quad \text{Tr} K_\Lambda = \int_\Lambda K(x, x) \lambda(dx) < \infty.
\]

Moreover, we obtain \( \|K\| \leq C \) from \( \|K^{(n)}\| \leq C \) for all \( n \in \mathbb{N} \). Thus, the operator \( K \) satisfies Condition A if \( K^{(n)} \) satisfies Condition A.

Let \( \epsilon(n) = \sup_{(x,y) \in \Lambda \times \Lambda} |K(x, y) - K^{(n)}(x, y)| \). One can check that

\[
(3.42) \quad \|K - K^{(n)}\| \leq \epsilon(n) \lambda(\Lambda)
\]

and so since \( K^{(n)}(x, y) \to K(\Lambda, y) \) is a compact uniform convergence then \( K^{(n)} \) converges to \( K_\Lambda \) in uniform operator topology. Moreover,

\[
(3.43) \quad |\text{Tr} K^{(n)}_\Lambda - \text{Tr} K_\Lambda| \leq \epsilon(n) \lambda(\Lambda)
\]

and so \( \|K^{(n)}\|_1 \to \|K_\Lambda\|_1 \) as \( n \to \infty \). Then by Lemma 3.9 we obtain

\[
(3.44) \quad \|K - K^{(n)}\|_1 \to 0.
\]

Since \( \text{Det}(I + \alpha K_\varphi) \) is continuous in \( K \) with respect to the norm \( \|\cdot\|_1 \) for each \( \varphi \) with compact support, one can conclude that the Laplace transform \( \int e^{-\langle \xi, f \rangle} d\mu_{\alpha,K}(d\xi) \) converges pointwise to \( \int e^{-\langle \xi, f \rangle} d\mu_{\alpha,K}(d\xi) \). Consequently, the probability measure \( \mu_{\alpha,K} \) on the space \( Q(\mathcal{R}) \) converges weakly to \( \mu_{\alpha,K} \).

It is also easy to prove the case of Condition B. \( \square \)

**Proof of Proposition 3.8.** Since \( \langle T_n f, f \rangle \) converges to \( \langle T f, f \rangle \) for any \( f \in H \), \( T_n \) converges \( T \) weakly. Since, in addition, the convergence is monotone nondecreasing and each \( \langle T_n e_i, e_i \rangle \) is nonnegative, one obtains

\[
(3.45) \quad \|T_n\|_1 = \sum_{i=1}^{\infty} \langle T_n e_i, e_i \rangle \to \sum_{i=1}^{\infty} \langle T e_i, e_i \rangle = \|T\|_1,
\]

where \( \{e_i\}_{i=1}^{\infty} \) is an orthonormal basis of \( H \). Thus, by Lemma 3.9, \( T_n \) converges to \( T \) in the norm \( \|\cdot\|_1 \) and hence \( \text{Det}(I + T_n) \to \text{Det}(I + T) \) as \( n \to \infty \). \( \square \)

4. Correlation functions

4.1. Definitions of correlation measures and correlation functions. Let us recall the definitions of correlation measures and correlation functions. Let \( \mu \) be a probability measure on \( Q \). Assume that \( (Q, \mu) \) has no multiple points. For \( \xi \in Q \) and any bounded measurable function \( f_n \) on \( R^n \) with compact support, denote

\[
(4.1) \quad \langle \xi_n, f_n \rangle = \sum_{x_1, x_2, \ldots, x_n \in \xi} f_n(x_1, x_2, \ldots, x_n),
\]

where \( \sum^* \) denotes the sum over all mutually distinct points \( x_1, x_2, \ldots, x_n \). Then, for any function \( f \) with compact support one obtains

\[
(4.2) \quad \exp(-\langle \xi, f \rangle) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \langle \xi_n, \varphi_n \rangle,
\]
where \( \varphi_n(x_1, x_2, \ldots, x_n) = \prod_{i=1}^n \varphi(x_i) = \prod_{i=1}^n (1 - \exp(-f(x_i))). \) In fact, the right hand side is a finite sum since \( N = \xi(\text{supp } f) < \infty \) and so (4.2) is easily obtained from the identity

\[
(4.3) \quad \prod_{i=1}^N (1 - a_i) = \sum_{n=0}^N (-1)^n \sum_{\{i_1, \ldots, i_n\} \subseteq \{1, \ldots, N\}} \prod_{i \in I} a_i.
\]

If \( \xi(\Lambda)^n \) is \( \mu \)-integrable for each compact subset \( \Lambda \) of \( R \), then \( \langle \xi_n, f_n \rangle \) is \( \mu \)-integrable for each bounded measurable function \( f_n \) with compact support on \( R^n \) and the formula

\[
(4.4) \quad \int_Q \langle \xi_n, f_n \rangle \mu(d\xi) = \int_{R^n} f_n(x_1, \ldots, x_n) \lambda_n(dx_1 \cdots dx_n)
\]
defines a Radon measure \( \lambda_n \) on \( R^n \) which is called the \( n \)-th correlation measure of \( \mu \). In particular, \( \lambda_1 \) is often called the intensity or the mean of \( \mu \).

Moreover, if \( \int_Q \xi(\Lambda)^n \mu(d\xi), n \geq 1, \) satisfy a suitable growth condition for each \( \Lambda \) so that \( \sum_{n=1}^{\infty} (1/n!) \int_Q \xi(\Lambda)^n \mu(d\xi) < \infty \) for each \( \Lambda \), then one can integrate (4.2) and obtains the following expansion formula of the Laplace transform by correlation measures:

\[
(4.5) \quad \int_Q \exp(-\langle \xi, f \rangle) \mu(d\xi) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{R^n} \varphi_n(x_1, \ldots, x_n) \lambda_n(dx_1 \cdots dx_n),
\]

where \( f \) is a nonnegative measurable function with compact support.

Now let \( \lambda_1 \) be the intensity of \( \mu \). Fix a Radon measure \( \lambda \) on \( R \) and assume that \( \lambda_1 \) is absolutely continuous with respect to \( \lambda \). Then the \( n \)-th correlation measures \( \lambda_n \) of \( \mu \) are absolutely continuous with respect to the direct product measures \( \lambda^\otimes n \) whenever it exists. The Radon-Nikodym density \( \rho_n(x_1, \ldots, x_n) \) is called the \( n \)-th correlation function of \( \mu \) (with respect to \( \lambda \)).

Moreover, if \( \mu \) admits all the correlation functions and (4.5) holds, then one obtains the following expansion formula of the Laplace transform by correlation functions:

\[
(4.6) \quad \int_Q \exp(-\langle \xi, f \rangle) \mu(d\xi) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{R^n} \varphi_n(x_1, \ldots, x_n) \rho_n(x_1, \ldots, x_n) \lambda^\otimes n(dx_1 \cdots dx_n).
\]

For instance, if \( \mu \) is the Poisson point process with intensity \( \lambda \), then \( \lambda_n = \lambda^\otimes n \) and \( \rho_n = 1 \) for each \( n \geq 1 \) and (4.6) is the expansion of the exponential function.

The \( n \)-th correlation function \( \rho_n(x_1, \ldots, x_n) \) is obviously symmetric in \( x_1, \ldots, x_n \) and so it is often convenient to write it as \( \rho(X) \) where \( X = \{x_1, \ldots, x_n\} \).

Under this notation, the correlation functions \( \rho(X) \) of the convolution \( \mu = \mu^{(1)} \ast \mu^{(2)} \) are given by the formula

\[
(4.7) \quad \rho(X) = \sum_{X=X_1 \cup X_2} \rho^{(1)}(X_1) \rho^{(2)}(X_2),
\]

where \( \sum_{X=X_1 \cup X_2} \) stands for the summation over all disjoint subsets \( X_1, X_2 \) of \( X \) with \( X_1 \cup X_2 = X \) and \( \rho^{(i)} \) is the correlation function of \( \mu^{(i)}, i = 1, 2 \). Formally, (4.7) follows from

\[
(4.8) \quad \int_Q \mu(d\xi)e^{-\langle \xi, f \rangle} = \int_Q \mu^{(1)}(d\xi)e^{-\langle \xi, f \rangle} \cdot \int_Q \mu^{(2)}(d\xi)e^{-\langle \xi, f \rangle}
\]

by using (4.6).
4.2. \(\alpha\)-determinants and correlation functions. Now we proceed to prove the last part of Theorem 1.2 assuming the other parts.

**Theorem 4.1.** Assume Condition A and \(\alpha \in \{2/m ; m \in \mathbb{N}\} \cup \{-1/m ; m \in \mathbb{N}\}.\) Then all the correlation functions \(\rho_{n,\alpha,K}\) of the probability measure \(\mu_{\alpha,K}\) defined in Theorem 1.2 exist and are given by the formula

\[
\rho_{n,\alpha,K}(x_1, \ldots, x_n) = \det_{\alpha} \left( K(x_i, x_j) \right)_{i,j=1}^{n} \quad (n \geq 1)
\]

and

\[
\rho_{0,\alpha,K} = 1.
\]

Moreover, if we assume, in addition, \(\|\varphi\|_{\infty} \|\alpha K\| < 1\) when \(\alpha > 0\), we have the expansion formula

\[
\int_{Q} \mu_{\alpha,K}(d\xi) e^{-\langle \xi,f \rangle} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{\Lambda^n} \det_{\alpha}(K(x_i, x_j))_{i,j=1}^{n} \varphi_n(x_1, \ldots, x_n) \lambda^\otimes n (dx_1 \ldots dx_n).
\]

In order to prove the existence of correlation functions, we need the following estimates of the probabilities of basic events for \(\mu_{\alpha,K}\).

Up to now we have discussed things only for \(\alpha = \pm 1/m (m \in \mathbb{N}).\) But the proofs below work also in the case \(\alpha = 2/m (m \in \mathbb{N})\) which will be discussed in Section 6.

**Lemma 4.2.** For any compact set \(\Lambda \subset \mathbb{R}\), the following estimates hold:

\[
\mu_{\alpha,K}(\xi(\Lambda) = k) \leq \frac{1}{k!} \left( \frac{\|K_A\|_1}{1 - \|\alpha K_A\|} \right)^k \quad \text{if } \alpha < 0,
\]

\[
\mu_{\alpha,K}(\xi(\Lambda) = k) \leq C_\Lambda \left( \frac{\|\alpha K_A\|}{1 + \|\alpha K_A\|} \right)^k \quad \text{if } \alpha > 0,
\]

where \(C_\Lambda\) is a positive constant.

**Proof.** In the case of \(\alpha = -1\) it is immediate from Lemma 2.1 (i) and (ii) since

\[
\mu_{-1,K}(\xi(\Lambda) = k) = \det(I - K_A) \text{ Tr} \left( \lambda^k J_{-1}[\Lambda] \right)
\]

for any \(k \in \mathbb{N}\). In the case of \(\alpha = -1/m\) (\(m \in \mathbb{N}\)), \(\mu_{-1/m,K}\) is the \(m\)-fold convolution of \(\mu_{-1,K/m}\) and so

\[
\mu_{-1/m,K}(\xi(\Lambda) = k) = \sum_{j_1 + \cdots + j_m = k} \prod_{i=1}^{m} \mu_{-1,K/m}(\xi(\Lambda) = j_i)
\]

\[
\leq \sum_{j_1 + \cdots + j_m = k} \frac{1}{j_1! \cdots j_m!} \left( \frac{\|\alpha K_A\|}{1 - \|\alpha K_A\|} \right)^{j_1 + \cdots + j_m}
\]

\[
= \frac{1}{k!} \left( \frac{\|K_A\|_1}{1 - \|\alpha K_A\|} \right)^k.
\]

In the case of \(\alpha > 0\), note that

\[
\sum_{k=0}^{\infty} z^k \mu_{\alpha,K}(\xi(\Lambda) = k) = \det(I + \alpha K_A)^{-1/\alpha} \det(I - z\alpha J_\alpha[\Lambda])^{-1/\alpha}
\]
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and then the right hand side is analytic in $z$ whenever $|z| \cdot \|\alpha J_n[A]\| < 1$. Thus, we obtain
\[
\mu_{\alpha,K}(\xi(A) = k) \leq C_A \left( \|\alpha J_n[A]\| \right)^k \\
= C_A \left( \frac{\|\alpha K_A\|}{1 + \|\alpha K_A\|} \right)^k.
\]
(4.17)

\[\square\]

\textit{Proof of Theorem 4.1.} First assume $\alpha > 0$. By Lemma 4.2, for each compact set $A$ of $R$, we have
\[
\mu_{\alpha,K}(\xi(A) = k) \leq C_A \beta^k,
\]
where $\beta = \|\alpha K_A\|(1 + \|\alpha K_A\|)^{-1} < 1$. Since $\|\varphi\|_\infty \|\alpha K_A\| < 1$, we get
\[
\left| \sum_{n \geq N} \frac{(-1)^n}{n!} \int_Q \langle \xi_n, \varphi_n \rangle \mu_{\alpha,K}(d\xi) \right| \\
\leq \sum_{n \geq N} \frac{\|\varphi\|_\infty^n}{n!} \int_Q \xi(A)(\xi(A) - 1) \cdots (\xi(A) - n + 1) \mu_{\alpha,K}(d\xi) \\
\leq \sum_{n \geq N} \frac{\|\varphi\|_\infty^n \cdot C_A n! \beta^n}{n!} (1 - \beta)^{n+1} \\
(4.19) \leq C_A' \sum_{n \geq N} \|\varphi\|_\infty^n \|\alpha K_A\|^n < \infty.
\]

Hence for any bounded measurable function with compact support the formula (4.4) is well-defined and the correlation measure $\lambda_{n,\alpha,K}$ of $\mu_{\alpha,K}$ exist for each $n$. Thanks to the estimate (4.19), we can integrate the both hand side (4.2) safely to obtain
\[
\int_Q(\xi) \mu_{\alpha,K}(d\xi) = \sum_{n=0}^\infty \frac{(-1)^n}{n!} \int_{\Lambda^n} \varphi_n(x_1, \ldots, x_n) \lambda_{n,\alpha,K}(dx_1 \cdots dx_n).
\]

On the other hand, by the expansion (2.8) of the determinant in Lemma 2.1 and the expression (2.13) for the trace of the exterior product in Lemma 2.3, we obtain
\[
\int_Q(\xi) \mu_{\alpha,K}(d\xi) \\
= \det(I + \alpha K_\varphi)^{-1/\alpha} \\
= \sum_{n=0}^\infty \frac{(-1)^n}{n!} \int_{\Lambda^n} \det_\alpha(K_\varphi(x_i, x_j))_{i,j=1}^n \lambda^{\otimes n}(dx_1 \cdots dx_n) \\
= \sum_{n=0}^\infty \frac{(-1)^n}{n!} \int_{\Lambda^n} \det_\alpha(K(x_i, x_j))_{i,j=1}^n \varphi_n(x_1, \ldots, x_n) \lambda^{\otimes n}(dx_1 \cdots dx_n).
\]
(4.21)

Comparing (4.21) with (4.20), we can conclude that $\lambda_{n,\alpha,K}$ is absolutely continuous with respect to $\lambda^{\otimes n}$ and
\[
\rho_{n,\alpha,K}(x_1, x_2, \ldots, x_n) = \det_\alpha(K(x_i, x_j))_{i,j=1}^n.
\]
(4.22)

In the case where $\alpha < 0$, a similar argument shows (4.22). \[\square\]
4.3. Correlation inequalities. Finally we had better to notice that fermion and fermion-like \((\alpha = -1/m < 0)\) point processes have "repulsive" character and boson and boson-like\((\alpha = 1/m > 0)\) point processes have "attractive" character.

**Proposition 4.3.** The correlation functions of the probability measure \(\mu_{\alpha,K}\) satisfy the following inequalities:

\[
\rho_{n,\alpha,K}(x_1, \ldots, x_n) \geq \rho_{1,\alpha,K}(x_1) \cdots \rho_{1,\alpha,K}(x_n) \quad \text{if } \alpha = 1/m > 0
\]

and

\[
\rho_{n,\alpha,K}(x_1, \ldots, x_n) \leq \rho_{1,\alpha,K}(x_1) \cdots \rho_{1,\alpha,K}(x_n) \quad \text{if } \alpha = -1/m < 0,
\]

where \(m\) is a positive integer.

Furthermore, if \(\alpha = -1\),

\[
\rho_{n+m+\ell-1,K}(x_1, \ldots, x_n, y_1, \ldots, y_m, z_1, \ldots, z_\ell) \rho_{\ell-1,K}(z_1, \ldots, z_\ell)
\]

\[
\leq \rho_{n+\ell-1,K}(x_1, \ldots, x_n, z_1, \ldots, z_\ell) \rho_{m+\ell-1,K}(y_1, \ldots, y_m, z_1, \ldots, z_\ell).
\]

**Proof.** It suffices to prove the assertions only for \(\alpha = \pm 1\). Indeed, \(\mu_{\alpha/m,K}\) is the \(m\)-fold convolution of \(\mu_{\alpha,K/m}\) and it follows from (4.7) that

\[
\rho_{n,\alpha/m,K}(X) = \sum_{X_1 \cup X_2 \cup \ldots \cup X_m = X} \prod_{j=1}^{m} \rho_{n,\alpha,K/m}(X_j)
\]

\[
\left\{ \begin{array}{c}
\geq \\
\leq 
\end{array} \right\}
\]

\[
\sum_{X_1 \cup X_2 \cup \ldots \cup X_m = X} \prod_{i=1}^{n} \rho_{1,\alpha,K/m}(x_i)
\]

\[
= \prod_{i=1}^{n} \rho_{1,\alpha,K}(x_i) = \prod_{i=1}^{n} \rho_{1,\alpha/m,K}(x_i),
\]

where \(X = \{x_1, \ldots, x_n\}\) and the summation is taken over all mutually disjoint subsets \(X_1, \ldots, X_m\) of \(X\) with \(X_1 \cup \ldots \cup X_m = X\). Here we used the fact that \(\rho_{1,\alpha,K}\) depends only on \(K\).

First we consider the case \(\alpha = -1\). The inequality (4.24) and (4.25) follow from an inequality for a nonnegative definite, 3 by 3 block matrix.

\[
det \begin{pmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{pmatrix}
det A_{22} \leq \det \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix}
det \begin{pmatrix}
A_{22} & A_{13} \\
A_{31} & A_{33}
\end{pmatrix}.
\]

For the case \(\alpha = 1\), we immediately obtain (4.23) by considering the highest coefficient of \(\text{per}(A(t))\) and putting \(t = 1\) in the following Theorem 4.4 obtained by E. Lieb.

**Theorem 4.4** (Lieb [19]). Let

\[
A(t) = \begin{pmatrix}
tB & C \\
C^* & D
\end{pmatrix},
\]

where \(t\) is an indeterminate over \(\mathbb{C}\). Assume that \(A(1)\) is nonnegative definite. Then all the coefficients of the polynomial \(\text{per}(A(t))\) are real and nonnegative.
5. Limit Theorems

5.1. Convolution kernels. In this section we restrict ourselves to convolution operators on $\mathbb{R}^d$ and discuss basic limit theorems, namely, the law of large numbers, the central limit theorem and a large deviation result. Throughout this section, we assume $\alpha \in \{\pm 1/m ; m \in \mathbb{N}\} \cup \{2/m ; m \in \mathbb{N}\}$. We continue to assume Condition A in Theorem 1.2, which can be restated in terms of the Fourier transform as follows.

**Lemma 5.1.** Assume that $K$ is a convolution operator on $L^2(\mathbb{R}^d)$ with continuous kernel $k$. Then the following two statements are mutually equivalent:
(a) $K$ satisfies Condition A.
(b) The convolution kernel $k$ is the Fourier transform of an even function $\hat{k}$ in $L^1(\mathbb{R}^d)$

$$k(x) = \left(\frac{1}{2\pi}\right)^d \int_{\mathbb{R}^d} \hat{k}(t)e^{-ix \cdot t} dt$$

and $\hat{k}$ takes values in $[0, \infty)$ if $\alpha > 0$ and in $[0, |\alpha|^{-1}]$ if $\alpha < 0$.

**Remark 5.1.** Note that (b) implies $k \in L^2(\mathbb{R}^d)$. But $k$ does not necessarily belong to $L^1(\mathbb{R}^d)$. Indeed, the sine kernel $\sin \pi x/\pi x$ is a typical example which satisfies Condition A but does not belong to $L^1(\mathbb{R}^1)$.

**Proof of Lemma 5.1.** First we consider the case $\alpha < 0$. We assume (a). Then, $\text{Spec}(K)$ is contained in $[0, \infty)$ and so the kernel $k$ is a positive definite continuous function. Hence, it is the Fourier transform of a finite measure, say $\nu$, on $\mathbb{R}^d$:

$$k(x) = \left(\frac{1}{2\pi}\right)^d \int_{\mathbb{R}^d} e^{-ix \cdot t} \nu(dt).$$

Then, for $f \in L^2(\mathbb{R}^d)$

$$\langle Kf, f \rangle = \left(\frac{1}{2\pi}\right)^d \int_{\mathbb{R}^d} |\hat{f}(t)|^2 \nu(dt).$$

Since $\text{Spec}(K) \subset [0, |\alpha|^{-1}]$,

$$|\langle Kf, f \rangle| \leq |\alpha|^{-1}\|f\|_2^2, (\mathbb{R}^d) = \left(\frac{1}{2\pi}\right)^d |\alpha|^{-1}\|\hat{k}\|_2^2, (\mathbb{R}^d).$$

Combining (5.3) and (5.4), one finds that $\nu$ is absolutely continuous and its density, say $\hat{k}$, takes the values only in $[0, |\alpha|^{-1}]$. Consequently, (b) holds.

The converse assertion is obvious. $\square$

**Remark 5.2.** For the convolution operator $K$ there exist no localized eigenfunctions. Indeed, if there existed an eigenfunction $f$ with compact support, say $\Lambda$, associated with an eigenvalue $\alpha$, then its translations $f_x = f(\cdot + x)$ would be also eigenfunctions. Thus, $\alpha$ would be an eigenvalue of $K_{\tilde{\Lambda}}$ with infinite multiplicity whenever a compact set $\tilde{\Lambda}$ contains an open neighborhood of $\Lambda$. This would be contradicted the compactness of operators $K_{\tilde{\Lambda}}$.

On the other hand, the convolution operator $K$ itself may have an eigenvalue with infinite multiplicity. For instance, consider the sine kernel $k(x) = \sin \pi x/\pi x$ on $\mathbb{R}^1$. Then the function $k_x(y) = k(x - y)$ is an eigenfunction with eigenvalue 1 for each $x \in \mathbb{R}^1$. 
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From now on we always assume the kernel $k(x)$ satisfy the conditions given in above Lemma 5.1. Thus, it follows from Theorem 4.1

$$
\rho_{1,\alpha,K}(x) = k(0), \quad \rho_{2,\alpha,K}(x, y) = k(0)^2 + \alpha k(x - y)^2 \text{ etc.}
$$

5.2. Law of large numbers. First we compute the limiting covariance in generic case.

**Lemma 5.2.** Let $f$ be a bounded measurable function on $\mathbb{R}^d$ with compact support and set $f_N = f(\cdot/N)$. Then, as $N \to \infty$,

$$
\int_Q \mu_{\alpha,K}(d\xi) \left( \langle \xi, f_N \rangle - \int_Q \langle \xi, f_N \rangle \mu_{\alpha,K}(d\xi) \right)^2 
= \int_Q \langle \xi, f_N \rangle^2 \mu_{\alpha,K}(d\xi) - \left( \int_Q \langle \xi, f_N \rangle \mu_{\alpha,K}(d\xi) \right)^2 
\sim N^d \int_{\mathbb{R}^d} f(x)^2 dx \times \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} \hat{k}(t)(1 + \alpha \hat{k}(t)) dt.
$$

**Proof.** By the definition of the correlation function

$$
\int_Q \langle \xi, f_N \rangle \mu_{\alpha,K}(d\xi) = \int_{\mathbb{R}^d} f_N(x) \rho_{1,\alpha,K}(x) dx, \\
\int_Q \langle \xi, f_N \rangle^2 \mu_{\alpha,K}(d\xi) = \int_{\mathbb{R}^d \times \mathbb{R}^d} f_N(x) f_N(y) \rho_{2,\alpha,K}(x - y) dxdy \\
+ \int_{\mathbb{R}^d} f_N(x)^2 \rho_{1,\alpha,K}(x) dx.
$$

Hence from (5.5) we can compute the left hand side of (5.7) directly to obtain

$$
\text{(LHS)} = \int_{\mathbb{R}^d \times \mathbb{R}^d} f_N(x) f_N(y) (k(0)^2 + \alpha k(x - y)^2) dxdy + \int_{\mathbb{R}^d} f_N(x)^2 k(0) dx \\
- \left( \int_{\mathbb{R}^d} f_N(x) k(0) dx \right)^2 \\
= \int_{\mathbb{R}^d} f_N(x)^2 k(0) dx + \alpha \int_{\mathbb{R}^d \times \mathbb{R}^d} f_N(x) f_N(y) k(x - y)^2 dxdy \\
= N^d \left( \int_{\mathbb{R}^d} f(x)^2 k(0) dx + \alpha \int_{\mathbb{R}^d} k(u)^2 du \int_{\mathbb{R}^d} f(x) f(x + u/N) dx \right) \\
\sim N^d \left( k(0) + \alpha \int_{\mathbb{R}^d} k(u)^2 du \int_{\mathbb{R}^d} f(x)^2 dx \right) \\
= N^d \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} \hat{k}(t)(1 + \alpha \hat{k}(t)) dt \times \int_{\mathbb{R}^d} f(x)^2 dx.
$$

\hfill \Box

Now let us state our law of large numbers.

**Proposition 5.3.** Let $f$ be a bounded measurable function on $\mathbb{R}^d$ with compact support. Then

$$
\langle \xi, f_N N^{-d} \rangle \to \int_{\mathbb{R}^d} f(x) k(0) dx \quad \mu_{\alpha,K} \text{-a.e. and in } L^1(Q, \mu_{\alpha,K}),
$$

where $f_N(\cdot) = f(\cdot/N)$.  
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Proof. First we consider the case when \( R = \mathbb{R}^1 \). Let \( f = 1_{[0,a)} \), the indicator of interval \([0,a)\) with \( a > 0 \). Since \( \mu_{\alpha,K} \) is translation invariant, the Birkhoff’s ergodic theorem can be applied to the integrable function \( \langle \xi, f \rangle = \langle \xi, 1_{[0,a)} \rangle \). Then one can find a function \( F \) such that

\[
\frac{1}{N} \langle \xi, f_N \rangle = \frac{1}{N} \sum_{n=1}^{N} \langle \xi, 1_{[n-1,a,a]} \rangle \to F(\xi) \quad \mu_{\alpha,K}-a.e.
\]

and \( \int_Q \mu_{\alpha,K}(d\xi)F(\xi) = \int_Q \mu_{\alpha,K}(d\xi)\langle \xi, f \rangle = \int_{\mathbb{R}^1} f(x)k(0)dx \). On the other hand, it follows from Lemma 5.2.

\[
\int_Q \mu_{\alpha,K}(d\xi) \left( \frac{1}{N} \langle \xi, f_N \rangle - \int_{\mathbb{R}^1} f(x)k(0)dx \right)^2 = O\left( \frac{1}{N} \right) \to 0
\]
as \( N \to \infty \). Hence, \( F(\xi) = \int_{\mathbb{R}^1} f(x)k(0)dx \) \( \mu_{\alpha,K}-a.e. \) In other words, (5.9) holds for \( f = 1_{[0,a)} \). Thanks to the translation invariance, (5.9) holds for \( 1_{[a,b)} \) for any \( a < b \). Thus, (5.9) holds for every simple function \( f \) and, therefore, for every bounded measurable function \( f \) with compact support because \( f \) can be approximated uniformly by simple functions.

The case of \( R = \mathbb{R}^d \) with \( d \geq 2 \) is proved in a similar manner by using a multidimensional version of Birkhoff’s ergodic theorem (cf. [36]).

Remark 5.3. If \( K \) is a convolution operator on \( \mathbb{R}^d \), the translations turns out to be mixing under \( \mu_{\alpha,K} \). In Part II we will discuss the case where \( R = \mathbb{Z}^d \) but we do not go into the detail about ergodic properties here.

5.3. Central limit theorem.

Proposition 5.4. Let \( f \) be a bounded measurable function on \( \mathbb{R}^d \) with compact support and assume \( \int_{\mathbb{R}^d} f(x)dx = 0 \). Then

\[
\lim_{N \to \infty} \int_Q \mu_{\alpha,K}(d\xi) \exp \left( i \langle \xi, \frac{f_N}{N^{d/2}} \rangle \right) = \exp\left( -\frac{1}{2} \sigma_{\alpha,K}^2 ||f||_2^2 \right),
\]

where

\[
\sigma_{\alpha,K}^2 = k(0) + \alpha \int_{\mathbb{R}^d} k(x)^2 dx
\]

and \( f_N(\cdot) = f(\cdot/N) \).

Proof. Set \( \Lambda = \text{supp} f \). Let \( \varphi_N(x) = 1 - \exp(i f_N(x)/N^{d/2}) \), \( N\Lambda = \{Nx ; x \in \Lambda\} \), \( K_N = 1_{N\Lambda}K1_{N\Lambda} \) and \( L_N = \varphi_N K_N \). Since \( \int_{\mathbb{R}^d} f(x)dx = 0 \), we get

\[
\text{Tr}(L_N) = \int_{\mathbb{R}^d} \left( 1 - \exp\left( \frac{i}{N^{d/2}} f\left( \frac{x}{N} \right) \right) + \frac{i}{N^{d/2}} f\left( \frac{x}{N} \right) \right) k(0)dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} f(x)^2 k(0)dx + O\left( \frac{1}{N^{d/2}} \right)
\]

\[
\to \frac{1}{2} \int_{\mathbb{R}^d} f(x)^2 k(0)dx.
\]
Similarly, we have
\[
\text{Tr}(L_N^2) = - \int_{\mathbb{R}^d \times \mathbb{R}^d} k(x)k(-x)f(y)f(y + \frac{x}{N})\,dx\,dy + O\left(\frac{1}{N^{d/2}}\right)
\]
(5.16)
\[
\rightarrow - \int_{\mathbb{R}^d} k(x)^2\,dx \int_{\mathbb{R}^d} f(x)^2\,dx.
\]

Using Lemma 2.1(i) and Theorem 1.5, we obtain the following estimates: for sufficiently large \(N\),
\[
\left|- \log \int_Q \mu_{\alpha,K}(d\xi) \exp \left(\frac{i\langle \xi, \frac{f_N}{N^{d/2}} \rangle}{\alpha} \right) - \text{Tr}(L_N) + \frac{\alpha}{2} \text{Tr}(L_N^2)\right|
\leq \sum_{n \geq 3} \left(\frac{\alpha}{n}\right)^{n-1} \text{Tr}(L_N)^n
\leq \sum_{n \geq 3} \left(\frac{\alpha}{n}\right)^{n-1} \|L_N\|^{n-2} \text{Tr}(\|\xi\|^2)
\]
(5.17)
and since \(K_N\) is bounded and nonnegative definite
\[
\text{Tr}(\|\xi\|^2) \leq \|\varphi_N\|_\infty \text{Tr}(K_N^2) \leq \|\varphi_N\|_\infty \|K_N\| \text{Tr}(K_N)
\leq \left(\frac{\|f\|_\infty}{N^{d/2}}\right)^2 \|K\| \|\xi\|^2 |A| \kappa(0)
\]
(5.18)
Here we used \(\|\varphi_N\|_\infty \leq \|f\|_\infty / N^{d/2}\). From (5.17) and (5.18) it follows
\[
- \lim_{N \to \infty} \log \int_Q \mu_{\alpha,K}(d\xi) \exp \left(\frac{i\langle \xi, \frac{f_N}{N^{d/2}} \rangle}{\alpha} \right)
= \frac{1}{2} \left(\kappa(0) + \alpha \int_{\mathbb{R}^d} k(x)^2\,dx\right) \int_{\mathbb{R}^d} f(x)^2\,dx
\]
(5.19)
\[
= \frac{1}{2} \left(\frac{1}{2\pi}\right)^d \int_{\mathbb{R}^d} \hat{\kappa}(t)(1 + \alpha \hat{\kappa}(t))dt \int_{\mathbb{R}^d} f(x)^2\,dx.
\]

\[\square\]

Remark 5.4. In the case where \(\alpha < 0\) the range of the Fourier transform \(\hat{\kappa}\) is crucial for the asymptotic behavior of the variance. For instance, if \(\alpha = -1\) and \(\hat{\kappa}\) takes only two values, 0 and 1, then the quantity \(\sigma_{-1,K}^2\) vanishes and the standard scaling factor \(N^{-d/2}\) loses its meaning. The sine kernel \(k(x) = \sin \pi x / \pi x\) is a typical case among such degenerated cases. Indeed, if we denote the fermion process associated with it by \(\mu_{-1,\sin}\), then one obtains the following \(\log N\) behavior
\[
\int \langle \xi, f_N \rangle^2 \mu_{-1,\sin}(d\xi) \rightarrow \left(\int \langle \xi, f_N \rangle \mu_{-1,\sin}(d\xi)\right)^2
\]
(5.20)
\[
\sim (\log N) \frac{1}{\pi^2} \sum_{25} (f(x + 0) - f(x - 0))^2
\]
for functions $f$ of bounded variation and with compact support provided that its jump
are square summable. In particular, if we take the indicator function of unit interval $[0, 1]$ as $f$,

$$\int_Q (\langle \xi, f_N \rangle)^2 \mu_{-1, \text{ sine}}(d\xi) - \left( \int_Q (\langle \xi, f_N \rangle \mu_{-1, \text{ sine}}(d\xi) \right)^2 = \frac{1}{\pi^2} \log N + O(1).$$

This comes from the well-known log $N$ behavior for Dirichlet kernel in Fourier analysis. In fact,

$$\int_Q (\langle \xi, f_N \rangle)^2 \mu_{-1, \text{ sine}}(d\xi) - \left( \int_Q (\langle \xi, f_N \rangle \mu_{-1, \text{ sine}}(d\xi) \right)^2
= \int_0^N dx - \int_0^N \int_0^N \left( \frac{\sin \pi(x - y)}{\pi(x - y)} \right)^2 dxdy
= N \left( 1 - \int_{-N}^N \left( \frac{\sin \pi u}{\pi u} \right)^2 du \right) + \frac{1}{\pi^2} \int_0^N \frac{1 - \cos 2\pi u}{u} du
= O(1) + \left( \frac{1}{\pi^2} \int_1^N \frac{du}{u} + O(1) \right)
$$

$$\frac{1}{\pi^2} \log N + O(1).$$

The central limit theorem does hold for indicator functions of an interval under this log $N$
scaling. It was first proved by O. Costin and J. Lebowitz [8]. Further discussions were
given for general $f$ by A. Soshnikov [31, 32].

5.4. A large deviation result.

**Proposition 5.5.** Let $f$ be a nonnegative measurable function on $\mathbb{R}^d$ with compact support and set $f_N(\cdot) = f(\cdot / N)$. Suppose, in addition, that $\|\alpha K\|_1 \leq 1$ when $\alpha > 0$. Then

$$\lim_{N \to \infty} \frac{1}{N^d} \log \int_Q \mu_{\alpha, K}(d\xi) \exp \left( -\langle \xi, f_N \rangle \right) = \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} dt \int_{\mathbb{R}^d} dx \Phi_\alpha(\hat{k}(t), f(x)), $$

where we set

$$\Phi_\alpha(\kappa, u) = -\frac{1}{\alpha} \log \left( 1 + \alpha(1 - e^{-u}) \right).$$

**Remark 5.5.** The quantity $\Phi_\alpha(\kappa, u)$ is the logarithm of the Laplace transform of a generalized binomial distribution:

$$\exp \Phi_\alpha(\kappa, u) = (1 + \alpha(1 - e^{-u}))^{-1/\alpha} = (1 + \alpha\kappa)^{-1/\alpha} \sum_{n=0}^\infty \frac{c^{(n)}(\alpha)}{n!} J_\alpha^n e^{-nu},$$

where $c^{(n)}(\alpha) = \prod_{j=0}^{n-1} (1 + j\alpha)$ and $J_\alpha = \kappa/(1 + \alpha\kappa)$ as in the introduction.

**Proof.** First we assume $k \in L^1$ in addition to $\hat{k} \in L^1$. Let $\varphi = 1 - \exp(-f)$, $\varphi_N = 1 - \exp(-f_N)$ and $\Lambda = \text{supp } f$. Note that $K_{\varphi_N} = \sqrt{\varphi_N \Lambda} K_{\Lambda} \sqrt{\varphi_N}$, and by Lemma 2.1(i) we obtain

$$\text{Tr}(K_{\varphi_N}^n) \leq \|\varphi_N\|_\infty^n \cdot \|K_{\Lambda}\|_1^n \text{Tr}(K_{\Lambda})$$

$$= \|\varphi\|_\infty^n \|K\|_1^n \text{Tr}(K_{\Lambda})$$
and
\[
\text{Tr}(K^n_{\varphi_N}) = \int_{\mathbb{R}^d_n} k(x_1 - x_2) \cdots k(x_n - x_1) \varphi_N(x_1) \cdots \varphi_N(x_n) dx_1 \cdots dx_n
\]
\[
= \int_{\mathbb{R}^d_n} k(y_1) \cdots k(y_{n-1}) k(-y_1 - \cdots - y_{n-1})
\phi(\frac{x_1}{N}) \phi(\frac{x_1 + y_1}{N}) \cdots \phi(\frac{x_1 + y_1 + \cdots + y_{n-1}}{N}) dx_1 dy_1 \cdots dy_{n-1}
\]
\[
= \int_{\mathbb{R}^d_n} k(y_1) \cdots k(y_{n-1}) k(-y_1 - \cdots - y_{n-1})
\varphi(x) \varphi(x + \frac{y_1}{N}) \cdots \varphi(x + \frac{y_1 + \cdots + y_{n-1}}{N}) N^d_d dx dy_1 \cdots dy_{n-1}
\]
\[
\sim N^d \int_{\mathbb{R}^d(n-1)} dy_1 \cdots dy_{n-1} k(y_1) \cdots k(y_{n-1}) k(-y_1 - \cdots - y_{n-1})
\times \int_{\mathbb{R}^d} dx \varphi(x)^n
\]
(5.27)

By the dominated convergence theorem, we get
\[
\lim_{N \to \infty} \frac{1}{N^d} \log \text{Det}(I + \alpha K_{\varphi_N}) = -\lim_{N \to \infty} \sum_{n=1}^{\infty} \frac{(-\alpha)^n}{n} \frac{1}{N^d} \text{Tr}(K^n_{\varphi_N})
\]
\[
= -\sum_{n=1}^{\infty} \frac{(-\alpha)^n}{n} \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} dt \hat{k}(t)^n \int_{\mathbb{R}^d} \varphi(x)^n dx
\]
(5.28)

Now we consider the general case. If \( \hat{k} \) is in \( L^1 \) then we can find a sequence \( \{k_n\} \) such that both \( k_n \) and \( \hat{k}_n \) are in \( L^1 \) and \( \|\hat{k} - \hat{k}_n\|_{L^1} \to 0 \) as \( n \to \infty \). Consequently we obtain Proposition 5.5 from the following lemma.

Lemma 5.6. Let \( f \) be a nonnegative measurable function of compact support and \( \varphi(x) = 1 - e^{-f(x)} \). Suppose \( \|\alpha K\| \leq 1 \). Then,

(5.29)
\[
\int_{\mathbb{R}^d} dt \int_{\mathbb{R}^d} dx \log(1 + \alpha \hat{k}(t) \varphi(x))
\]
is Lipschitz continuous in \( \hat{k} \) with respect to the norm \( \| \cdot \|_{L^1} \) and so are the quantities

(5.30)
\[
\frac{1}{N^d} \log \text{Det}(1 + \alpha K_{\varphi_N})
\]
uniformly in \( N \) where \( \varphi_N = \varphi(\cdot / N) \).

Proof. We only give a proof to the second assertion because the first one is proved in a similar and easier way.

Let \( k_0, k_1 \) be such that \( \hat{k}_0, \hat{k}_1 \in L^1 \) and set \( k_r = (1 - r) k_0 + r k_1 \) (\( 0 \leq r \leq 1 \)). Denote by \( K^{(r)} \) the operator corresponding to \( k_r \). Then, by Lemma 2.1(iv),

(5.31)
\[
\frac{d}{dr} \log \text{Det}(1 + \alpha K^{(r)}_{\varphi_N}) = \alpha \text{Tr} \left( (1 + \alpha K^{(r)}_{\varphi_N})^{-1} \frac{d}{dr} K^{(r)}_{\varphi_N} \right)
\]
and
\[
\frac{d}{dr} K^{(r)}_{\varphi_N}(x, y) = (\varphi_N(x) \varphi_N(y))^{1/2} (k_1 - k_0)(x - y)
\]
\[
= (\varphi_N(x) \varphi_N(y))^{1/2} \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} (\tilde{k}_1 - \tilde{k}_0)(t)e^{-i(x-y) \cdot t} dt.
\]
(5.32)

\[
\frac{d}{dr} \log \text{Det}(1 + \alpha K^{(r)}_{\varphi_N}) = \alpha \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} \langle (1 + \alpha K^{(r)}_{\varphi_N})^{-1} \psi_N^t, \psi_N^t \rangle (\tilde{k}_1 - \tilde{k}_0)(t) dt,
\]
where
\[
\psi_N^t(x) = e^{-ix \cdot t} \varphi_N(x)^{1/2}.
\]
Now noting \( \|\alpha K^{(r)}\| \leq 1 \) and
\[
\langle (1 + \alpha K^{(r)}_{\varphi_N})^{-1} \psi_N, \psi_N^t \rangle \leq (1 - \|\varphi\|_{\infty})^{-1} \langle \psi_N, \psi_N^t \rangle
\]
\[
= N^d(1 - \|\varphi\|_{\infty})^{-1} \|\varphi\|_{\infty} |\text{supp} \varphi|
\]
we obtain
\[
\left| \frac{d}{dr} \log \text{Det}(1 + \alpha K^{(r)}_{\varphi_N}) \right| \leq C|\alpha| N^d \|\tilde{k}_1 - \tilde{k}_0\|_{L^1}
\]
(5.36)
with \( C = (1 - \|\varphi\|_{\infty})^{-1} \|\varphi\|_{\infty} |\text{supp} \varphi|/(2\pi)^d \).

Consequently,
\[
\left| \frac{1}{N^d} \log \text{Det}(1 + \alpha K^{(1)}_{\varphi_N}) - \frac{1}{N^d} \log \text{Det}(1 + \alpha K^{(0)}_{\varphi_N}) \right| \leq C|\alpha| \cdot \|\tilde{k}_1 - \tilde{k}_0\|_{L^1}.
\]
(5.37)

If we consider the degenerated fermion and fermion-like point processes, we obtain the following, rather strange result from Proposition 5.5. One might say that a strong mean field theory works for degenerated fermion and fermion-like point processes.

**Corollary 5.7.** Let \( f \) be a nonnegative measurable function on \( \mathbb{R}^d \) with compact support and set \( f_N(\cdot) = f(\cdot/N) \). Suppose \( \alpha = -1/m, m \in \mathbb{N} \) and \( \tilde{k} \) takes only two values 0 and \( m \). Then,
\[
\lim_{N \to \infty} \frac{1}{N^d} \log \int_{\mathbb{R}^d} \mu_{-1/m,K}(d\xi) \exp(-\langle \xi, f_N \rangle) = -k(0) \int_{\mathbb{R}^d} f(x)dx.
\]
(5.38)

6. **Further Properties**

6.1. **Palm measures.** Throughout this section, we assume that \( \lambda \) is non-atomic and we deal only with point processes which have no multiple points and admit all the correlation measures \( \lambda_n \).

**Definition 6.1.** Let \( \mu \) be a probability measure on \( Q \). If \( \mu \) has mean \( \lambda_1 \), one can define a probability measure \( \mu^x \) on \( Q \) for \( \lambda_1 \)-a.e. \( x \) by the disintegration formula
\[
\int_{Q} \mu(dx) \int_{R} \xi(dx) u(\xi, x) = \int_{R} \lambda_1(dx) \int_{Q} \mu^x(dx) u(\xi + \delta_x, x)
\]
(6.1)
for any bounded measurable function \( u(\xi, x) \) on \( Q \times R \) with compact support in \( x \). The probability measure \( \mu^x \) on \( Q \) is called the Palm measure or Palm-Khintchin measure or sometimes Kendall measure of \( \mu \).
Remark 6.1. In our definition, the Palm measure $\mu^x$ of $\mu$ is supported on the set of $\xi$ satisfying $\xi\{x\} = 0$, that is,

$$
(6.2) \quad \mu^x(\xi \in Q \mid \xi\{x\} = 0) = 1.
$$

For instance, if $\Pi$ is the Poisson point process with intensity $\lambda$, then its Palm measure $\Pi^x$ coincides with $\Pi$ for $\lambda$-a.e. $x$. Indeed, differentiating

$$
(6.3) \quad \int_Q \mu(d\xi) e^{-\langle \xi, f(x)e^{\lambda} \rangle} = \exp \left( - \int_R (1 - e^{-f(x)}d\lambda) \right)
$$

in $t$ at $t = 0$, one finds

$$
(6.4) \quad \int_Q \mu(d\xi) g(\xi)e^{-\langle \xi, f \rangle} = \int_R g(x)e^{-f(x)} \int_Q \mu(d\xi)e^{-\langle \xi, f \rangle}
$$

for any nonnegative measurable functions $f$ and $g$ with compact support. If we set $u(x, \xi) = g(x)e^{-\langle \xi, f \rangle}$, then those functions span the space $L^1(R \times Q, \lambda \otimes \pi)$. Hence, (6.1) holds for $\mu = \Pi$ with $\mu^x = \Pi$.

Similarly, for $n \geq 2$ the $n$-th Palm measure is defined as the probability measure $\mu^{x_1, \ldots, x_n}$ on $Q$ for $\lambda_n$-a.e.$(x_1, \ldots, x_n)$ satisfying the following equation

$$
(6.5) \quad \int_Q \mu(d\xi) \int_{R^n} \xi_n(dx_1 \cdots dx_n) u(\xi, x_1, \ldots, x_n) = \int_{R^n} \lambda_n(dx_1 \cdots dx_n) \int_Q \mu^{x_1, \ldots, x_n}(d\xi) u(\xi + \delta x_1 + \cdots + \delta x_n, x_1, \ldots, x_n)
$$

for any measurable function $u(\xi, x_1, \ldots, x_n)$ on $Q \times R^n$. These Palm measures satisfy the recursive relation

$$
(6.6) \quad \mu^{x_1, x_2, \ldots, x_n} = (\mu^{x_1, x_2, \ldots, x_{n-1}})^{x_n} \quad \lambda_n$-a.e.$(x_1, \ldots, x_n).
$$

The following is a well known fact which gives an intuitive picture to Palm measures.

Lemma 6.2. Let $\lambda_1$ be a nonnegative non-atomic Radon measure and let $\mu$ be a probability measure on $Q$ with intensity $\lambda_1$. Suppose that

$$
(6.7) \quad \int_{\xi(U) \geq 2} \xi(U) \mu(d\xi) = o(\lambda_1(U))
$$

for open sets as $U \to \{x\}$ for $\lambda_1$-a.e. $x$. Then the Palm measure $\mu^x$ is the limit of the conditional probability subject to the condition that there exists a particle in a neighborhood $U$ of $x$ as $U$ shrinks to $\{x\}$. Precisely, for any bounded continuous function $F$,

$$
(6.8) \quad \mu(F \mid \xi(U) > 0) \to \int_Q F(\xi + \delta_x) \mu^x(d\xi)
$$

as $U \to \{x\}$ for $\lambda_1$-a.e. $x$. Moreover, if the $n$-th correlation measures $\lambda_n$ exists

$$
(6.9) \quad \mu(F \mid \xi(U_i) > 0 \text{ for } 1 \leq i \leq n) \to \int_Q F(\xi + \delta x_1 + \cdots + \delta x_n) \mu^{x_1, \ldots, x_n}(d\xi)
$$

as $U_i \to \{x_i\}$ $(1 \leq i \leq n)$ for $\lambda_n$-a.e.$(x_1, \ldots, x_n)$. 


Also it may be worthy to notice here that the spacing distribution is given by Palm measures when $R = \mathbb{R}^d$. Let $\theta(\xi)$ be the distance between the two particles in $\xi$ that are the nearest and the second nearest to the origin $0$ among those located on $[0, \infty)$. Assume for simplicity the probability measure $\mu$ is translation invariant. Then there hold the equalities

$$\mu(\theta(\xi) > t) = \mu(\xi(0, t] = 0) = \frac{\partial}{\partial x} \mu(\xi(x, t] = 0)|_{x=0}. \quad (6.10)$$

Next lemma shows the relationship between correlation functions of $\mu$ and those of its Palm measures.

**Lemma 6.3.** Let $\mu$ be a point process over $R$ and fix a Radon measure $\lambda$ on $R$. Assume that $\mu$ admits all the correlation functions $\{\rho_n\}_{n \geq 1}$ (with respect to $\lambda$). Then for $m \geq 1$ and for $\lambda_m$-a.e. $(x_1, \ldots, x_m)$ the Palm measure $\mu^{x_1, \ldots, x_m}$ admits all the correlation functions $\{\rho_n^{x_1, \ldots, x_m}\}_{n \geq 1}$ (with respect to $\lambda$) and

$$\rho_m(x_1, \ldots, x_m) \cdot \rho_n^{x_1, \ldots, x_m}(y_1, \ldots, y_n) = \rho_{m+n}(x_1, \ldots, x_m, y_1, \ldots, y_n) \quad (6.11)$$

holds for $\lambda^{\otimes n}$-a.e. $(y_1, \ldots, y_n)$.

**Proof.** We only give a formal proof. A rigorous proof can be easily done by induction on $n$ and $m$ keeping in mind the definition of $\xi_n$’s. Let $f, g$ be any bounded measurable nonnegative functions with compact support. Then,

$$\int_R \rho_n(x) \lambda(dx) g(x) e^{-f(x)} \int_{Q} \mu^x(dx) e^{-\langle \xi, f \rangle}$$

$$= \int_Q \mu(dx) \langle \xi, g \rangle e^{-\langle \xi, f \rangle}$$

$$= -\frac{d}{dt} |_{t=0} \int_Q \mu(dx) e^{-\langle \xi, f + ig \rangle}$$

$$= -\frac{d}{dt} |_{t=0} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{R^n} \rho_n(x_1, \ldots, x_n) \prod_{i=1}^n (1 - e^{-f(x_i) - ig(x_i)}) \lambda^{\otimes n}(dx_1 \cdots dx_n)$$

$$= \int_{R} \lambda(dx_1) g(x_1) e^{-f(x_1)}$$

$$\times \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{R^n} \rho_{n+1}(x_1, x_2, \ldots, x_{n+1}) \prod_{i=2}^{n+1} (1 - e^{-f(x_i)}) \lambda^{\otimes n}(dx_2 \cdots dx_{n+1}). \quad (6.12)$$

Hence, the correlation function $\rho_n^{x_1}$ of $\mu^{x_1}$ exists and is given by

$$\rho_n^{x_1}(y_1, \ldots, y_n) = \frac{1}{\rho_1(x_1)} \rho_{n+1}(x_1, y_1, \ldots, y_n). \quad (6.13)$$

Similarly, we can obtain (6.11) for $m \geq 2$. \qed

6.2. **Palm measures of fermion processes.** As is mentioned in the introduction, the class of fermion processes is closed under the operation of taking Palm measures.

**Theorem 6.4.** If $\mu_{1, K}$ is the fermion process associated with operator $K$ and if we denote its intensity by $\lambda_1$, then for $\lambda_1$-almost every $x_0$ the Palm measure $\mu_{x_0}^{x_1, K}$ coincides with the fermion process associated with the operator $K^{x_0}$ defined by

$$K^{x_0}(x, y) = \frac{1}{K(x_0, x_0)} \det \left( \begin{array}{cc} K(x, y) & K(x, x_0) \\ K(x_0, y) & K(x_0, x_0) \end{array} \right). \quad (6.14)$$
whenever $K(x_0, x_0) > 0$.

Proof. Assume $K(x_0, x_0) > 0$ and show that $K^{x_0}$ satisfies Condition A. In fact, $K^{x_0} \leq I$ because $K^{x_0} = K - K(x_0, \cdot) \otimes K(\cdot, x_0)/K(x_0, x_0) \leq K$. To see $K^{x_0} \geq 0$, one may apply to the eigen-expansion $K_\Lambda = \sum_{\varphi_n}^\Lambda \varphi_n \otimes \varphi_n$ for any compact $\Lambda \subset R$. Then

$$
\langle K_\Lambda^{x_0} f, f \rangle = \sum_{n=1}^\infty \left( \sum_{n=1}^\infty \phi_n(x_0) \phi_n(x_0) \right)^2 \geq 0.
$$

(6.15)

Hence $0 \leq K^{x_0} \leq I$ and $K_\Lambda^{x_0}$ is of trace class for each compact $\Lambda \subset R$. Finally, it follows from Lemma 6.3 that

$$
\rho_{\Lambda, -1, K}(x_1, \ldots, x_n) = \frac{1}{\rho_{1, -1, K}(x_0)} \rho_{n+1, -1, K}(x_0, x_1, \ldots, x_n).
$$

(6.16)

On the other hand, it is immediate to see

$$
\det(K^{x_0}(x_i, x_j))_{i,j=1}^n = \frac{1}{K(x_0, x_0)} \det(K(x_i, x_j))_{i,j=0}^n.
$$

(6.17)

Hence,

$$
\rho_{\Lambda, -1, K}(x_1, \ldots, x_n) = \det(K^{x_0}(x_i, x_j))_{i,j=1}^n.
$$

(6.18)

Consequently, $\mu_{\Lambda, -1, K}$ is the fermion process associated with $K^{x_0}$. \hfill \Box

By induction we have the following:

**Corollary 6.5.** For each $n \geq 2$ the Palm measure $\mu_{\Lambda, -1, K}$ is associated with the integral kernel $K^{x_1, \ldots, x_n}$ given by

$$
K^{x_1, \ldots, x_n}(x, y) = \left( \det(K(x_i, x_j))_{i,j=1}^n \right)^{-1} \times \det \begin{pmatrix}
K(x, y) & K(x, x_1) & \cdots & K(x, x_n) \\
K(x, y) & K(x, x_1) & \cdots & K(x, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
K(x, y) & K(x, x_1) & \cdots & K(x, x_n)
\end{pmatrix}
$$

(6.19)

for $\lambda_n$-a.e. $(x_1, \ldots, x_n)$, where $\lambda_n$ is the $n$-th correlation measure of $\mu_{\Lambda, -1, K}$.

The following formula may be interesting in itself.

**Example 6.6.** [15] Let $R = \mathbb{R}^1$ and $\lambda$ be the Lebesgue measure on it, and $K(x, y)$ be the resolvent kernel of a one-dimensional diffusion process or, the Green function for a Sturm-Liouville equation. Write

$$
K(x, y) = \begin{cases} 
   u(x)v(y), & \text{if } x \leq y \\
   u(y)v(x), & \text{if } x \geq y.
\end{cases}
$$

(6.20)

Then

$$
\det(K(x_i, x_j))_{i,j=1}^n = K(x_1^*, x_1^*)K^{x_1^*, x_2^*}(x_2^*, x_2^*)K^{x_2^*, x_3^*}(x_3^*, x_3^*) \cdots K^{x_{n-1}^*, x_n^*}(x_1^*, x_1^*)
$$

(6.21)

$$
= K(x_1^*, x_1^*)K^{x_1^*, x_2^*}(x_{n-1}^*, x_{n-1}^*)K^{x_{n-1}^*, x_{n-2}^*}(x_{n-2}^*, x_{n-2}^*) \cdots K^{x_{n-1}^*, x_{n-2}^*}(x_1^*, x_1^*)
$$

where $x_1^* < \cdots < x_n^*$ is the rearrangement of $x_1, \ldots, x_n$. 


Proof. Let $a_i, b_i, i = 1, \ldots, n$ be complex numbers. Then it is well known that
\begin{equation}
\det(a_{\min(i,j)} b_{\max(i,j)})_{i,j=1}^n = a_1 \begin{vmatrix} b_1 & b_2 \\ a_1 & a_2 \end{vmatrix} \begin{vmatrix} b_2 & b_3 \\ a_2 & a_3 \end{vmatrix} \cdots \begin{vmatrix} b_{n-1} & b_n \\ a_{n-1} & a_n \end{vmatrix} \cdot b_n.
\end{equation}
Hence (6.21) follows from the definition of $K^x(\cdot, \cdot)$.

\[\square\]

Remark 6.2. The relation (6.21) shows that the spacings, i.e. the distances between nearest neighboring particles in $\xi$, are independent under $\mu_{-1,K}$ (cf. [9]). The converse is also true (cf. [33]).

6.3. Palm measures of boson processes: the case of nonnegative kernel. Recall that a point process $\mu$ is said to be infinitely divisible if for any $n \in \mathbb{N}$ there exists a point process $\nu_n$ so that $\mu$ is expressed by the $n$-fold convolution product of $\nu_n$.

Theorem 6.7. Assume Condition B. Then for any $\alpha > 0$ there exists a unique probability measure $\mu_{\alpha,K}$ such that
\begin{equation}
\int_Q \mu_{\alpha,K}(d\xi) \exp \left( -\langle \xi, f \rangle \right) = \det(I + \alpha K \varphi)^{-1/\alpha},
\end{equation}
where $\varphi = 1 - e^{-f}$ and $f$ is a nonnegative measurable function with compact support.

Moreover, $\mu_{\alpha,K}$ is always infinitely divisible.

Proof. Under Condition B the density functions $\sigma_{\Lambda,\alpha,K}$ on $\Lambda^n$ defined in (3.8) and (3.9) are nonnegative. Then one can obtain the unique probability measure $\mu_{\alpha,K}$ satisfying (6.23).

Obviously, if $\alpha$ and $K$ satisfy Condition B, so do $n\alpha$ and $K/n$ for any $n \in \mathbb{N}$. Hence $\mu_{n\alpha,K/n}$ is also a probability measure and then the Laplace transform of $\mu_{\alpha,K}$ is equal to the $n$-th power of the Laplace transform of $\mu_{n\alpha,K/n}$. Consequently, $\mu_{\alpha,K}$ is infinitely divisible.

Remark 6.3. If $\mu_{\alpha,K}$ is infinitely divisible, then the restriction $\mu_{\Lambda,\alpha,K}$ to the subspace $Q(\Lambda)$ is also infinitely divisible for each compact set $\Lambda$ and we obtain the following representation by the Lévy measure (cf. [9]):
\begin{equation}
\int_Q \mu_{\Lambda,\alpha,K}(d\xi) e^{-\langle \xi, f \rangle} = \exp \left( -\sum_{n=1}^{\infty} \frac{\alpha^{n-1}}{n} \int_{\Lambda^n} (1 - e^{-\sum_{i=1}^{n} f(x_i)}) \eta^\Lambda(dx_1 \ldots dx_n) \right),
\end{equation}
where
\begin{equation}
\eta^\Lambda_{n,\alpha,K}(dx_1 \ldots dx_n) = \prod_{i=1}^{n} J_{\alpha}[\Lambda](x_i, x_{i+1}) \lambda^n(dx_1 \cdots dx_n)
\end{equation}
with $x_{n+1} = x_1$. Indeed, if supp $f \subset \Lambda$, we obtain
\begin{equation}
\frac{1}{\alpha} \log \det(I + \alpha (1 - e^{-f}) K_{\Lambda})
= \frac{1}{\alpha} \log \det(I - \alpha J_{\alpha}[\Lambda]) + \frac{1}{\alpha} \log \det(I - \alpha e^{-f} J_{\alpha}[\Lambda])
= \sum_{n=1}^{\infty} \frac{\alpha^{n-1}}{n} \left[ \text{Tr}(J_{\alpha}[\Lambda])^n - \text{Tr}(e^{-f} J_{\alpha}[\Lambda])^n \right]
= \sum_{n=1}^{\infty} \frac{\alpha^{n-1}}{n} \int_{\Lambda^n} (1 - e^{-\sum_{i=1}^{n} f(x_i)}) \eta^\Lambda_{n,\alpha,K}(dx_1 \ldots dx_n)
\end{equation}
\[32\]
by using the expansion formula (2.10) in Lemma 2.1.

Remark 6.4. When the underlying space $R$ is a finite set, Griffiths and Milne[12] already discussed the necessary and sufficient condition on the matrix $K$ for the infinite divisibility.

It is well known that the Palm measure of a Poisson random field $\Pi$ is given by

$$\Pi^x = \Pi \text{ for a.e. } x$$

and that the relation (6.27) gives a characterization of the Poisson random fields. This implies that the existence of a particle at $x$ does not affect the location of other particles in the Poisson random fields while the next theorem indicates that the existence of a particle at $x$ increases the number of particles in the boson random fields.

Theorem 6.8. Let $\mu_{\alpha,K}$ be the point process given in Theorem 6.7 above. If we denote the intensity of $\mu_{\alpha,K}$ by $\lambda$, then for $\lambda_1$-a.e. $x$ there exists a probability measure $\nu_{x,\alpha,K}$ on $\{\xi \in Q; \xi(R) < \infty\}$ such that the Palm measure $\mu_{\alpha,K}^x$ is given by the convolution

$$\mu_{\alpha,K}^x = \mu_{\alpha,K} \ast \nu_{x,\alpha,K}.$$

Proof. Let $f, g$ be nonnegative measurable functions on $R$ with compact support contained in a compact set $\Lambda$. Then

$$\int_R \lambda(dx)K(x,x)g(x)e^{-f(x)} \int_Q \mu_{\alpha,K}^x(d\xi)e^{-\langle \xi, f \rangle}$$

$$= \int_Q \mu_{\alpha,K}(d\xi) \int_R \xi(dx)g(x)e^{-\langle \xi, f \rangle}$$

$$= - \frac{d}{dt} \bigg|_{t=0} \int_Q \mu_{\alpha,K}(d\xi)e^{-\langle \xi, f+tg \rangle}$$

$$= - \frac{d}{dt} \bigg|_{t=0} \text{Det}(I + \alpha(1 - e^{-f-tg})K)_{\lambda}^{-1/\alpha}$$

$$= \text{Det}(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1/\alpha} \text{Tr}(ge^{-f}K(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1})$$

$$= \int_R \lambda(dx)K(x,x)g(x)e^{-f(x)} \{K(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1}(x, x)\}$$

$$\times \text{Det}(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1/\alpha}.$$ 

Hence,

$$\int_Q \mu_{\alpha,K}^x(d\xi) \exp\left(-\langle \xi, f \rangle\right)$$

$$= \{K(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1}(x, x) \cdot \int_Q \mu_{\alpha,K}(d\xi) \exp\left(-\langle \xi, f \rangle\right)\}.$$ 

Now if $J_\alpha$ has nonnegative kernel, then the operator $J_\alpha[\Lambda]$ also has nonnegative kernel since, as is easily seen by the formula (3.36),

$$J_\alpha[\Lambda] = (I - (I + \alpha K_{\lambda})^{-1})/\alpha = (J_\alpha)_\Lambda + \alpha(J_\alpha)_{\Lambda^*}(I - \alpha(J_\alpha)_{\Lambda^*})^{-1}(J_\alpha)_{\Lambda^*\Lambda}.$$ 

Consequently, if $x \in \Lambda$ and $\text{supp } f \subset \Lambda$, then

$$K_{\lambda}(I + \alpha(1 - e^{-f})K)_{\lambda}^{-1} = J_\alpha[\Lambda](I - \alpha e^{-f}J_\alpha[\Lambda])^{-1}$$

$$= \sum_{n=0}^{\infty} \alpha^n J_\alpha[\Lambda](e^{-f}J_\alpha[\Lambda])^n.$$
and so one can define a probability measure by the formula
\[
\int_Q \nu_{x,\alpha,k}(d\xi) \exp\left(-\langle \xi, f \rangle\right) \\
= \sum_{n=0}^{\infty} \alpha^n J_\alpha[A] (\exp f J_\alpha[A])^n (x, x)
\]
(6.33) \[= \sum_{n=0}^{\infty} \alpha^n \int_\Lambda^n J_\alpha[A](x, x_1) \cdots J_\alpha[A](x_n, x) \exp -\sum_{i=1}^{n} f(x_i) \lambda^{\otimes n} (dx_1 \cdots dx_n)\]
for any measurable function \(f\) of compact support.

6.4. **Boson point processes and Gaussian random fields.** It is well known that
symmetric nonnegative definite Hilbert-Schmidt operators correspond to Gaussian ran-
dom fields whose covariance are the given operators. In particular, under our Condition
A there exists a Gaussian random field \(X^A(x)\) on \(A\) for an integral operator \(K\) and a
compact subset \(A\) of \(R\) since \(K_A\) is then a Hilbert-Schmidt operator. It is not difficult to
see that the family \(\{X^A(x)\; ;\; x \in A\}\), \(A\) being a compact subset, satisfies the consistency
condition and so there exists a Gaussian random field \(X(x)\) on \(R\) with mean 0 such that
\(X(x)\) is locally integrable with respect to \(\lambda\) and satisfies
\[
E[\int_\Lambda X(x)^2 \lambda(dx)] = \int_\Lambda K(x, x) \lambda(dx) < \infty
\]
for each compact subset \(\Lambda\) of \(R\) and
\[
E[X(x)X(y)] = K(x, y) \quad \text{for } \lambda \otimes \lambda \text{-a.e.}(x, y).
\]
Thus we can consider the Poisson random field \(\Pi_{X^2}\) over \(R\) with intensity \(X(x)^2 \lambda(dx)\).
Then, it is immediate to see
\[
E\left[\int_Q \Pi_{X^2}(d\xi) \exp\left(-\langle \xi, f \rangle\right)\right] = E\left[\exp -\int_R (1 - \exp f(x))X(x)^2 \lambda(dx)\right] \\
= \text{Det}(I + 2(1 - \exp f)K)^{-1/2}.
\]
Thus, the Poisson point process with random intensity \(X^2 \lambda\) gives us the probability
measure \(\mu_{2,K}\). The Boson point process associated with the integral operator \(K\) is given
by the convolution of two independent copies \(\mu_{2,K/2}\) or equivalently the Poisson point
process with random intensity \((X^2 + Y^2) \cdot \lambda\) where \(X\) and \(Y\) are independent copies of
Gaussian random fields defined above from \(K/2\). This construction brings us an extra
bonus.

**Theorem 6.9.** Assume Condition A as in the Theorem 1.2. Then for \(\alpha \in \{2/m \; ; \; m \in \mathbb{N}\}\) there exists a unique probability measure \(\mu_{\alpha,K}\) such that (1.7) holds.

**Proof.** We have already got a probability measure \(\mu_{2,K}\) as above. The probability measure
\(\mu_{2/m,K}\) is nothing but the \(m\)-fold convolution of \(\mu_{2,K/m}\). \(\square\)

**Remark 6.5.** E. Dynkin gave an integration by parts formula for Gaussian random fields
in [10]. The following special case is called Dynkin’s isomorphism theorem in [1]: let
\(X = \{X(x)\}_{x \in R}\) be a Gaussian random field on \(R\). Then there exists an independent
random variable of \(L(x)\) such that
\[
E\left[F(X^2) \frac{X(x)^2}{E[X(x)^2]}\right] = E[F(X^2 + L(x))].
\]
(6.37)
The random variable $L(x)$ is known to be an occupation field of a certain Markov process on $R$ starting at $x$ and killed at $x$. In our context, this formula can be understood as a restatement of the formula (6.28) in the case $\alpha = 2$. In particular,

$$\nu_{x, \alpha, K} = E[\Pi L(x)].$$

The fact that all the correlation functions of $\mu_{\alpha, K}$ for $\alpha \in \{2/m; m \in \mathbb{N}\}$ are nonnegative leads us to the following conclusion.

**Corollary 6.10.** Let $\alpha \in \{2/m; m \in \mathbb{N}\}$. Then $\det_\alpha A$ is nonnegative whenever $A$ is a nonnegative definite square matrix.

Now expand the term $e^{-\langle f, J \rangle}$ in the left hand side of (6.36) according to (4.2). Then one finds

$$E[\int_\mathbb{R} \Pi_X^2(d\xi)e^{-\langle f, J \rangle}] = \sum_{n=0}^\infty \frac{(-1)^n}{n!} E[\int_\mathbb{R} \Pi_X^2(d\xi) \langle \xi_n, \varphi_n \rangle],$$

where $\varphi_n(x_1, \ldots, x_n) = \prod_{i=1}^n (1 - e^{-f(x_i)})$ as in Section 4. Since $\Pi_X$ is a Poisson point process with intensity $X(x)^2\lambda(dx)$, we have

$$\int_\mathbb{R} \Pi_X^2(d\xi) \langle \xi_n, \varphi_n \rangle = \int_{\mathbb{R}^n} X(x_1)^2 \cdots X(x_n)^2 \varphi_n(x_1, \ldots, x_n) \lambda^{\otimes n}(dx_1 \cdots dx_n).$$

On the other hand, we know if $\|\varphi\|_\infty\|2K\| < 1$

$$\det(I + 2(1 - e^{-f})K)^{-1/2} = \sum_{n=0}^\infty \frac{(-1)^n}{n!} \int_{\mathbb{R}^n} \det_2(K(x_i, x_j))_{i,j=1}^n \varphi_n(x_1, \ldots, x_n) \lambda^{\otimes n}(dx_1 \cdots dx_n).$$

Consequently,

$$\det_2(K(x_i, x_j))_{i,j=1}^n = E[X(x_1)^2 \cdots X(x_n)^2] \lambda^{\otimes n}-a.s.$$

for each $n \geq 1$.

Similarly, we can obtain a representation of $\det_\alpha A$ for $\alpha = 2/m, m \in \mathbb{N}$, by Gaussian integrals. In particular, we have the following:

**Corollary 6.11.** Let $A = (a_{ij})_{i,j=1}^n$ be a symmetric nonnegative definite matrix and $Z = (Z_i)_{i=1,2,\ldots,n}$ be a Gaussian random variable with mean 0 and covariance $A$. Then the $\alpha$-determinant for $\alpha = 2$ can be expressed as follows:

$$\det_2 A = E[Z_1^2 \cdots Z_n^2].$$

Another, direct proof can be given by differentiating $\det(I + A)^{-1/2}$ repeatedly in a suitable manner.

### 6.5. A statistical-mechanical aspect.

So far we constructed the random point field $\mu_{\alpha, K}$ starting from $K$ and showed that the density $\sigma_A$ is given in terms of the operator $J_a[I] = K(I + aK)^{-1}$. But, if one want to interpret $\mu_{\alpha, K}$ as an object of statistical mechanics, it is natural to start from the operator $J_a = K(I + aK)^{-1}$. The operator $J$ is the quasi-inverse of $K$ in the sense that $(I - aJ_a)(I + aK) = I$ and its existence should be assumed if $\alpha < 0$.

Let $H$ be a Hamiltonian operator and $N$ be the number operator both realized on a $L^2$-space $L^2(R, \lambda)$. It may be quite natural to assume that the operator

$$J = e^{-\beta(H - \zeta N)} \quad (\beta > 0, \zeta \in \mathbb{R})$$
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is a symmetric operator and furthermore $J$ may be assumed to be nonnegative definite. Assume, in addition, Spec$(J) \subset [0, 1/|\alpha|]$ if $\alpha > 0$. Under so-called $\alpha$-statistics the grand canonical partition function is given by an infinite product using eigenvalues. We may consider

$$Z_{\alpha}(\Lambda) = \text{Det}(I - \alpha J_{\Lambda})^{-1/\alpha} = \prod_{n=1}^{\infty} (1 - \alpha E_n(\Lambda))^{-1/\alpha},$$

where $J_{\Lambda}$ is the restriction of $J$ to $L^2(\Lambda, d\lambda)$ and $E_n(\Lambda), n \geq 1$ are the eigenvalues of $J_{\Lambda}$. The $\alpha$-statistics is the fermion and the boson statistics if $\alpha = -1$ and $\alpha = 1$, respectively. If we want to realize the grand canonical ensemble $\mu_{\alpha}^{(\Lambda)}$ as a random point field, its Laplace transform will be

$$\int_{Q(\Lambda)} \mu_{\alpha}^{(\Lambda)}(d\xi) \exp(-\langle \xi, f \rangle) = \frac{1}{Z_{\alpha}(\Lambda)} \text{Det}(I - \alpha (J_{\Lambda})_{e^{-I}})^{-1/\alpha}.$$ 

Applying Proposition 3.8 to (6.46), we obtain the following second construction of $\mu_{\alpha, \Lambda}$ starting from $J$

**Theorem 6.12.** Let $\alpha \in \{-1/m ; m \in \mathbb{N}\} \cup \{2/m ; m \in \mathbb{N}\}$ and $J$ be a bounded symmetric integral operator with continuous kernel $J(x, y)$. Assume $J$ is nonnegative definite and, in addition, $\|\alpha J\| < 1$ if $\alpha > 0$. For a compact subset $\Lambda$ of $R$ define a probability measure $\mu_{\alpha}^{(\Lambda)}$ by

$$\mu_{\alpha}^{(\Lambda)}(dx_1 \cdots dx_n) = \frac{1}{Z_{\alpha}(\Lambda)} \det_{\alpha}(J(x_i, x_j))_{i,j=1}^{\Lambda} \lambda^{\otimes n}(dx_1 \cdots dx_n)$$

on each $\Lambda^n$. Then $\mu_{\alpha}^{(\Lambda)}$ satisfies (6.46) and converges as $\Lambda$ tends to $R$ to the probability measure $\mu_{\alpha, \Lambda}$ constructed in Theorem 1.2. In other words,

$$\int_{Q(\Lambda)} \mu_{\alpha}^{(\Lambda)}(d\xi) \exp(-\langle \xi, f \rangle) = \frac{\text{Det}(I - \alpha e^{-I} J_{\Lambda})^{-1/\alpha}}{\text{Det}(I - \alpha J_{\Lambda})^{-1/\alpha}} \text{Det}(I + \alpha K_{\varphi})^{-1/\alpha} = \int_{Q} \mu_{\alpha, \Lambda}(d\xi) \exp(-\langle \xi, f \rangle)$$

as $\Lambda$ tends to $R$ for each nonnegative measurable function $f$ with compact support.

**Proof.** It is obvious that $\mu_{\alpha}^{(\Lambda)}$ satisfies (6.46). Set

$$K_{\alpha}[\Lambda] = (I - \alpha J_{\Lambda})^{-1} J_{\Lambda} = ((I - \alpha J_{\Lambda})^{-1} - I)/\alpha.$$ 

Then we have

$$\frac{\text{Det}(I - \alpha e^{-I} J_{\Lambda})}{\text{Det}(I - \alpha J_{\Lambda})} = \frac{\text{Det}((I + \alpha K_{\alpha}[\Lambda]) - \alpha e^{-I} K_{\alpha}[\Lambda])}{\text{Det}(I + \alpha K_{\alpha}[\Lambda])}.$$ 

(6.50)

Now set $\tilde{\Lambda} = \Lambda \setminus \Lambda$. Then by using (3.38) in Remark 3.3 we obtain

$$I_{\Lambda} + \alpha (K_{\alpha}[\Lambda])_{\Lambda} = ((I - \alpha J_{\Lambda})^{-1})_{\Lambda} \geq (I_{\Lambda} - \alpha J_{\Lambda})^{-1} = I_{\Lambda} + \alpha (K_{\alpha}[\Lambda])_{\Lambda}.$$ 

(6.51)

Thus, for any $f \in L^2(\Lambda, \lambda)$,

$$\langle (\alpha K_{\alpha}[\Lambda^n])_{\Lambda} f, f \rangle = \langle (\alpha K_{\alpha}[\Lambda^n])_{\Lambda} f_{\Lambda}, f_{\Lambda} \rangle$$

$$\geq \langle (\alpha K_{\alpha}[\Lambda^n])_{\Lambda} f_{\Lambda}, f_{\Lambda} \rangle$$

$$= \langle (\alpha K_{\alpha}[\Lambda^n])_{\Lambda} f, f \rangle$$

(6.52)
whenever $\Lambda \subset \Lambda' \subset \Lambda''$. Hence, $(\alpha K_\alpha[\Lambda'])_\Lambda$ is nondecreasing in $\Lambda'$ in the sense of quadratic forms and converges strongly to

$$\{I_\Lambda - \alpha J_{\Lambda,\Lambda'} - \alpha^2 J_{\Lambda',\Lambda'}(I_{\Lambda'} - \alpha J_{\Lambda'})^{-1} J_{\Lambda',\Lambda'}\}^{-1} - I_\Lambda = \alpha K_\Lambda.$$ 

Consequently, we can apply Proposition 3.8 and obtain

$$\det(I + \alpha \sqrt{\varphi}(K_\alpha[\Lambda'])) \Lambda \sqrt{\varphi}) \rightarrow \det(I + \alpha \sqrt{\varphi}K_\Lambda \sqrt{\varphi})$$
as $\Lambda' \rightarrow R$. \hfill $\Box$

7. On $\alpha$-determinant

7.1. Conjecture and partial results. In Section 2 we encountered the function $\det_\alpha A$ of a matrix $A$ defined by

$$\det_\alpha A = \sum_{\sigma \in S_n} \alpha^{n - \nu(\sigma)} \prod_{i=1}^n a_{i\sigma(i)}$$

for an $n$ by $n$ matrix $A = (a_{ij})_{i,j=1}^n$ where $S_n$ is the symmetric group of order $n$ and $\nu(\sigma)$ is the number of the cycles which consist of $\sigma$. The existence problem of random point fields associated with $\det(I + K_\varphi)^{-1/\alpha}$ was equivalent to the nonnegativity problem of $\det_\alpha A$ for all nonnegative definite matrices. The nonnegativity is trivial if the entries of $A$ is nonnegative even if $A$ is not symmetric matrix. For a nonnegative definite matrix we have proved the nonnegativity for $\alpha \in \{2/m; m \in \mathbb{N}\} \cup \{1/m; m \in \mathbb{N}\}$ by the probabilistic construction given in Section 3 and in Section 6, respectively. Besides, one can easily see that $\det_\alpha A \geq 0$ for small $\alpha$’s for each fixed matrix size. We strongly feel that the following is true.

**Conjecture 7.1.** Let $0 \leq \alpha \leq 2$. Then $\det_\alpha A$ is nonnegative whenever $A$ is a nonnegative definite matrix.

It is easy to see that Conjecture 7.1 for $\alpha < 0$ fails unless $\alpha \notin \{-1/m; m \in \mathbb{N}\}$.

**Conjecture 7.2.** Let $\alpha > 2$. Then there exists a matrix size $n(\alpha)$ such that the nonnegativity of $\det_\alpha A$ fails for some nonnegative definite matrix $A$ of size $n$ if and only if $n \geq n(\alpha)$.

**Remark 7.1.** (i) The usual $q$-analogue of determinants is defined by using the inversion number $\nu(\sigma)$ in place of $n - \nu(\sigma)$ where $0 \leq q \leq 1$ and $\nu(\sigma) = \#\{(i,j); 1 \leq i < j \leq n \text{ and } \sigma(i) > \sigma(j)\}$. The function $d(\sigma, \tau) = \nu(\sigma^{-1} \tau)$ is a distance in $S_n$ and the matrix $(q^{d(\sigma^{-1} \tau)})_{\sigma, \tau \in S_n}$ is nonnegative definite. Hence, this $q$-analogue is nonnegative if $A$ is nonnegative definite. But the matrix $(\alpha^{n - d(\sigma^{-1} \tau)})_{\sigma, \tau \in S_n}$ is not nonnegative definite in general for $0 < \alpha < 1$. Indeed, $c^{(\lambda)}(\alpha)$’s defined below in (7.4) are the eigenvalues of this matrix.

(ii) It is well known that there is one-to-one correspondence between the equivalence class of irreducible characters of $S_n$ and the partitions $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k)$ of $n$. The following quantity is called immanant of $A$ (cf. [13, 21]):

$$\det_{\chi^{(\lambda)}} A = \sum_{\sigma \in S_n} \chi^{(\lambda)}(\sigma) \prod_{i=1}^n a_{i\sigma(i)},$$

where $\chi^{(\lambda)}$ is the character which is associated with a partition $\lambda$. It is also known that $\det_{\chi^{(\lambda)}} A$ is nonnegative whenever $A$ is nonnegative definite.
(iii) It is not so difficult to see the following formula which seems to be well known among specialists:

Let $A$ be an $n$ by $n$ matrix. For any $\alpha \in \mathbb{R}$, we obtain

$$\det_{\alpha} A = \sum_{\lambda} \frac{1}{n!} (\dim \lambda) c^{(\lambda)}(\alpha) \det_{\lambda^{(\alpha)}} A,$$

where $\dim \lambda$ is the dimension of an irreducible representation associated with a partition $\lambda$ and we set

$$c^{(\lambda)}(\alpha) = \prod_{i=1}^{k} \prod_{j=1}^{\lambda_i} (1 + (j - i)\alpha).$$

The dimension $\dim \lambda$ is given by the formula

$$\dim \lambda = \frac{n!}{\ell_1! \cdots \ell_k!} \Delta(\ell_1, \ldots, \ell_k),$$

where $\ell_i = \lambda_i + k - i$ ($1 \leq i \leq k$) and $\Delta(\ell_1, \ldots, \ell_k) = \prod_{i<j}(\ell_j - \ell_i)$ is the Vandermonde determinant.

The formula (7.3) gives a quick proof to the fact that $\det_{\alpha}$ is nonnegative for $\alpha \in \{\pm 1/m ; m \in \mathbb{N}\} \cup [0, 1/n]$ if $A$ is an $n$ by $n$ nonnegative definite matrix. But the fact that $\det_{\alpha}$ is nonnegative also for $\alpha \in \{2/m ; m \in \mathbb{N}\}$ is rather mysterious and is difficult, at least to the authors, to be deduced from the formula (7.3) with (7.4) and (7.5).
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