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We introduce a gauge transformation of representations of
the Cuntz algebra ON as a generalization of the canonical
U(N)-action. We show their orbits and equivalence of repre-
sentations. As application, we show properties of generalized
permutative representations and automorphisms of ON .

1. Introduction

Nowadays, gauge theory is well established as the fundamental theories of
physics([18]). The origin of gauge theory was introduced by H.Weyl in
the 1920’s and it is treated as fiber bundle and geometry of connection
by C.N.Yang and K.L.Mills([17]). We introduce another aspect of gauge
theory in a subject of representation theory of operator algebra. Since the
original purpose of gauge theory in physics is the “recipe” of quantization of
classical field(electromagnetic field, Higgs, Yang-Mills fields), it seems that
the research of gauge theory in operator theory is natural.

It is well known that the canonical U(1)-action of the Cuntz algebra
ON is called the gauge action. In order to generalize permutative represen-
tations of ON ([2, 4, 5]), we generalize the gauge action to transformations
of representations which are not automorphisms in general.

Let H be a Hilbert space with a complete orthonormal basis {en}n∈Λ

and UΛ(N) the group of all maps from Λ to U(N) by pointwise product.
For a unital ∗-representation π of ON on H and g ∈ UΛ(N), we have a new
representation πg defined by

(1.1) πg(si)en ≡ π(αg∗(n)(si))en (n ∈ Λ)

for i = 1, . . . , N where α is the canonical U(N)-action on ON . Denote
Rep(ON ,H) the set of all unital ∗-representations of ON on H. For g ∈
UΛ(N) and π ∈ Rep(ON ,H), we see that

(1.2) Γg(π) ≡ πg
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is an action of UΛ(N) on Rep(ON ,H), that is,

ΓgΓh = Γgh (g, h ∈ UΛ(N)).

We call Γ the gauge action of UΛ(N) on Rep(ON ,H) and Γg(π) is the gauge
transformation of π.

On the other hand, we introduced generalized permutative(=GP) rep-
resentations of ON in [8, 9, 10] which are generalization of permutative
representation by [2, 4, 5]. There are two kinds of GP representations, one
is “cycle” and other is “chain”. They are kinds of limit set of Hilbert space
by action of ON .

By gauge transformation, we show another characterization of GP rep-
resentations.

Theorem 1.1. Any GP representation is realized as a gauge transformation
of permutative representation.

A remarkable property of gauge transformation of representation is
that gauge transformation does not transform irreducible representation to
irreducible one in general. We can extends a class of representations of the
Cuntz algebra by gauge transformation. The origin of GP representation is
obtained by a gauge transformation of a permutative representation(§ 5.2).

In § 2, we review generalized permutative representations of ON in
[8, 9, 10] and the systematic method of construction of representation on a
measure space from a branching function system. In § 3, we give the defini-
tion of gauge transformation on a measure space and their meaning in more
general situation. As a special case, we derive (1.1) from this. The relation
between GP representation and gauge transformation are shown. We show
how gauge transformation transforms an equivalence class of representation
of ON on a concrete representation space. In § 4, we show a relation be-
tween ordinary U(N)-action of ON and gauge transformation. In § 5, we
show examples of gauge transformation.

2. Preliminaries

2.1. Multiindices and parameters. In order to define a generalized per-
mutative representation, we prepare the parameter space of GP represen-
tations. Fix N ≥ 2. Denote S(CN ) ≡ {z ∈ CN : ‖z‖ = 1} is the unit
complex sphere in CN . Put a set of sequences S(CN )∞ ≡ {(z(n))n∈N :
z(n) ∈ S(CN ), n ∈ N}. Furthermore, put

S(CN )⊗k ≡ {z(1)⊗· · ·⊗z(k) ∈ (CN )⊗k : z(j) ∈ S(CN ), j = 1, . . . , k} (k ≥ 1),

TS(CN ) ≡
∐

k≥1

S(CN )⊗k.
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For z = (z(n)) ∈ S(CN )∞, denote

(2.1) z[k] ≡ z(1) ⊗ · · · ⊗ z(k) (k ≥ 1).

Let {ε1, . . . , εN} be the canonical basis of CN .
Put T an action of U(N) on a tensor space T (CN ) ≡ ⊕

l≥0(C
N )⊗l by

Tg(v1 ⊗ · · · ⊗ vl) = gv1 ⊗ · · · ⊗ gvl

for g ∈ U(N) and v1 ⊗ · · · ⊗ vl ∈ (CN )⊗l, l ≥ 0. Because Tg(TS(CN )) ⊂
TS(CN ) ⊂ T (CN ), the restriction T |TS(CN ) is an action of U(N) on TS(CN ),
too. We denote T |TS(CN ) by T again. Denote W the shift on TS(CN ) de-
fined by W (z(1) ⊗ · · · ⊗ z(k)) ≡ z(2) ⊗ · · · ⊗ z(k) ⊗ z(1) for k ≥ 1. For p ∈ Z,
put Wp ≡ W p and W−p ≡ (Wp)−1 when p ≥ 1. Then W is an action of Z
on TS(CN ). Clearly WpTg = TgWp for each p ∈ Z and g ∈ U(N).

On the other hand, for z = (z(n)) ∈ S(CN )∞ and g ∈ U(N), define
Tgz ≡ (gz(n)). Then Tgz ∈ S(CN )∞ and T is an action of U(N) on S(CN )∞.
Furthermore, Wz is defined by y ≡ (y(n)) ∈ S(CN )∞ y(n) ≡ z(n+1) for n ≥ 1.
Wp ≡ W p for p ≥ 0. Put T∞ ≡ {(w(n)) ∈ UN(N) : wn ∈ U(1)}. τ is an
action of T∞ on S(CN )∞ by τwz = (w(n)z(n)) for z = (z(n)) ∈ S(CN )∞
and w = (w(n)) ∈ T∞. Remark that Wp is not invertible, and Wp and τw

do not commute in general on S(CN )∞.

Definition 2.1. (i) For k ≥ 1, z ∈ S(CN )⊗k is periodic if there is p ∈
Z \ kZ such that Wpz = z.

(ii) z ∈ TS(CN ) is non periodic if z is not periodic.
(iii) For z, z

′ ∈ TS(CN ), z ∼ z
′

if there are k ≥ 1 and p ∈ Z such that
z, z

′ ∈ S(CN )⊗k and Wpz = z
′
.

Definition 2.2. (i) For z ∈ S(CN )∞ is eventually periodic if there are
p,M ≥ 1 and w ∈ T∞ such that WMz = τwWp+Mz.

(ii) z ∈ S(CN )∞ is non eventually periodic if z is not eventually periodic.
(iii) For z, z

′ ∈ S(CN )∞, z ∼ z
′
if there are k, M ≥ 0 and w ∈ T∞ such

that Wpz = τwWqz
′
.

Relations ∼ in Definition 2.2 (i) and Definition 2.1 (iii) are equivalence
relations. When z ∼ y, we call that z and y are equivalent.

2.2. Definition and properties of GP representations. For N ≥ 2, let
ON be the Cuntz algebra([3]), that is, it is a C∗-algebra which is universally
generated by generators s1, . . . , sN satisfying

(2.2) s∗i sj = δijI (i, j = 1, . . . , N), s1s
∗
1 + · · ·+ sNs∗N = I.

In this paper, any representation means a unital ∗-representation. By sim-
plicity and uniqueness of ON , it is sufficient to define operators S1, . . . , SN

on an infinite dimensional Hilbert space which satisfy (2.2) in order to con-
struct a representation of ON . Put α an action of a unitary group U(N) on
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ON defined by αg(si) ≡
∑N

j=1 gjisj for i = 1, . . . , N . Specially we denote
γw ≡ αg(w) when g(w) ≡ w · I ⊂ U(N) for w ∈ U(1) ≡ {z ∈ C : |z| = 1}.

We review the definition and properties of generalized permutative
representations([8, 9, 10]) here by using parameters in § 2.1.

For z = (z1, . . . , zN ) ∈ S(CN ), denote s(z) ≡ z1s1 + · · · + zNsN .
For z = z(1) ⊗ · · · ⊗ z(k) ∈ S(CN )⊗k, s(z) ≡ s(z(1)) · · · s(z(k)), s(z)∗ ≡
s(z(k))∗ · · · s(z(1))∗.

Definition 2.3. Let (H, π) be a representation of ON .
(i) For z ∈ TS(CN ), a unit vector Ω ∈ H satisfies the cycle condition with

respect to z if π(s(z))Ω = Ω.
(ii) For z ∈ TS(CN ), a unit vector Ω ∈ H satisfies the full cycle condition

with respect to z if Ω satisfies the cycle condition with respect to z
and dimLin < {π(s(z(l)) ⊗ · · · ⊗ s(z(k)))Ω : l = 1, . . . , k} >= k when
z = z(1) ⊗ · · · ⊗ z(k) ∈ S(CN )⊗k.

(iii) For z ∈ S(CN )∞, a unit vector Ω ∈ H satisfies the chain condition
with respect to z if {π(s(z[n]))∗Ω : n ≥ 1} is an orthonormal family in
H.

The condition (ii) in Definition 2.3 is stricter than (i). When z ∈ TS(CN )
is non periodic, we see that if Ω satisfies the cyclic condition with respect to
z, then Ω always satisfies the full cyclic condition with respect to z(Lemma
4.5 in [8], Lemma B.1 in [10]). However, it is not in general when z is
periodic([9]). In order to treat periodic case conveniently, we use the con-
dition (ii) in Definition 2.3 for the definition of generalized permutative
representation of ON with cycle in stead of (i) in this paper.

Definition 2.4. (i) For z ∈ TS(CN ), (H, π, Ω) is a generalized permu-
tative(=GP) representation of ON with cycle by z if (H, π) is a cyclic
representation of ON with a unit cyclic vector Ω ∈ H which satisfies
the full cycle condition with respect to z.

(ii) For z ∈ S(CN )∞, (H, π,Ω) is a GP representation of ON with chain
by z if (H, π) is a cyclic representation of ON with a unit cyclic vector
Ω ∈ H which satisfies the chain condition with respect to z.

We call Ω in Definition 2.4 both (i) and (ii) the GP vector of a GP repre-
sentation and denote GP (z) = (H, π,Ω) for (i), (ii) simply.

For two representations (H1, π1) and (H2, π2) of ON , (H1, π1) ∼ (H2, π2)
means the unitary equivalence between (H1, π1) and (H2, π2). Specially,
GP (z) ∼ GP (z

′
) means that two cyclic representations of ON are unitarily

equivalent.
We review results about GP representations. In order to unify state-

ments of cycle and chain in [8, 9, 10], we put the unified parameter space

S(CN )∗ ≡ TS(CN ) t S(CN )∞.
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z ∈ S(CN )∗ is periodic if z is eventually periodic when z ∈ S(CN )∞ and z

is periodic when z ∈ TS(CN ). For z, z
′ ∈ S(CN )∗, z ∼ z

′
if z, z

′ ∈ TS(CN )
and z ∼ z

′
, or z, z

′ ∈ S(CN )∞ and z ∼ z
′
.

Theorem 2.5. (i) (Existence and uniqueness) For any z ∈ S(CN )∗, there
exists GP (z) and it is unique up to unitary equivalences.

(ii) (Irreducibility) For z ∈ S(CN )∗, GP (z) is irreducible if and only if z
is non periodic.

(iii) (Equivalence) For z, z
′ ∈ S(CN )∗, GP (z) ∼ GP (z

′
) if and only if

z ∼ z
′
.

Proof. (i) When z ∈ TS(CN ), the existence is shown in Proposition
3.4 in [8]. If z is non periodic, then the uniqueness is shown in Proposition
5.4 in [8]. If z is periodic, the uniqueness is shown in Corollary 5.6 (v) in
[9].

When z ∈ S(CN )∞, the existence is shown in Proposition 3.5 in [10].
The uniqueness is shown in Theorem 5.1 in [10].
(ii) When z ∈ TS(CN ), it is shown in Proposition 5.5 in [8]. When z ∈
S(CN )∞, it is shown in Theorem 5.14 in [10].
(iii) When z, z

′ ∈ TS(CN ), it is shown in Proposition 5.11 in [8]. When
z, z

′ ∈ S(CN )∞, it is shown in Theorem 5.3 in [10]. When z ∈ TS(CN ) and
z
′ ∈ S(CN )∞, z 6∼ z

′
by definition. On the other hand, By Proposition 5.5

and Theorem 5.11 in [10], GP (z) 6∼ GP (z
′
). Hence the statement is proved.

¤

By Theorem 2.5 (i), we can regard a symbol GP (z) as the representative
element of an equivalence class of representations of ON .

We prepare a method of construction of isometries and representations
of ON on measure spaces([11, 12, 13, 14, 15]) here briefly.

Let (X,µ) be a measure space and f a measurable transformation on
X which is injective and there exists the Radon-Nikodým derivative Φf of
µ ◦ f with respect to µ and Φf is non zero almost everywhere in X. We
denote the set of such transformations by RN(X).

Definition 2.6. Let (X, µ) be a measure space.
(i) For f ∈ RN(X), define an operator S(f) on L2(X, µ) by

(S(f)φ)(x) ≡




{
Φf

(
f−1(x)

)}−1/2
φ(f−1(x)) (when x ∈ R(f)),

0 (otherwise)

for φ ∈ L2(X,µ) and x ∈ X where R(f) is the image of f .
(ii) For N ≥ 2, f = {fi}N

i=1 is a branching function system on (X, µ) if fi ∈
RN(X), i = 1, . . . , N and the followings are µ-null sets: fi(X)∩fj(X),
1 ≤ i < j ≤ N , X \⋃N

i=1 fi(X).
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(iii) For a branching function system f = {fi}N
i=1 on (X,µ), a represen-

tation (L2(X, µ), πf ) of ON which is defined by πf (si) ≡ S(fi) for
i = 1, . . . , N is called the measure theoretical permutative representa-
tion by f . We denote (L2(X,µ), πf ) by πf simply.

(iv) (H, π) is a permutative representation of ON if there are a complete
orthonormal basis {en}n∈Λ of H and a branching function system f on
Λ such that π = πf in (iii) where Λ is regarded as a measure space with
pointwise measure and H is identified with L2-space on Λ with respect
to this measure.

About concrete examples of (L2(X, µ), πf ), see [11, 12, 13, 14, 15].
For § 4, we prepare examples of GP representation here.

Example 2.7. (i) The standard representation (l2(N), πS) of ON is de-
fined by πS(si)en ≡ eN(n−1)+i for n ∈ N, i = 1, . . . , N where {en}n∈N

is the canonical basis of l2(N)([1, 12]). Then (l2(N), πS , e1) satis-
fies the condition of GP (ε1). Because ε1 ∈ S(CN ) is non periodic,
(l2(N), πS) is irreducible by Theorem 2.5 (ii).

(ii) We generalize (i). Denote (l2(N), πS) by (l2(N), π1). For k ≥ 2, let
(l2(N), πk) be a representation of ON defined by

πk(s1)e1 ≡ en, πk(s1)en ≡ en−1 (n = 2, . . . , k),

πk(si)en ≡ ek+i+(n−1)(N−1) (n = 1, . . . , k, i = 2, . . . , N),

πk(si)en ≡ eN(n−1)+i (n ≥ k + 1, i = 1, . . . , N).

Then (l2(N), πk, ek) is GP (ε⊗k
1 ). The tree of representation is follow-

ing:

'

&

$

%-

� � � �p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p
e1 en ek

ek+1 ek+N−1 ek+(N−1)(n−1)+1 ek+(N−1)n ek+(N−1)(k−1)+1 ekN

s1

s1 s1 s1 s1

s2 s2 s2sN sN sN

t

66

t tp p p

p p p

t

66

t tp p p

p p p

t

66

t tp p p

p p p

where vertices and edges mean {en}n∈N and the action of operators
πk(si), i = 1, . . . , N on {en}n∈N, respectively. Because ε⊗k

1 ∈ S(CN )⊗k

is periodic when k ≥ 2, (l2(N), πk) is not irreducible. By Theo-
rem 5.3 in [9], we see the irreducible decomposition (l2(N), πk) ∼⊕k−1

l=0 GP (ζ l
kε1) where ζk ≡ e2π

√−1/k.
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(iii) Put Ri ≡ Z ×Ni, Ni ≡ {N(n − 1) + i : n ∈ N} for i = 1, . . . , N .
Then we have a partition Z×N = R1t· · ·tRN . Consider a branching
function system f ≡ {fi}N

i=1 on Z×N defined by

(2.3) fi : Z×N → Ri; fi(n,m) ≡ (n− 1, N(m− 1) + i)

for i = 1, . . . , N . Then f1(n, 1) = (n − 1, 1) for each n ∈ Z. From
this, we have fk

1 (n, 1) = (n − k, 1) for k ≥ 1 and n ∈ Z. Put a
representation (l2(Z×N), πf ) of ON by πf (si)ex ≡ efi(x) for x ∈ Z×N
and i = 1, . . . , N . From this, we have πf (s∗1)en,1 = en+1,1 for n ∈ Z.
Hence {πf ((s∗1)

n)e0,1 : n ∈ N} = {en,1 : n ∈ N} is an orthonormal
family. The tree of representation is following:

� � � �p p p p p p p p p p
en−1,1 en,1 en+1,1

en−2,2 en−2,N en−1,2 en−1,N en,2 en,N

s1 s1 s1 s1t

66

t tp p p

p p ps2 sN

t

66

t tp p p

p p ps2 sN

t

66

t tp p p

p p ps2 sN

In consequence, (l2(Z × N), πf , e0,1) is GP (ε∞1 ) of ON where ε∞1 ≡
(ε1, ε1, ε1, . . .) ∈ S(CN )∞.

It is easy to check that cyclicities and eigen equations in Example 2.7 fol-
low from their definitions, respectively. All of these are (cyclic)permutative
representations in [2, 4, 5].

3. Gauge transformations of Rep(ON ,H)

For a given representation of ON , we make a new representation by using a
method of gauge transformation.
3.1. Mapping group as gauge group. Let N ≥ 1 and (X, µ) a measure
space. Define UX(N) the group of all measurable maps from X to a unitary
group U(N) with respect to pointwise product. For g ∈ UX(N), g∗ is defined
by (g∗)(x) ≡ (g(x))∗ for x ∈ X. We often identify U(N) and the subgroup
of UX(N) which consists of constant maps. For a set Λ without measure,
we denote UΛ(N) = {(g(n))n∈Λ : g(n) ∈ U(N), n ∈ Λ}.
3.2. Gauge transformation. Let N ≥ 2 and B a unital C∗-algebra and
A an abelian subalgebra in B. Put U(N,A) the group of all unitaries in
the set MN (A) of all A-valued N × N -matrices and Hom(ON ,B) the set
of all unital ∗-homomorphisms from ON to B. For f ∈ Hom(ON ,B) and
g = (gij) ∈ U(N,A), define Γg(f) ∈ Hom(ON ,B) by

(3.1) (Γg(f))(si) ≡
N∑

j=1

f(sj)g∗ji (i = 1, . . . , N).
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We see that Γ is an action of U(N,A) on Hom(ON ,B), that is, Γg ◦Γh = Γgh

for g, h ∈ U(N,A) where we use the assumption that A is abelian. Remark
g∗ji and f(sj) in the rhs of (3.1) do not commute in general. Hence the order
of them are important. We identify U(N) and {(gijI)N

i,j=1 ∈ U(N,A) :
g = (gij) ∈ U(N)}. Note if g ∈ U(N) ⊂ U(N,A), then Γg(f) = f ◦ αg∗

for f ∈ Hom(ON ,B) where α is the canonical U(N)-action of ON in § 2.2.
For a Hilbert space H, Rep(ON ,H) ≡ Hom(ON ,L(H)) is the set of all
representations of ON on H.

Definition 3.1. (i) Γ in (3.1) is called the abstract gauge action of U(N,A)
on Hom(ON ,B).

(ii) For a measure space (X, µ) which satisfies dimL2(X, µ) = ∞, Γ is the
gauge action of UX(N) = U(N, L∞(X,µ)) on Rep(ON , L2(X, µ)) if Γ
is the abstract gauge action of UX(N) on Hom(ON ,L(L2(X, µ))) where
L∞(X, µ) is identified as an abelian subalgebra of L(L2(X, µ)). For g ∈
UX(N), Γg is called the gauge transformation of Rep(ON , L2(X, µ)) by
g.

(iii) For a Hilbert space H with a complete orthonormal basis {en}n∈Λ, Γ
is the gauge action UΛ(N) on Rep(ON ,H) with respect to {en}n∈Λ if

(3.2) (Γg(π))(si)en ≡ (π ◦ αg∗(n))(si)en (n ∈ Λ, i = 1, . . . , N)

for g ∈ UΛ(N) and π ∈ Rep(ON ,H).

We see that (iii) in Definition 3.1 is a special case of (ii) with respect to
a measure space Λ with one-point measure. For a measure space (X, µ),
π ∈ Rep(ON , L2(X, µ)) and g ∈ UX(N), (3.1) is written as following:

(3.3) (Γg(π))(si) =
N∑

j=1

π(sj)Mg∗ji
(i = 1, . . . , N)

where Mg∗ji
is the multiplication operator of g∗ji ∈ L∞(X,µ) on L2(X,µ).

Proposition 3.2. If (L2(X, µ), πf ) is in Definition 2.6 (iii) by a branching
function system f = {fi}N

i=1 on (X,µ) and g ∈ UX(N), then

(3.4) {(Γg(πf ))(si)φ} (x) =
N∑

j=1

g∗ji(f
−1
j (x))(πf (sj)φ)(x) (i = 1, . . . , N)

for x ∈ X and φ ∈ L2(X, µ). If gij(x) = δije
√−1θi(x) for i, j = 1, . . . , N and

x ∈ X, then (3.4) is written as

(3.5) {(Γg(πf ))(si)φ} (x) = e−
√−1θi(f

−1
i (x))(πf (si)φ)(x)

for i = 1, . . . , N .
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Proof. By direct computation, we have statements. ¤

Remark that the rhs in (3.4) can not be written by the canonical U(N)-
action of ON in general. Therefore this is not transformation of ON but
that of the space of representations of ON .

We explain the notion of gauge transformation in the style of quantum
field theory([18]). For convenience, we denote ψi ≡ πf (si)φ for φ ∈ L2(X, µ)
and i = 1, . . . , N . Then (3.4) and (3.5) in Proposition 3.2 are rewritten as

ψi(x) 7−→ ψ
′
i(x) =

N∑

j=1

g∗ji(f
−1
j (x))ψj(x),(3.6)

ψi(x) 7−→ ψ
′
i(x) = e−

√−1θi(f
−1
i (x))ψi(x)(3.7)

for x ∈ X and i = 1, . . . , N . We see that the former is just a non abelian
gauge transformation of the second kind(or a local gauge transformation)
and the later is abelian gauge transformation in physics([18]). In actuality,
it may be better that Γg is called the dual gauge action.

3.3. GP representations of ON and gauge transformations. Recall
the permutative representation in Definition (2.6) (iv). Let (l2(N), πf ) be
a permutative representation by a branching function system f on N. For
g = (gij) ∈ UN(N), the gauge transformation of πf by g coincides the gauge
transformation of Rep(ON , l2(N)) with respect to {en}n∈N in Definition 3.1
(iii). Specially, (Γg(πf ))(s∗i )efk(m) = gik(m)em.

We illustrate the gauge transformation of permutative representation
here. Consider the following one-dimensional half infinite chain indexed by
N. The vertex means the canonical basis of l2(N). Now ON acts on l2(N) by
some permutative representation(figure (a)). We show the action of UN(N)
by an arrow at each vertex.

If g ∈ U(N), then a transformation π 7→ π ◦ αg is illustrated by a
simultaneous transformation at each vertex(figure (b)). This is called the
global gauge transformation in quantum field theory([18]).

If g ∈ UN(N), then a transformation π 7→ Γg(π) is illustrated by
asynchronous transformation(figure (c)) by (3.2). This is called the local
gauge transformation in quantum field theory.
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Recall GP (z) in Definition 2.4.

Lemma 3.3. For k ≥ 1, let (l2(N), πk) be in Example 2.7 (ii). Then for
each z ∈ S(CN )⊗k, there is g ∈ UN(N) such that Γg(πk) is GP (z).

Proof. Fix z = z(1) ⊗ · · · ⊗ z(k). Choose g = (g(n))n∈N ∈ UN(N) as

gj1(n) = z
(n)
j (j = 1, . . . , N, n = 1, . . . , k), g(n) = I (n ≥ k + 1).

Put πg ≡ Γg(πk). Then αg(n)(s1) = s(z(n)) and πg(s(z(n)))en = (π ◦
αg(n)∗)(s(z(n)))en = πk(s1)en for n = 1, . . . , k by (3.2). Hence πg(s(z))ek =
ek. Put V ≡ πg(ON )ek. Then (V, πg, ek) is GP (z). We see that e1, . . . , ek

belong to V by action of πg(s(z(n))). Furthermore πg(αg(n)(si))en = πk(si)en

for n = 1, . . . , k and πg(si)en = πk(si)en for n ≥ k + 1. Hence en ∈ V for
each n ∈ N. Therefore V = l2(N). In consequence, (l2(N),Γg(πk), ek) is
GP (z). ¤

Lemma 3.4. Let (l2(Z × N), πf ) be in Example 2.7 (iii). Then for each
z ∈ S(CN )∞, there is g ∈ UZ×N(N) such that Γg(πf ) is GP (z).

Proof. Fix z = (z(n)) ∈ S(CN )∞. We extend z as z = (z(n))n∈Z.
z(−n) = ε1 when n ≥ 0. Choose g ∈ UZ×N(N) as

gj1(n, 1) = z
(n−1)
j (n ∈ Z), g(n,m) = I (n ∈ Z, m ≥ 2).

Put πg ≡ Γg(πf ). We see αg(n,1)(s1) = s(z(n−1)) for n ∈ Z. From this,
πg(s(z(n−1)))en,1 = πf (s1)en,1 = en−1,1 for n ∈ Z. Put V ≡ πg(ON )e0,1.
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Then (V, πg, e0,1) is GP (z). We see en,1 ∈ V for each n ∈ Z. By choice of
g, we have πg(αg(n,m)(si))en,m = πf (si)en,m for each (n, m) ∈ Z ×N and
i = 1, . . . , N . Hence en,m ∈ V for each (n, m) ∈ Z×N. Hence V = l2(Z×N).
We see that (l2(Z×N), Γg(πf ), e0,1) is GP (z). ¤

Lemma 3.4 holds on l2(N) by using a suitable bijection Z×N ∼= N.
We show another characterization of GP representations.

Definition 3.5. (H, π) is a FP representation of ON if there are a complete
orthonormal basis {en}n∈N, a branching function system f = {fi}N

i=1 on N
and g ∈ UN(N) such that π(αg(n)(si))en = efi(n) for i = 1, . . . , N and
n ∈ N.

Proposition 3.6. Let (H, π) be a representation of ON . The followings are
equivalent:

(i) (H, π) is a GP representation.
(ii) (H, π) is a cyclic FP representation.
(iii) (H, π) is equivalent to the gauge transformation of a cyclic permutative

representation.

Proof. For GP representations with chain, we treat on l2(N) instead
of l2(Z×N) here.

(i) follows from (iii) by Lemma 3.3 and Lemma 3.4. (iii) follows from
(i) by Lemma 4.1 and Lemma 4.4.

Assume (ii). Consider the gauge transformation Γ with respect to ba-
sis {en}n∈N. Put π

′ ≡ Γg∗(π). Then π
′
(si)en = efi(n). Hence (H, π

′
) is

a permutative representation by f . Because π = Γg(π
′
), (iii) follows. (ii)

follows from (iii). ¤

By Proposition 3.6, Theorem 1.1 is proved.
Remark that there is a difference between ordinary U(N)-action of ON

and gauge transformation. Let (l2(N), πk) be in Example 2.7 (ii). Put k = 2.
Then (l2(N), π2) is not irreducible. On the other hand, by Lemma 3.3, we
have g ∈ UN(N) such that Γg(π2) is GP (ε1⊗ε2) which is irreducible. In this
way, some gauge transformation transform reducible representation trans-
forms an irreducible representation. This is impossible by automorphism.

4. Equivalence and automorphisms

We consider the equivalence between GP representations by gauge transfor-
mations.

4.1. Equivalence of GP representations and gauge transforma-
tions(cycle).

Lemma 4.1. For k ≥ 1, let (l2(N), πk) in Example 2.7 (ii) and g ∈ UN(N).
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(i) (l2(N),Γg(πk), ek) = GP
(
(g(1)⊗ · · · ⊗ g(k))ε⊗k

1

)
.

(ii) Γg(πk) ∼ πk if and only if g11(1) · · · g11(k) = 1.

Proof. Put πg ≡ Γg(πk).
(i) In the proof of Lemma 3.3, we see z(n) = g(n)ε1 for n = 1, . . . , k. Hence it
is sufficient to show the cyclicity of V ≡ πg(ON )ek. Note πg(αg(n)(si))en =
πk(si)en for each n ∈ N and i = 1, . . . , N . Hence we see en ∈ V for each
n ∈ N. Therefore V = l2(N).
(ii) (l2(N), πg, ek) is GP

(
(g(1)⊗ · · · ⊗ g(k))ε⊗k

1

)
by (i) and (l2(N), πk, ek)

is GP (ε⊗k
1 ) by assumption. From these, πg ∼ πk if and only if GP (z) ∼

GP (ε⊗k
1 ). This is equivalent to z = z(1) ⊗ · · · ⊗ z(k) ∼ ε⊗k

1 . There-
fore z(n) = (cn, 0, . . . , 0) for n = 1, . . . , k and c1 · · · ck = 1. From this,
1 = c1 · · · ck = z

(1)
1 · · · z(k)

1 = g11(1) · · · g11(k). In consequence, we have the
assertion. ¤

Lemma 4.2. For k ≥ 1, let (l2(N), πk) in Example 2.7 (ii) and g ∈ UN(N).
For h ∈ UN(N), the followings are equivalent:

(i) Γh(Γg(πk)) ∼ Γg(πk).
(ii) There is σ ∈ Zk such that (g∗σhg)11(1) · · · (g∗σhg)11(k) = 1 where gσ(n) ≡

g(σ(n)) for n = 1, . . . , k.

Proof. By Lemma 4.1 (i), Γg(πk) = GP
(
(g(1)⊗ · · · ⊗ g(k))ε⊗k

1

)
and

Γhg(πk) = GP
(
((hg)(1)⊗ · · · ⊗ (hg)(k))ε⊗k

1

)
. Hence Γh(Γg(πk)) ∼ Γg(πk)

if and only if there is σ ∈ Zk such that (gσ(1)⊗· · ·⊗gσ(k))ε⊗k
1 = ((hg)(1)⊗

· · ·⊗ (hg)(k))ε⊗k
1 . From this, we have the equivalent condition ((g∗σhg)(1)⊗

· · · ⊗ (g∗σhg)(k))ε⊗k
1 = ε⊗k

1 . ¤

Proposition 4.3. For k ≥ 1, let (l2(N), πk) be in Example 2.7 (ii).
(i) Let H1 ≡ {g ∈ UN(N) : Γg(πk) ∼ πk}. Then H1 is a subgroup of

UN(N) and H1 = {g ∈ UN(N) : g11(1) · · · g11(k) = 1}.
(ii) For g ∈ UN(N), let Hg ≡ {h ∈ UN(N) : Γh(Γg(πk)) ∼ Γg(πk)}. Then

Hg =
{

h ∈ UN(N) : there is σ ∈ Zk such that
(g∗σhg)11(1) · · · (g∗σhg)11(k) = 1

}
.

Proof. (i) For g, h ∈ H1, we can check gh ∈ H1. By Lemma 4.1, it
holds. (ii) By Lemma 4.2, it holds. ¤

Remark that Hg in Proposition 4.3 (ii) is not a subgroup of UN(N) in
general.
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We show the case k = 1, 2 in Proposition 4.3. When k = 1, Γg(π1) ∼
π1 ◦ αg∗(1) ∼ GP (g(1)ε1). Because {hε1 : h ∈ U(N)} = S(CN ), V1 ≡
{Γg(π1) : g ∈ UN(N)}/∼ = {GP (z) : z ∈ S(CN )} as U(N)-homogeneous
space. Specially V1 is a set of equivalence classes of irreducible representa-
tions of ON . Therefore S(CN ) is regarded as a subset of the spectrum of
ON .

When k = 2, then Γg(π2) ∼ GP (g(1)ε1 ⊗ g(2)ε1). Because {h1ε1 ⊗
h2ε1 : h1, h2 ∈ U(N)} = S(CN )⊗2, V2 ≡ {Γg(π2) : g ∈ UN(N)}. Then
V2/∼= {GP (z) : z ∈ S(CN )⊗2}/∼ and V2 decomposes into the irreducible
part V2,irr and the reducible part V2,red. We have V2,red = {z⊗2 ∈ V2 : z ∈
S(CN )} and V2,irr = V2 \ V2,red.

4.2. Equivalence of GP representations and gauge transforma-
tions(chain).

Lemma 4.4. Let (l2(Z×N), πf ) be in Example 2.7 (iii) and g ∈ UZ×N(N).

(i) (l2(Z × N), Γg(πf ), e0,1) is GP (z) for z = (z(n)) ∈ S(CN )∞, z(n) =
g(n + 1, 1)ε1 for n ≥ 1.

(ii) Γg(πf ) ∼ πf if and only if there is M ≥ 1 such that |g11(n, 1)| = 1 for
each n ≥ M .

Proof. (i) By Lemma 3.4, it follows. (ii) Γg(πf ) ∼ πf if and only if
GP (z) ∼ GP (ε∞1 ) where z ∈ S(CN )∞ satisfies the condition in (i). This is
equivalent to z ∼ ε∞1 . Hence there is M ≥ 1 such that |z(n)

1 | = 1 for each
n ≥ M . In consequence, the assertion holds. ¤

Lemma 4.5. Let (l2(Z×N), πf ) be in Example 2.7 (iii) and g ∈ UZ×N(N).
For h ∈ UZ×N(N), the followings are equivalent:

(i) Γh(Γg(πf )) ∼ Γg(πf ).
(ii) There are L ∈ Z and M ∈ N such that |(g∗

σLhg)11(n)| = 1 for each
n ≥ M where gσL(n) ≡ g(n− L).

Proof. Γh(Γg(πf )) ∼ Γg(πf ) if and only if GP (y) ∼ GP (z) where
z = (z(n)), y = (y(n)) ∈ S(CN )∞ are defined by z

(n−1)
j ≡ gj1(n) and

y
(n−1)
j ≡ (hg)j1(n) for n ≥ 2 and j = 1, . . . , N . This is equivalent to

y ∼ z. Hence there are M, L ∈ N ∪ {0} and {cn}n≥1 ⊂ U(1) such that
y(n+L) = cnz(n). for n ≥ M . From this, (hg)(n + L)ε1 = cng(n)ε1 for
n ≥ M . Therefore (g∗

σLhg)∗(n+L)ε1 = cnε1. Hence |(g∗
σLhg)11(n+L)| = 1.

We have the assertion. ¤

Proposition 4.6. Let (l2(Z×N), πf ) be in Example 2.7 (iii).
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(i) Let H∞ ≡ {g ∈ UZ×N(N) : Γg(πf ) ∼ πf}. Then H∞ is a subgroup of
UZ×N(N) and

H∞ = {g ∈ UZ×N(N) : there is M ≥ 1 such that |g11(n)| = 1 for n ≥ M} .

(ii) For g ∈ UZ×N(N), let Hg ≡ {h ∈ UZ×N(N) : Γh(Γg(πf )) ∼ Γg(πf )}.
Then

Hg ≡
{

h ∈ UZ×N(N) :
there are L ∈ Z and M ≥ 1 such that
|(g∗

σLhg)11(n)| = 1 for each n ≥ M

}
.

Proof. (i) For g, h ∈ H∞, we can check gh ∈ H∞. By Lemma 4.4, it
holds. (ii) By Lemma 4.5, it holds. ¤

4.3. Action of U(N) on Rep(ON ,H). Since the canonical U(N)-action
on ON can be regarded as the restriction of the gauge action UX(N) on
U(N) ⊂ UX(N)(which is called the global action in physics), properties of
the action by U(N) on ON are obtained by Corollary of claims in § 4.1 and
§ 4.2. We give another proof of statements about U(N) here.

We start simple statements about automorphisms and representations
without proof.

Lemma 4.7. Let A be a unital C∗-algebra and ϕ an automorphism of A.
(i) If ϕ is inner, then for any representation π of A, π ◦ β and π are

unitarily equivalent.
(ii) Let π, π

′
be representations of A. If π ∼ π

′
, then π ◦ ϕ ∼ π

′ ◦ ϕ.
(iii) Let π be a representation of A. If π is irreducible, then π ◦ ϕ is irre-

ducible, too.

Recall notations in § 2.1. For (H, π, Ω) = GP (z) and g ∈ U(N), we
denote (H, π ◦ αg, Ω) by GP (z) ◦ αg.

Lemma 4.8. Let g = (gij) ∈ U(N).
(i) If i0 ∈ {1, . . . , N} and (H, π,Ω) = GP (εi0), then π ◦ αg ∼ π if and

only if gi0i0 = 1.
(ii) If αg ∈ AutON is inner, then g = I.

Proof. (i) By assumption, π(si0)Ω = Ω. Put z ∈ S(CN ) by zj ≡ g∗ji0
for j = 1, . . . , N . Then αg∗(si0) = s(z). Hence (H, π ◦ αg, uΩ) is GP (z).
π ◦ αg ∼ π if and only if GP (z) ∼ GP (εi0) if and only if z ∼ εi0 . This is
equivalent to g∗i0i0

= zi0 = 1.
(ii) If αg is inner, then for each representation π, π ◦ αg ∼ π by Lemma
4.7 (i). Therefore GP (εi) ◦ αg ∼ GP (εi) for each i = 1, . . . , N . From this,
gii = 1 for each i = 1, . . . , N by (i). Therefore g = I since g is unitary. ¤

The following claim was shown by [6, 16]. We give other proof by using
results about GP representation.
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Proposition 4.9. For each g ∈ U(N) \ {I}, αg is outer.

Proof. By Lemma 4.8 (ii), if g ∈ U(N) and g 6= I, then αg is not
inner. Therefore αg is outer. ¤

Theorem 4.10. ([16])
(i) If α is an automorphism on ON satisfying α(s1) = λs1 for some com-

plex number λ 6= 1 with modulus one, then α is outer.
(ii) The following automorphism σ of O4 is outer:

σ(s1) ≡ s1,

σ(s2) ≡ s3,

σ(s3) ≡ s2(s1s
∗
3 + s3s

∗
1 + s2s

∗
4 + s4s

∗
2),

σ(s4) ≡ s4(s1s
∗
3 + s3s

∗
1 + s2s

∗
4 + s4s

∗
2).

Proof. (i) If λ 6= 1, then GP (ε1) ◦ α = GP (λ̄ε1). Since ε1 6∼ λ̄ε1,
GP (ε1) ◦ α 6∼ GP (ε1). Hence α is outer by Lemma 4.7 (i).
(ii) By σ(s2) = s3, GP (ε3)◦σ = GP (ε2). Hence GP (ε3)◦σ and GP (ε3) are
not equivalent. Hence σ is outer by Lemma 4.7 (i). ¤

However, we can not prove the following claim in [16](Corollary B):
If α is a non trivial automorphism on ON satisfying α(s1) = λs1 for some
complex number λ with modulus one, then α is outer. This statement is
more general because the case λ = 1 is included.

By using results in § 4.1 and § 4.2, we show the followings:

Corollary 4.11. (i) For k ≥ 1, let (l2(N), πk) be in Example 2.7 (ii) and
g = (gij) ∈ U(N). Then πk ◦ αg ∼ πk if and only if (g11)k = 1.

(ii) Let (l2(Z×N), πf ) be in Example 2.7 (iii) and g = (gij) ∈ U(N). Then
πf ◦ αg ∼ πf if and only if |g11| = 1.

Proof. Note Γg∗(π) = π ◦ αg for a representation π of ON when
g ∈ U(N) ⊂ UN(N). Hence (i) and (ii) follow from Lemma 4.1 and Lemma
4.4, respectively. ¤

Proposition 4.12. Let z ∈ TS(CN ) and g ∈ U(N). Then the followings
hold:

(i) GP (z) ◦ αg = GP (Tg∗z).
(ii) GP (z)◦αg = GP (z) if and only if there is p ∈ Z such that Wpz = Tgz.

Proof. (i) Let (H, π, Ω) = GP (z). Then (π ◦ αg)(αg∗)(s(z))Ω = Ω by
definition. We see αg∗(s(z)) = s(Tg∗z). Hence (H, π ◦ αg, Ω) = GP (Tg∗z).
In consequence, we have the statement.
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(ii) By (i) and Theorem 2.5 (iii), GP (z)◦αg = GP (z) if and only if z ∼ Tg∗z.
This is equivalent that there is q ∈ Z such that Wqz = Tg∗z. Since W and T
commute, Tg∗ = (Tg)−1 and W−q = (Wq)−1, we have Wpz = Tgz for p ≡ −q.

¤

In Proposition 4.12, when z = ε1 ⊗ ε2 and Vε1⊗ε2 ≡ {g ∈ U(N) : GP (ε1 ⊗
ε2) ◦ αg ∼ GP (ε1 ⊗ ε2)}, we have

Vε1⊗ε2 =
{(

c 0
0 c̄

)
,

(
0 c
c̄ 0

)
: c ∈ U(1)

}
× U(N − 2).

In the same way, we have

Vε1⊗ε1⊗ε2 =
{(

c 0
0 c̄2

)
: c ∈ U(1)

}
× U(N − 2).

In this way, isotropy subgroups of U(N) with respect to spectrums of ON

are not same in general.

Proposition 4.13. Let z ∈ S(CN )∞ and g ∈ U(N). Then the followings
hold:

(i) GP (z) ◦ αg = GP (Tg∗z).
(ii) GP (z)◦αg = GP (z) if and only if there are p, q ≥ 0 and w ∈ T∞ such

that WpTg∗z = τwWqz.

Proof. (i) Let (H, π,Ω) = GP (z) and Ωn = π(s(z[n])∗)Ω for n ≥ 1.
Put y(n) = g∗z(n) for n ≥ 1. Then (π ◦ αg)(s(y[n])∗)Ω = Ωn for n ≥ 1.
Hence (H, π ◦αg, Ω) = GP (Tg∗z). In consequence, GP (z) ◦αg = GP (Tg∗z).
(ii) By (i), GP (z) ◦ αg = GP (z) if and only if Tg∗z ∼ z. This is equivalent
that there are p, q ≥ 0 and w ∈ T∞ such that WpTg∗z = τwWqz. ¤

5. Examples

5.1. Representation of O2 on U(1). Let η be the Haar measure on
U(1). We consider the gauge transformation on a measure space (U(1), η).

For n,m ∈ Z, put g ∈ UU(1)(2) defined by g(w) ≡
(

wn 0
0 wm

)
. Let

(L2(U(1), η), π) be a representation of O2 defined by

(5.1) (π(si)φ)(w) ≡
√

2χDi(w)φ(w2) (i = 1, 2)

for w ∈ U(1) and φ ∈ L2(U(1), η). Note (L2(U(1), η), π,1) is GP (2−1/2(1, 1)).
where D1 ≡ {e2π

√−1θ ∈ U(1) : θ ∈ [0, 1/2]}, D2 ≡ {e2π
√−1θ ∈ U(1) : θ ∈

[1/2, 1]} and 1 is the constant function on U(1) with value 1. Then the
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gauge transformation of π in (5.1) by g is following:

(5.2)
((Γg(π))(s1)φ)(w) =

√
2χD1(w)wn/2φ(w2),

((Γg(π))(s2)φ)(w) =
√

2χD2(w)(−w1/2)mφ(w2).

Lemma 5.1. Let (L2(U(1), η), Γg(π)) be a representation of O2 in (5.2). If
n = m = 2k, k ∈ Z, then (L2(U(1), η), Γg(π)) contains GP ((2−1/2, 2−1/2))
as a subrepresentation.

Proof. Put πg ≡ Γg(π) and z0 ≡ 2−1/2(1, 1) ∈ S(C2). If n = m = 2k,
then (πg(s(z0))φ)(w) = wkφ(w2) for φ ∈ L2(U(1), η). Hence πg(s(z0))ζc =
ζ2c+k where ζc(w) ≡ wc for c ∈ R. From this,

πg(s(z0))ζ−k = ζ−k (k ∈ Z).

Therefore (V, πg, ζ−k) is GP (z0) where V ≡ πg(O2)ζ−k. ¤

5.2. Heegaard splitting of S3 and GP representations of O2. We
show a relation between the Heegaard splitting of 3-dimensional sphere S3 ≡{
(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1

}
([7]) and the orbit of non canonical U(2)-

gauge action in the set of GP representations of O2. For z = (z1, z2) ∈ S3,
consider a cyclic representation (Hz, πz) of O2 with a cyclic unit vector
v ∈ Hz which satisfies the following condition:

(5.3) Dzv = v

where Dz ≡ πz(s1(z1s1 + z2s2)).

Question: For z ∈ S3, solve the equation (5.3) with respect to v by finding
(Hz, πz).

This problem is the origin of the study of GP representations of ON for us.
By generalize this problem and solution, we obtain [8, 9, 10]. In conse-
quence, GP representations are formulated without gauge transformation.

We give the answer of this question in the following:

Theorem 5.2. For z ∈ S3, assume that (Hz, πz) is in (5.3).
(i) (Existence and realization) For z ∈ S3, (Hz, πz) is realized on Hz =

l2(N) as a pair t1, t2 of operators:



t1e2 = z̄1e1 + w̄1e4,

t2e2 = z̄2e1 + w̄2e4,





t1e1 = e2,

t2e1 = e3,





t1en = e2n−1,

t2en = e2n,

for n ≥ 3 where w = (w1, w2) ∈ S3 is chosen as < w|z >= 0.
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(ii) (Irreducibility) For z = (z1, z2) ∈ S3, (Hz, πz) is irreducible if and only
if z2 6= 0.

(iii) (Classification) For z = (z1, z2) ∈ S3, all of possibilities are only fol-
lowings:
a) If z2 = 0, then the following irreducible decomposition holds: πz ∼

GP ((
√

z1, 0))⊕GP ((−√z1, 0)).
b) If z1z2 6= 0, then πz is a representation of O2 which is not equiv-

alent to any permutative representation and its rotation by U(2)-
automorphism.

c) If z1 = 0, then πz ∼ GP (z2ε1 ⊗ ε2).
(iv) (Equivalence) For z, z

′ ∈ S3, πz ∼ πz′ if and only if z = z
′
.

Proof. By Definition 2.4 (i) and (5.3), πz is just GP (ε1 ⊗ z). Let
(l2(N), π2) be the case k = 2 of Example in 2.7 (ii). We see that π2(s1)e1 =
e2, π2(s1)e2 = e1, π2(s2)e1 = e3, π2(s2)e2 = e4, π2(si)en = e2(n−1)+i for
n ≥ 3 and i = 1, 2.
(i) Choose g ∈ U(2) as gj1 = zj for j = 1, 2. Then Γĝ(π2) ∼ GP (ε1 ⊗ z) by
Lemma 4.1 (i). Put π

′ ≡ Γĝ(π2). Then π
′
(si)e2 = (g∗1iπ2(s1) + g∗2iπ2(s2))e2,

π
′
(si)en = π(si)en for n ≥ 1, n 6= 2. We see ti = π

′
(si) for i = 1, 2 when

w1 = g12 and w2 = g22. Hence the assertion holds.
(ii),(iii) and (iv) follow from properties of GP representations immediately.

¤

By Theorem 5.2, we illustrate solutions of (5.3). Consider an action
of a torus T 2 ≡ U(1) × U(1) on S3 by τw1,w2(z1, z2) ≡ (w1z1, w2z2) for
(w1, w2) ∈ T 2 and (z1, z2) ∈ S3. The orbit decomposition of S3 by T 2 is just
Heegaard splitting of S3. On the other hand, we have a gauge transformation
Γŵ(π2) of πz by w ∈ T 2 ⊂ U(2). Then the orbit of T 2 in Rep(O2, l2(N)) is
corresponded to the Heegaard splitting of S3 in the following:

Heegaard splitting of S3

&%

'$

&%

'$

&%

'$6

?

T 2 × (0, 1)

S1

S1 ···
··

···
···
···
·

Representations of O2

GP ((e
√−1θ/2, 0))⊕GP ((−e

√−1θ/2, 0))

GP ((1, 0)⊗ z)

z = (ae
√−1θ1 ,

√
1− a2e

√−1θ2)

0 < a < 1

GP ((1, 0)⊗ (0, e
√−1θ))

18



In this way, S3 is regarded as the set of equivalence classes of GP repre-
sentations of O2 in a sense of U(2)-homogeneous space with same Heegaard
splitting by T 2. Any point in S3 is corresponded with a representation of
O2 and any two points in S3 are corresponded with inequivalent represen-
tations. The north polar circle of S3 in the above is corresponded with
reducible representations of O2 and others are irreducible.
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