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In order to compute branching laws of representations of
the Cuntz algebras by endomorphisms, we construct automata
which are called Mealy machines associated with endomor-
phisms, and show that outputs from these machines for inputs
of information of representations give their branching laws.

1. Introduction

In [11, 12], we introduce a class of endomorphisms of the Cuntz algebra ON

and show branching laws of permutative representations by them. These
branching laws are interesting subjects themselves and they are useful to
classify endomorphisms effectively. It is expected that they are computed
more smartly and their meanings are well understood clearly. On the other
hand, an automaton is a typical object to consider algorithm of computa-
tion in the computer science([5, 6, 7]). An automaton is a machine which
changes the internal state by an input. A Mealy machine is a kind of au-
tomaton with output. In this paper, we show that the better algorithm of
computation of branching law is given by a semi-Mealy machine associated
with an endomorphism.

For N ≥ 2, put {1, . . . , N}∗1 ≡
∐

k≥1{1, . . . , N}k, {1, . . . , N}k ≡ {(jn)k
n=1 :

jn = 1, . . . , N, n = 1, . . . , k} for k ≥ 1. For J ∈ {1, . . . , N}∗1, we have a rep-
resentation P (J) = (H, π) of ON in [11] which is equivalent to a cyclic
permutative representation of ON with a cycle in [1, 3, 4]. Let SN,l be
the set of all bijections on the set {1, . . . , N}l for l ≥ 1. For an element
σ ∈ SN,l, we have an endomorphism ψσ of ON in [11]. We denote π ◦ψσ by
P (J)◦ψσ in this case. In [11], we show that for each J , there are J1, . . . , Jm,
1 ≤ m ≤ N l−1 such that P (J)◦ψσ can be always uniquely decomposed into
the direct sum of P (J1), . . . , P (Jm) up to unitary equivalences:

(1.1) P (J) ◦ ψσ ∼ P (J1)⊕ · · · ⊕ P (Jm).

e-mail:kawamura@kurims.kyoto-u.ac.jp.

1



Concrete several branching laws by ψσ are already given in [11, 12](precise
their definitions are given in § 2). We show an algorithm to seek J1, . . . , Jm

for J by reducing problem to a semi-Mealy machine as an input(= J) and
outputs(= J1, . . . , Jm).

A semi-Mealy machine is a data (Q,Σ,∆, δ, λ) which consists of non
empty finite sets Q,Σ,∆ and two maps δ from Q × Σ to Q, λ from Q × Σ
to ∆([6, 7, 13]). For q0 ∈ Q, a Mealy machine is a data (Q,Σ, ∆, δ, λ, q0).
For an input word x = a1 · · · aα which consists of alphabets a1, . . . , aα in Σ,
we have an output word y = b1 · · · bβ which consists of alphabets b1, . . . , bβ

in ∆ according to rule of δ and λ. Let Σ∗ and ∆∗ be free semigroups
generated by Σ and ∆, respectively. δ̂ is a map from Q × Σ∗ to Q and λ̂
is a map from Q × Σ∗ to ∆∗ which are defined by δ̂(q, wa) ≡ δ(δ̂(q, w), a),
λ̂(q, wa) ≡ λ̂(q, w)λ(δ̂(q, w), a) for q ∈ Q, w ∈ Σ∗ and a ∈ Σ. We denote
δ̂, λ̂ by δ, λ simply(further their explanation is given in § 3). For symbols
a1, . . . , aN , b1, . . . , bN , J = (j1, . . . , jk) ∈ {1, . . . , N}k, r ≥ 1, we denote
aJ = aj1 · · · ajk

, bJ = bj1 · · · bjk
and ar

J ≡ aJ · · · aJ︸ ︷︷ ︸
r

.

Under these preparations, we have the following result:

Theorem 1.1. Let σ ∈ SN,l, l ≥ 1. Then there is a semi-Mealy machine
Mσ = (Q,Σ,∆, δ, λ) such that Σ = {a1, . . . , aN}, ∆ = {b1, . . . , bN} and the
followings hold: For each J ∈ {1, . . . , N}∗1, there are p1, . . . , pm ∈ Q and
r1, . . . , rm ∈ N such that δ(pj , a

rj

J ) = pj for j = 1, . . . ,m and (1.1) holds
where J1, . . . , Jm ∈ {1, . . . , N}∗1 are taken as bJi = λ(pi, a

ri
J ) for i = 1, . . . , m.

In § 2, we review branching function systems, permutative representa-
tions and permutative endomorphisms of ON . In § 3, we review automata,
Mealy machine and introduce that arising from a permutation. From these
preparations, Theorem 1.1 is proved. In § 4, we show examples of Mealy
diagram of a semi-Mealy machine Mσ and branching laws of ψσ for concrete
σ ∈ SN,l.

2. Branching of representations of the Cuntz algebras by
endomorphisms

We introduce several notions of multi indices which consist of numbers
1, . . . , N for N ≥ 2 in order to describe invariants of representations of
ON . Recall {1, . . . , N}∗1 in § 1. For J ∈ {1, . . . , N}∗1, the length |J | of J is
defined by |J | ≡ k when J ∈ {1, . . . , N}k, k ≥ 1. For J1 = (j1, . . . , jk), J2 =
(j
′
1, . . . , j

′
l) ∈ {1, . . . , N}∗1, put J1 ∪ J2 ≡ (j1, . . . , jk, j

′
1, . . . , j

′
l ). Specially,

we define (i, J) ≡ (i) ∪ J for convenience. For J ∈ {1, . . . , N}∗1 and k ≥ 2,
Jk ≡ J ∪ · · · ∪ J︸ ︷︷ ︸

k

. For J = (j1, . . . , jk) ∈ {1, . . . , N}k and τ ∈ Zk, denote

τ(J) = (jτ(1), . . . , jτ(k)). J ∈ {1, . . . , N}∗1 is periodic if there are m ≥ 2 and
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J0 ∈ {1, . . . , N}∗1 such that J = Jm
0 . For J1, J2 ∈ {1, . . . , N}∗1, J1 ∼ J2 if

there are k ≥ 1 and τ ∈ Zk such that J1, J2 ∈ {1, . . . , N}k and τ(J1) = J2.
For J1 = (j1, . . . , jk), J2 = (j

′
1, . . . , j

′
k) ∈ {1, . . . , N}k, k ≥ 1, J1 ≺ J2 if∑k

l=1(j
′
l − jl)Nk−l ≥ 0. J ∈ {1, . . . , N}∗1 is minimal if J ≺ J

′
for each

J
′ ∈ {1, . . . , N}∗1 such that J ∼ J

′
. Put [1, . . . , N ]∗ ≡ {J ∈ {1, . . . , N}∗1 :

J is minimal and non periodic}. [1, . . . , N ]∗ is in one-to-one correspondence
with the set of all equivalence classes of non periodic elements in {1, . . . , N}∗1.
2.1. Branching function systems. Let Λ be an infinite set and N ≥
2. f = {fi}N

i=1 is a branching function system on Λ if fi is an injective
transformation on Λ for i = 1, . . . , N such that a family of their images
coincides a partition of Λ. Put BFSN (Λ) the set of all branching function
systems on Λ. For N ≥ 2, f = {fi}N

i=1 ∈ BFSN (Λ1) and g = {gi}N
i=1 ∈

BFSN (Λ2) are equivalent if there is a bijection ϕ from Λ1 to Λ2 such that
ϕ ◦ fi ◦ ϕ−1 = gi for i = 1, . . . , N . For f = {fi}N

i=1 ∈ BFSN (Λ), we denote
fJ ≡ fj1◦· · ·◦fjk

when J = (j1, . . . , jk) ∈ {1, . . . , N}k, k ≥ 1, and define f0 ≡
id. For x, y ∈ Λ, x ∼ y(with respect to f) if there are J1, J2 ∈ {1, . . . , N}∗
and z ∈ Λ such that fJ1(z) = x and fJ2(z) = y. For x ∈ Λ, denote
Af (x) ≡ {y ∈ Λ : x ∼ y}. Let f = {fi}N

i=1 ∈ BFSN (Λ). f is cyclic if there is
an element x ∈ Λ such that Λ = Af (x). For k ≥ 1, {n1, . . . , nk} ⊂ Λ is a k-
cycle of f if nl 6= nl′ when l 6= l

′
and there is J = (j1, . . . , jk) ∈ {1, . . . , N}k

such that fjl
(nl) = nl−1 for l = 2, . . . , k and fj1(nl) = nk. {nl}l∈N ⊂ Λ is a

chain of f if nl 6= nl′ when l 6= l
′
and there is {jl ∈ {1, . . . , N} : l ∈ N} such

that f−1
jl

(nl) = nl+1 for each l ∈ N ≡ {1, 2, 3, . . .}. f has a k-cycle(chain)
if there is a k-cycle(resp. chain) of f in Λ. Specially, we call simply that f
has a cycle if f has a k-cycle for some k ≥ 1.

Let Ξ be a set and Λω be an infinite set for ω ∈ Ξ. For f [ω] =
{f [ω]

i }N
i=1 ∈ BFSN (Λω), f is the direct sum of {f [ω]}ω∈Ξ if f = {fi}N

i=1 ∈
BFSN (Λ) for a set Λ ≡ ∐

ω∈Ξ Λω which is defined by fi(n) ≡ f
[ω]
i (n) when

n ∈ Λω for i = 1, . . . , N and ω ∈ Ξ. For f ∈ BFSN (Λ), f =
⊕

ω∈Ξ f [ω] is a
decomposition of f into a family {f [ω]}ω∈Ξ if there is a family {Λω}ω∈Ξ

of subsets of Λ such that f is the direct sum of {f [ω]}ω∈Ξ. For each
f = {fi}N

i=1 ∈ BFSN (Λ), there is a decomposition Λ =
∐

ω∈Ξ Λω such
that #Λω = ∞, f |Λω ≡ {fi|Λω}N

i=1 ∈ BFSN (Λω) and f |Λω is cyclic for each
ω ∈ Ξ. Assume that f is cyclic. Then there is only one case in the follow-
ings: a) f has just one cycle. b) f has just one chain where we identify a
chain {nl ∈ Λ}l∈N with a chain {ml ∈ Λ}l∈N when there are M, L ≥ 0 such
that nl+L = ml for each l > M(see Proposition 2.5 in [11]).

Definition 2.1. (i) For J ∈ {1, . . . , N}k, k ≥ 1, f ∈ BFSN (Λ) is P (J) if
f is cyclic and has a cycle {n1, . . . , nk} such that fJ(nk) = nk.

(ii) For f ∈ BFSN (Λ) and J ∈ {1, . . . , N}∗1, g is a P (J)-component of f if
g is a direct sum component of f and g is P (J).
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Recall SN,l in § 1. For σ ∈ SN,l and f = {fi}N
i=1 ∈ BFSN (Λ), put

f (σ) = {f (σ)
i }N

i=1 ∈ BFSN (Λ) by

(2.1) f
(σ)
i ≡ fσ(i) (l = 1), f

(σ)
i (fJ(n)) ≡ fσ(i,J)(n) (l ≥ 2)

for n ∈ Λ, i = 1, . . . , N and J ∈ {1, . . . , N}l−1. Let J ∈ {1, . . . , N}∗1 and
σ ∈ SN = SN,1. If f ∈ BFSN (Λ) is P (J), then f (σ) is P (Jσ−1) where
Jσ−1 ≡ (

σ−1(j1), . . . , σ−1(jk)
)

for J = (j1, . . . , jk) ∈ {1, . . . , N}k, k ≥ 1.

Lemma 2.2. Put J ∈ {1, . . . , N}∗1. Then the followings hold:
(i) There is f ∈ BFSN (Λ) for some set Λ such that f is P (J).
(ii) For σ ∈ SN,l, l ≥ 1, there is 1 ≤ m ≤ N l−1 such that f (σ) is decom-

posed into a direct sum of m cycles. Furthermore the length of each
cycle is a multiple of the length of J .

Proof. See Lemma 2.7 in [12]. ¤

2.2. Permutative representations. For N ≥ 2, let ON be the Cuntz
algebra([2]), that is, it is a C∗-algebra with generators s1, . . . , sN which
satisfy

(2.2) s∗i sj = δijI (i, j = 1, . . . , N), s1s
∗
1 + · · ·+ sNs∗N = I.

In this paper, any representation and endomorphism are assumed unital and
∗-preserving. By simplicity and uniqueness of ON , it is sufficient to define
operators S1, . . . , SN on an infinite dimensional Hilbert space which satisfy
(2.2) in order to construct a representation of ON . In the same reason, it
is sufficient to define elements T1, . . . , TN in ON which satisfy (2.2) in order
to construct an endomorphism of ON . For a multiindex J = (j1, . . . , jk) ∈
{1, . . . , N}k, we denote sJ = sj1 · · · sjk

and s∗J = s∗jk
· · · s∗j1 .

Let (H, π) be a representation of ON . (H, π) is a permutative repre-
sentation of ON if there are a complete orthonormal basis {en}n∈Λ of H and
f = {fi}N

i=1 ∈ BFSN (Λ) for some infinite set Λ such that π(si)en = efi(n) for
each n ∈ Λ and i = 1, . . . , N . (H, π,Ω) is a generalized permutative(=GP)
representation of ON with cycle by J ∈ {1, . . . , N}k, k ≥ 1 if Ω ∈ H is a
cyclic unit vector such that π(sJ)Ω = Ω and {π(sj1 · · · sjl

)Ω : l = 1, . . . , k} is
an orthonormal family inH. We denote P (J) = (H, π,Ω) simply. (l2(Λ), πf )
is the permutative representation of ON by f = {fi}N

i=1 ∈ BFSN (Λ) if
πf (si)en ≡ efi(n) for n ∈ Λ and i = 1, . . . , N .

Permutative representations were introduced in [1, 3, 4]. By [10], any
permutative representation is completely reducible. Any cyclic(resp. irre-
ducible)permutative representation with cycle is equivalent to P (J) for some
J ∈ {1, . . . , N}∗1(resp. some J ∈ [1, . . . , N ]∗). For each J ∈ {1, . . . , N}∗1,
P (J) exists uniquely up to unitary equivalences. P (J) is equivalent to a
cyclic permutative representation with cycle.
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Theorem 2.3. (i) For J ∈ {1, . . . , N}∗1, P (J) is irreducible if and only if
J is non periodic.

(ii) For J1, J2 ∈ {1, . . . , N}∗1, P (J1) ∼ P (J2) if and only if J1 ∼ J2 where
P (J1) ∼ P (J2) means the unitary equivalence of two representations
which satisfy the condition P (J1) and P (J2), respectively.

(iii) [1, . . . , N ]∗ is in one-to-one correspondence with the set of equivalence
classes of irreducible permutative representations of ON with cycle.

Proof. See Theorem 2.12 in [12]. ¤

The followings hold by definition of branching function system and (l2(Λ), πf ).

Proposition 2.4. Let f ∈ BFSN (Λ) for an infinite set Λ.
(i) If g ∈ BFSN (Λ

′
) for an infinite set Λ

′
such that f ∼ g, then (l2(Λ), πf ) ∼

(l2(Λ
′
), πg).

(ii) If f is cyclic, then (l2(Λ), πf ) is cyclic.
(iii) For J ∈ {1, . . . , N}∗1, if f is P (J), then (l2(Λ), πf ) is P (J), too.
(iv) If f = f (1) ⊕ f (2) and Λ = Λ1 t Λ2 is the associated decomposition of

f , then (l2(Λ), πf ) ∼ (l2(Λ1), πf (1))⊕ (l2(Λ2), πf (2)).
2.3. Permutative endomorphisms. We review endomorphisms of ON

arising from permutations in [11, 12]. Assume that EndA is the set of all
unital ∗-endomorphisms of a unital ∗-algebra A and ρ, ρ

′ ∈ EndA in this
subsection. ρ is proper if ρ(A) 6= A. ρ is irreducible if ρ(A)

′ ∩ A = CI

where ρ(A)
′ ∩ A ≡ {x ∈ A : ρ(a)x = xρ(a) ∀a ∈ A}. ρ is reducible if ρ is

not irreducible. ρ and ρ
′
are equivalent if there is a unitary u ∈ A such that

ρ
′

= Adu ◦ ρ. In this case, we denote ρ ∼ ρ
′
. Let RepA(resp. IrrRepA)

be the set of all unital (resp. irreducible)∗-representations of A. We simply
denote π for (H, π) ∈ RepA.

Lemma 2.5. (i) If ρ, ρ
′ ∈ EndA and π, π

′ ∈ RepA satisfy ρ ∼ ρ
′

and
π ∼ π

′
, then π ◦ ρ ∼ π

′ ◦ ρ
′
.

(ii) Assume that A is simple. If there is π ∈ IrrRepA such that π ◦ ρ ∈
IrrRepA, too, then ρ is irreducible.

(iii) If there is π ∈ RepA such that π ◦ ρ 6∼ π ◦ ρ
′
, then ρ 6∼ ρ

′
.

(iv) If there is π ∈ IrrRepA such that π ◦ ρ 6∈ IrrRepA, then ρ is proper.

For σ ∈ SN,l, l ≥ 1, ψσ ∈ EndON is defined by

ψσ(si) ≡ uσsi (i = 1, . . . , N)

where uσ ≡
∑

J∈{1,...,N}l sσ(J)s
∗
J . ψσ is called the permutative endomorphism

of ON by σ. Put the following sets:

(2.3) EN,l ≡ {ψσ ∈ EndON : σ ∈ SN,l} (l ≥ 1).

If σ ∈ SN , then ψσ is an automorphism of ON which satisfies ψσ(si) = sσ(i)

for i = 1, . . . , N . Specially, if σ = id, then ψid = id. If σ ∈ SN,2 is
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defined by σ(i, j) ≡ (j, i) for i, j = 1, . . . , N , then ψσ is just the canonical
endomorphism of ON . If ρ ∈ EN,l and ρ

′ ∈ EN,l′ , then ρ ◦ ρ
′ ∈ EN,l+l′−1 for

each l, l
′ ≥ 1(see Proposition 3.3 in [12]).

Theorem 2.6. (i) Let Λ be an infinite set. For σ ∈ SN,l, l ≥ 1, and
f ∈ BFSN (Λ), let f (σ) be in (2.1). Then we see that πf ◦ ψσ = πf (σ).

(ii) If ρ is a permutative endomorphism and (H, π) is a permutative rep-
resentation of ON , then π ◦ ρ is a permutative representation, too.

(iii) If (H, π) is P (J) for J ∈ {1, . . . , N}∗1 and σ ∈ SN,l, l ≥ 1, then
there are 1 ≤ m ≤ N l−1, a family {Ji}m

i=1 ⊂ {1, . . . , N}∗1 and a family
{(Hi, πi)}m

i=1 of subrepresentations of (H, π ◦ ψσ) such that

(2.4) (H, π ◦ ψσ) =
m⊕

i=1

(Hi, πi)

and (Hi, πi) is P (Ji) for i = 1, . . . , m. Furthermore if J ∈ {1, . . . , N}k,
k ≥ 1, then {Ji}m

i=1 ⊂
∐N l−1

a=1 {1, . . . , N}ak.
(iv) The rhs in (2.4) is unique up to unitary equivalences.

Proof. See Theorem 3.4 in [12]. ¤

(2.4) is called the branching law of (H, π) by ψσ. By uniqueness of P (J)
and Theorem 2.6 (iv), we can simply denote (2.4) as

(2.5) P (J) ◦ ψσ =
m⊕

i=1

P (Ji).

Definition 2.7. (i) For J ∈ {1, . . . , N}∗1, a representation (H, π) of ON

has a P (J)-component if (H, π) has a subrepresentation (H0, π|H0)
which is P (J). Specially, a component of a representation P (J) ◦ ρ

of ON is a subrepresentation of (H, π) which is equivalent to P (J
′
) for

some J
′ ∈ {1, . . . , N}∗1.

(ii) For an endomorphism ρ ∈ EndON , P (J) ◦ ρ has a trivial branching if
there is some J

′ ∈ {1, . . . , N}∗1 such that P (J) ◦ ρ = P (J
′
).

According to (2.5) and the above discussion, we have the following problems:

Problem 2.8. (i) Computation of branching law: Find {Ji}m
i=1 in (2.5)

for a given J ∈ {1, . . . , N}∗1 for σ ∈ SN,l, l ≥ 1. In usual, the determi-
nation of {Ji}m

i=1 is executed by the following step:
a) Prepare a representation (H, π) which is P (J). We often take H =

l2(N) and π = πf for some branching function system f on N.
b) Compute π(ψσ(si))en for each n ∈ N and i = 1, . . . , N . By [12], we

see that it is sufficient to check for 1 ≤ n ≤ N l−1k when |J | = k.
c) Find all cycles in H by using results in (b).
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d) Show that cycles in (c) spans the whole of H.
In this way, the direct computation of branching law is too much of a
bother because of a great number of calculated amount when N, k, l
are large.

(ii) Classification of ψσ: Classify elements in EN,l for each N, l ≥ 1 under
unitary equivalences. If we know branching laws of ψσ, then it is useful
for the classification by Lemma 2.5 (i). However, the computation
of branching law of every element in EN,l is impracticable because
#EN,l = #SN,l = N l!. Therefore it is necessary to find an effective
invariant of ψσ.

3. Automata and branching laws

3.1. Finite automata and semi-Mealy machines arising from per-
mutations. Automata theory is the study of abstract computing devices,
or “machines”. We review several basic notions about automata and their
variations in this subsection according to [5, 6, 7]. M = (Q,Σ, δ) is a (fi-
nite)semiautomaton if Q and Σ are non empty finite sets and δ is a map
from Q × Σ to Q. Q, Σ and δ are called the set of (internal)states, the
set of input alphabets and the transition function, respectively. Elements
of Q and Σ are called a (internal)state and an input of M , respectively.
M̂ = (Q,Σ, δ, q0, F ) is an (deterministic finite)automaton if M = (Q,Σ, δ)
is a semiautomaton with q0 ∈ Q and a non empty subset F of Q. q0 and an
element of F are called the initial state and a final state of M̂ , respectively.
Recall Σ∗ and the extension of δ on Q × Σ∗ in § 1. For x ∈ Σ∗, define
Q(x) ≡ {q ∈ Q : ∃n ∈ N s.t. δ(q, xn) = q}. We see that Q(x) 6= ∅ for each
x ∈ Σ∗ by finiteness of Q.

Definition 3.1. Let M = (Q,Σ, δ) be a semiautomaton and x = aj1 · · · ajk
∈

Σ∗.
(i) A sequence C = (q1, . . . , qk) in Q is a cycle in M by x if q1, . . . , qk

satisfy that δ(qt, ajt) = qt+1 for t = 1, . . . , k−1 and δ(qk, ajk
) = q1 when

k ≥ 2, and δ(q1, aj1) = q1 when k = 1. We often denote C = q1 · · · qk

simply.
(ii) For q ∈ Q(x), put rx(q) ≡ min{n ∈ N : δ(q, xn) = q}.
(iii) For q, q

′ ∈ Q(x), q ∼ q
′
if there is n ∈ N∪ {0} such that δ(q, xn) = q

′
.

We see that ∼ is an equivalence relation in Q(x). Put R(x) ≡ {[q] : q ∈
Q(x)} where [q] ≡ {q′ ∈ Q(x) : q ∼ q

′}.
Definition 3.2. For a semiautomaton M = (Q,Σ, δ), {p1, . . . , pm} is a
cyclic basis of M for x ∈ Σ∗ if p1, . . . , pm ∈ Q(x) are mutually inequivalent
and #R(x) = m.

Lemma 3.3. Let M = (Q,Σ, δ) be a semiautomaton and x ∈ Σ∗. For
q, q

′ ∈ Q(x), if q ∼ q
′
, then rx(q) = rx(q

′
).
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Proof. Denote qDa ≡ δ(q, a) for q ∈ Q and a ∈ Σ. Then we see
that DaDb = Dab for each a, b ∈ Σ. By assumption, there is m ∈ N ∪ {0}
such that δ(q, xm) = q

′
. If n ∈ N satisfies δ(q, xn) = q, then δ(q

′
, xn) =

q
′
Dxn = qDxmDxn = qDxn+m = qDxnDxm = qDxm = q

′
. Hence we see

that rx(q) ≥ rx(q
′
). By the same argument, we see that rx(q

′
) ≥ rx(q), too.

Therefore the statement holds. ¤

Next we consider semi-Mealy machines([13]) in order to describe branch-
ing law. Recall § 1. For a semi-Mealy machine (Q,Σ, ∆, δ, λ), ∆ and λ are
called the set of output alphabets and the map of outputs, respectively.
When qi = δ(qi−1, ai) for i = 1, . . . , n and x = a1 · · · an ∈ Σ∗, we see that
λ(q0, x) = λ(q0, a1)λ(q1, a2) · · ·λ(qn−1, an). λ(q0, x) is called the output by
an input x. A transition diagram(Mealy diagram) D(M) of a semi-Mealy
machine M = (Q,Σ, ∆, δ, λ) is a directed graph with labeled edges which has
a set Q of vertices and a set E ≡ {(q, δ(q, a), a) ∈ Q×Q×Σ : q ∈ Q, a ∈ Σ}
of directed edges with labels. The meaning of (q, δ(q, a), a) is an edge from
q to δ(q, a) with a label a/λ(q, a) for a ∈ Σ:

º

¹

·

¸
q

º

¹

·

¸
δ(q, a)-

a/λ(q,a)

We show an example in § 2.7, [7]. Let M = ({q0, p0, p1}, {0, 1}, {y, n}, δ, λ, q0)
be a Mealy machine with the following D(M):

µ´
¶³
q0

µ´
¶³
p0

µ´
¶³
p1

�
�
�
��3

Q
Q
Q
QQs

-Start

K

K

R

R

0/n

1/n

1/n 0/n

0/y

1/y

Mealy machine

For an input 01100, the output from M is nnyny and the path is q0p0p1p1p0p0.
C = p0p1 is a cycle in a semi-Mealy machine M0 = ({q0, p0, p1}, {0, 1}, {y, n},
δ, λ) by x = 10 and λ(p0, x) = nn.

Definition 3.4. For a semi-Mealy machine M = (Q,Σ,∆, δ, λ), x ∈ Σ∗
and p ∈ Q(x),

κx(p) ≡ λ(p, xr) ∈ ∆ (r ≡ rx(p))

is called the principal output of M for x from p.
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Finally, we introduce semi-Mealy machines arising from permutations.
For σ ∈ SN,l, l ≥ 2 and J ∈ {1, . . . , N}l, we define σ1(J), . . . , σl(J) ∈
{1, . . . , N} by σ(J) = (σ1(J), . . . , σl(J)) and σn,m(J) ≡ (σn(J), . . . , σm(J))
for 1 ≤ n < m ≤ l. Denote {1, . . . , N}0 ≡ {0} for convenience.

Definition 3.5. For N ≥ 2 and l ≥ 1, Mσ ≡ (Q,Σ, ∆, δ, λ) is called the
semi-Mealy machine by σ ∈ SN,l if

Q ≡ {qJ : J ∈ {1, . . . , N}l−1}, Σ ≡ {a1, . . . , aN}, ∆ ≡ {b1, . . . , bN}
and maps δ : Q× Σ → Q, λ : Q× Σ → ∆ are defined by

δ(qJ , ai) ≡




q0 (l = 1),

q(σ−1)2,l(J,i) (l ≥ 2),
λ(qJ , ai) ≡





bσ−1(i) (l = 1),

b(σ−1)1(J,i) (l ≥ 2)

for i = 1, . . . , N and J ∈ {1, . . . , N}l−1.

We see that M̂σ,J0 ≡ (Q,Σ,∆, δ, λ, qJ0) is a Mealy machine for each J0 ∈
{1, . . . , N}l−1. By Definition 3.5, there are N l−1 states in Mσ for σ ∈ SN,l.
We have a family {M̂σ,J0 : J0 ∈ Q} of Mealy machines associated with
σ ∈ SN,l. We show examples of Mσ in § 4.

3.2. The main theorem. In order to show the main theorem, we prepare
several tools and lemmata.

Definition 3.6. Let σ ∈ SN,l and J = (j1, . . . , jk) ∈ {1, . . . , N}k, l ≥ 2,
k ≥ 1.

(i) A sequence I = (Ii)α
i=1 in {1, . . . , N}l−1 is an intertwining system

of σ for J if there are a ∈ N and T = (t1, . . . , tα) ∈ {1, . . . , N}α

such that α = ka, σ(t1, I1) = (Iα, jα) and σ(ti, Ii) = (Ii−1, ji−1) for
each i = 2, . . . , α where jlk+i ≡ ji for l ≥ 1 and i = 1, . . . , k. In
this case, we denote σ(T, I) = (I, Ja). We denote ITS(σ, J) the set
of all intertwining system of σ for J and put ITS(σ, J ; T, a) ≡ {I ∈
ITS(σ, J) : σ(T, I) = (I, Ja)}.

(ii) I0 = (I
′
i)

β
i=1 is a subsystem of an intertwining system I = (Ii)α

i=1 of σ

for J if I0 ∈ ITS(σ, J) such that β ≤ α and I
′
i = Ii for i = 1, . . . , β.

In this case, we denote I0 ≺ I.
(iii) I ∈ ITS(σ, J) is minimal if I is minimal with respect to ≺.
(iv) I = (Ii)α

i=1, I
′
= (I

′
i)

α
′

i=1 ∈ ITS(σ, J) are equivalent if α = α
′
and there

is β ∈ N ∪ {0} such that (I
′
1, . . . , I

′
α) = (Iβk+1, . . . , Iα, I1, . . . , Iβk). In

this case, we denote I ∼ I ′.
Recall a cycle of a branching function system in § 2.1 and put Λ a countably
infinite set.
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Lemma 3.7. Let σ ∈ SN,l, J = (j1, . . . , jk) ∈ {1, . . . , N}k, k ≥ 1, I =
(Ii)α

i=1 ∈ ITS(σ, J ; T, a) and f ∈ BFSN (Λ) be P (J) for T = (t1, . . . , tα) ∈
{1, . . . , N}α and a ∈ N. Then the followings hold:

(i) Let {n1, . . . , nk} be a cycle of f in Λ such that fji(ni) = ni−1 for
i = 2, . . . , k and fj1(n1) = nk. Put a sequence (m1, . . . ,mα) in Λ by

m1 ≡ fI1(nα) mj ≡ fIj (nj−1) (j = 2, . . . , α),

nkµ+j ≡ nj (µ ≥ 1, j = 1, . . . , k).

Then it satisfies that f
(σ)
ti

(mi) = mi−1 for i = 2, . . . , α and f
(σ)
t1

(m1) =

mα. Specially, we have f
(σ)
T (mα) = mα.

(ii) Let (m1, . . . , mα) be in (i). Then I is minimal if and only if mi 6= mj

when i 6= j for each i, j = 1, . . . , α.

Proof. (i) f
(σ)
tα (mα) = fσ(tα,Iα)(nk−1) = f(Iα−1,jα−1)(nk−1) = fIα−1(nk−2)

= mα−1. In the same way, we have the statement.
(ii) By proof of (i), we see that f

(σ)
T (mα) = mα. By definition of mi and

the injectivity of fi, if mi = mj for some i < j, then there is β ∈ N such
that β < α and mβ = mα. From this, fT (mβ) = mβ and I0 ≡ {Ii}β

i=1 is a
subsystem of I. Hence I is not minimal. If I is not minimal, we see that
mi = mi+ka for some a ≥ 1. Hence the statement holds. ¤

By Lemma 3.7, we denote C(I) = {m1, . . . , mα} which is obtained by a
minimal intertwining system I. C(I) is a cycle of f (σ). We denote

Λ(I) ≡ {f (σ)
J (mi) ∈ Λ : J ∈ {1, . . . , N}∗1, i = 1, . . . , α}.

Then (Λ(I), f (σ)|Λ(I)) is a component of f (σ). We see that Λ(I) = {f (σ)
J (fIα(n1)) ∈

Λ : J ∈ {1, . . . , N}∗1} by cyclicity of Λ(I) under f (σ).

Lemma 3.8. Let f ∈ BFSN (Λ) be P (J) for J ∈ {1, . . . , N}∗1 and σ ∈ SN,l

for l ≥ 2. Assume that I, I ′ ∈ ITS(σ, J) are minimal. Then the followings
are equivalent: (i) I ∼ I ′. (ii) Λ(I) = Λ(I ′).
Furthermore the followings are equivalent: (i) I 6∼ I ′. (ii) Λ(I)∩Λ(I ′) = ∅.

Proof. Assume that J = (j1, . . . , jk) ∈ {1, . . . , N}k for k ≥ 1. Let
{n1, . . . , nk} be the cycle of f . By Lemma 3.7, we have two cycles {m1, . . . ,mα}
and {m′

1, . . . , m
′
α
′} of f (σ) by I and I ′ , respectively. Then Λ(I) = Λ(I ′) if

and only if {m1, . . . , mα} = {m′
1, . . . ,m

′
α′
}. By definition of mi and m

′
i in

Lemma 3.7 and injectivity of fi, this is equivalent that I ∼ I ′ . From this,
we have the former statement.

By the first half of the statement and its proof, we see that I 6∼ I ′ if and
only if Λ(I) 6= Λ(I ′) if and only if {m1, . . . , mα} 6= {m′

1, . . . ,m
′
α′
}. By the

uniqueness of a cycle in a cyclic component of a branching function system,
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we see that {m1, . . . ,mα} 6= {m′
1, . . . , m

′
α′
} if and only if Λ(I) ∩ Λ(I ′) = ∅.

Hence we have the last half of the statement. ¤

Let I = (Ii)α
i=1 ∈ ITS(σ, J ;T, a) for σ ∈ SN,l, J = (j1, . . . , jk) ∈

{1, . . . , N}k, T ∈ {1, . . . , N}∗1 and a ≥ 1. Assume that I is minimal. Then
we see that pI ≡ qI1 ∈ Q(x) for x ≡ aJ . On the other hand, if p ∈ Q(x),
then there are I1, . . . , Iα such that qI1 = p and qIi+1 = δ(qIi , aji) for i =
1, . . . , α − 1. We see that Ip ≡ (Ii)α

i=1 ∈ ITS(σ, J ; T, a), a ≡ rx(p) and it is
minimal. In this way, Q(x) 3 p 7→ Ip is a one-to-one correspondence.

Lemma 3.9. For p, p
′ ∈ Q(x), p ∼ p

′
if and only if Ip ∼ Ip′ .

Proof. Assume that p = qI1 and p
′
= q

I
′
1
. Then we have qI1 , . . . , qIα ,

q
I
′
1
, . . . , qI

′
α
∈ Q such that qIi+1 = δ(qIi , aji) and q

I
′
i+1

= δ(q
I
′
i
, aji).

Assume that p ∼ p
′
. If we denote Ip = (Ii)α

i=1 and Ip′ = (I
′
i)

α
′

i=1,
then we see that α = α

′
by Lemma 3.3. If p = p

′
, then it is clear. If

p 6= p
′
, then there is n ∈ N such that δ(p, xn) = p

′
. This is equivalent that

(q
I
′
1
, . . . , qI

′
α
) = (qInk+1

, . . . , qIα , qI1 , . . . , qInk
). Furthermore this is equivalent

that (I
′
1, . . . , I

′
α) = (Ink+1, . . . , Iα, I1, . . . , Ink). From this, Ip ∼ Ip

′ . We see
that this argument shows the inverse direction, too. ¤

Corollary 3.10. For p, p
′ ∈ Q(x), p ∼ p

′
if and only if Λ(Ip) = Λ(Ip′ ).

p 6∼ p
′
if and only if Λ(Ip) ∩ Λ(Ip′ ) = ∅.

Proof. By Lemma 3.9 and Lemma 3.8, it holds. ¤

Lemma 3.11. Let f ∈ BFSN (Λ), σ ∈ SN,l and T, J ∈ {1, . . . , N}∗1 for
l ≥ 2. Assume that f is P (J) and Mσ = (Q,Σ,∆, δ, λ) is the semi-Mealy
machine by σ. Then the followings are equivalent:

(i) There are a ≥ 1 and I ∈ ITS(σ, J ; T, a).
(ii) There is Λ0 ⊂ Λ such that (Λ0, f

(σ)|Λ0) is P (T ).
(iii) There is p ∈ Q(x) such that bT = κx(p) for x ≡ aJ .

Proof. See Appendix A. ¤

Lemma 3.12. Let σ ∈ SN,l, l ≥ 2, f ∈ BFSN (Λ) be P (J) for J ∈
{1, . . . , N}∗1, Mσ = (Q,Σ, ∆, δ, λ) be the semi-Mealy machine by σ and
x ≡ aJ ∈ Σ∗.

(i) Assume that n0 ∈ Λ such that fJ(n0) = n0, I ∈ {1, . . . , N}l−1 and
T = (t1, . . . , tα) ∈ {1, . . . , N}α, α ≥ 1 satisfy that p = qI ∈ Q(x) and
bT = κx(p). If np ≡ fσ(t1,I)(n0), then f

(σ)
T (np) = np.
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(ii) For p ∈ Q(x), denote Λp ≡ {f (σ)

J ′
(np) : J

′ ∈ {1, . . . , N}∗1} where np ∈ Λ
is in (i). Then (Λp, f

(σ)|Λp) is P (T ).
(iii) Let {p1, . . . , pm} be a cyclic basis of Mσ for x. Then the following

decomposition of branching function system holds:

f (σ) = f [1] ⊕ · · · ⊕ f [m]

where f [i] ≡ f (σ)|Λi, Λi ≡ Λpi for i = 1, . . . ,m. If J1, . . . , Jm ∈
{1, . . . , N}∗1 satisfy κx(pi) = bJi for i = 1, . . . , m, then f [i] is P (Ji)
for i = 1, . . . , m.

Proof. (i) By Lemma 3.7 (i) and the argument above Lemma 3.9, it
holds.
(ii) We see that Λp = Λ(Ip). By (i), the statement holds.
(iii) By (ii) and Corollary 3.10, we see that f [i] ∈ BFSN (Λi). The decompo-
sition holds by Lemma 3.11. By (ii), the last statement holds. ¤

Under these preparations, we show the main theorem.

Theorem 3.13. Let Mσ = (Q,Σ, ∆, λ, δ) be the semi-Mealy machine by
σ ∈ SN,l, l ≥ 1 and J ∈ {1, . . . , N}∗1. Assume that {p1, . . . , pm} is a cyclic
basis of Mσ for x ≡ aJ . If J1, . . . , Jm ∈ {1, . . . , N}∗1 satisfy bJi = κx(pi) for
i = 1, . . . , m, then the following holds:

P (J) ◦ ψσ ∼ P (J1)⊕ · · · ⊕ P (Jm).

Proof. Assume that J = (j1, . . . , jk) ∈ {1, . . . , N}k. When l = 1,
we see that P (J) ◦ ψσ = P (Jσ−1) by Lemma 2.10 in [11] where Jσ−1 ≡
(σ−1(j1), . . . , σ−1(jk)). Then we see that λ(q0, aJ) = bJσ−1 . When l ≥ 2, it
holds by Proposition 2.4, Theorem 2.6 (iv) and Lemma 3.12. ¤

It seems that the statement in Theorem 3.13 depends on the choice of
{p1, . . . , pm}. For p, p

′ ∈ Q(x), if p ∼ p
′
, then we see that T ∼ T

′
when

bT = κx(p) and bT
′ = κx(p

′
). By this reason and Theorem 2.3 (ii), we see

that the result in Theorem 3.13 is unique up to unitary equivalences for any
cyclic basis of Mσ.

By Theorem 3.13, Theorem 1.1 is shown and the complexity to compute
branching law in Problem 2.8 (i) is reduced, for example, it is not necessary
to prepare representation space for calculating a branching law in Theorem
3.13.

Lemma 3.14. Let SN,l, l ≥ 1. If the Mealy diagram of Mσ has m connected
components, then P (J)◦ψσ has m components of direct sum at least for each
J ∈ {1, . . . , N}∗1.

Proof. Assume that Mσ = {Q,Σ, ∆, δ, λ} and J ∈ {1, . . . , N}∗1. Then
there is one cycle at each connected component of Q at least. Therefore
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there are m cycles in Q at least. By Theorem 3.13, P (J) ◦ ψσ has m com-
ponents of direct sum. ¤

4. Examples

For concrete permutations, we show examples of semi-Mealy machine and
permutative endomorphism of ON and compute their branching laws by
using Mealy diagrams according to Theorem 3.13. Recall EN,l in (2.3).

4.1. E2,2. In [11], we show that there are 16 inequivalence classes in E2,2

and there are 5 irreducible and proper classes E in them. We treat 3 elements
in E here. For each σ ∈ S2,2, Mσ = (Q,Σ, ∆, δ, λ) consists of Q = {q1, q2},
Σ = {a1, a2} and ∆ = {b1, b2}.

Let σ ∈ S2,2 be a transposition by σ(1, 1) ≡ (1, 2). Then Mσ =
({q1, q2}, {a1, a2}, {b1, b2}, δ, λ) where δ and λ are given by

p δ(p, a1) δ(p, a2) λ(p, a1) λ(p, a2)
q1 q2 q1 b1 b1

q2 q1 q2 b2 b2

ψσ and the Mealy diagram D(Mσ) of Mσ are as follows:

a2/b1 a2/b2

a1/b2

a1/b1

µ´
¶³
q1 µ´

¶³
q2Y

j

R

R





ψσ(s1) ≡ s1s2s
∗
1 + s1s1s

∗
2,

ψσ(s2) ≡ s2,

where a/b on p to q means δ(p, a) = q and λ(p, a) = b for p, q ∈ Q = {q1, q2}.
ψσ is irreducible and proper(Table 5.5 in [11]). We denote ψσ by ψ12 in
convenience. We show several branching laws by ψ12:

input cycles outputs branching law
a1 q1q2 b1b2 P (1) ◦ ψ12 = P (12)
a2 q1, q2 b1, b2 P (2) ◦ ψ12 = P (1)⊕ P (2)

a1a2 q1q2q2q1 b1b2b2b1 P (12) ◦ ψ12 = P (1122)
a1a1a2a2 q1q2q1q1, b1b2b1b1, P (1122) ◦ ψ12

q2q1q2q2 b2b1b2b2 = P (1112)⊕ P (1222)

where we use Theorem 2.3 (ii).

Proposition 4.1. For J = (j1, . . . , jk) ∈ {1, 2}k, k ≥ 1, define n1(J) ≡
#{j ∈ J : j = 1}. Then we have P (J) ◦ ψ12 has just two-branching when
n1(J) is even and P (J) ◦ ψ12 has no trivial branching when n1(J) is odd.

Proof. Because such transition of two states q1 and q2 in the above
diagram happens only when j = 1, n1(J) is the number of changes two
states. If n1(J) is even, then a path from a state always comes back to
itself. Therefore just two cycles occur. On the other hand, If n1(J) is odd,
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then one cycle occurs. The number of cycles is just that of branching of
P (J) ◦ ψ12. Therefore the assertion holds. ¤
By Proposition 4.1, for each J ∈ {1, 2}∗1, there are some J1, J2 or J3 which
satisfy the following:

P (J) ◦ ψ12 =





P (J1)⊕ P (J2) (n1(J) = even),

P (J3) (n1(J) = odd).

In this way, it is remarkable that the graph theoretical property of Mealy
diagram gives information of branching.

Let σ ∈ S2,2 be a transposition by σ(1, 1) ≡ (2, 1). Then ψσ, D(Mσ)
and branching laws of ψσ are as follows:

a1/b2 a2/b2

a1/b1

a2/b1

µ´
¶³
q1 µ´

¶³
q2Y

j

R

R





ψσ(s1) ≡ s2s1s
∗
1 + s1s2s

∗
2,

ψσ(s2) ≡ s1s1s
∗
1 + s2s2s

∗
2,

input cycles outputs branching law
a1 q1 b2 P (1) ◦ ψσ = P (2)
a2 q2 b2 P (2) ◦ ψσ = P (2)

a1a2 q2q1 b1b2 P (12) ◦ ψσ = P (11)
a1a1a2 q2q1q1 b1b2b1 P (112) ◦ ψσ = P (112)
a1a2a2 q2q1q2 b1b1b2 P (122) ◦ ψσ = P (112)

Let σ ∈ S2,2 be defined by σ(1, 1) ≡ (2, 2), σ(1, 2) ≡ (1, 1), σ(2, 1) ≡
(2, 1), σ(2, 2) ≡ (1, 2). Then ψσ, D(Mσ) and branching laws of ψσ are as
follows:

a1/b2

a2/b2

a2/b1

a1/b1

µ´
¶³
q1 µ´

¶³
q2Y

j

I

R




ψσ(s1) ≡ s2s2s
∗
1 + s1s1s

∗
2,

ψσ(s2) ≡ s2s1s
∗
1 + s1s2s

∗
2,

input cycles outputs branching law
a1 q1q2 b1b2 P (1) ◦ ψσ = P (12)
a2 q1q2 b2b1 P (2) ◦ ψσ = P (12)

a1a2 q1q2, q2q1 b1b1, b2b2 P (12) ◦ ψσ = P (11)⊕ P (22)
4.2. E3,2. Note that #E2,2 = 22! = 24 and #E3,2 = 32! ∼ 3.6× 105. Hence
it is difficult to classify every element in E3,2 by computing its branching laws
by comparison with the case E2,2. We see that Mσ = ({q1, q2, q3}, {a1, a2, a3},
{b1, b2, b3}, δ, λ) for each σ ∈ S3,2. Put σ0 a transformation on {1, 2, 3}2 by

(4.1) σ0 :




11 12 13
21 22 23
31 32 33


 7→




23 31 12
32 13 21
11 22 33


 .
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Then ρν ≡ ψσ0 and D(Mσ0) are as follows:
a1/b3

a2/b3 a3/b3

a3/b1 a2/b1

a1/b1

a1/b2

a3/b2 a2/b2

µ´
¶³
q2

µ´
¶³
q1

µ´
¶³
q3Y

j

Y

j

Y

j

R
R

R





ρν(s1) ≡ s23,1 + s31,2 + s12,3,

ρν(s2) ≡ s32,1 + s13,2 + s21,3,

ρν(s3) ≡ s11,1 + s22,2 + s33,3,

where sij,k ≡ sisjs
∗
k for i, j, k = 1, 2, 3. ρν is proper and irreducible by

Theorem 1.2 in [11]. We show several branching laws by ρν :

input cycles outputs branching law
a1 q1, q2q3 b3, b1b2 P (1) ◦ ρν = P (3)⊕ P (12)

a1a2 q1q1q3q2q2q3 b3b1b1b3b2b2 P (12) ◦ ρν = P (113223)
a1a2a3 q1q1q3q3q2q2, b3b1b3b1b3b1, P (123) ◦ ρν

q2q3q1 b2b2b2 = P (131313)⊕ P (222)
a1a3a2 q1q1q2q2q3q3, b3b2b3b2b3b2, P (132) ◦ ρν

q3q2q1 b1b1b1 = P (232323)⊕ P (111)

Let σ ∈ S3,2 be a transposition by σ(1, 1) ≡ (1, 2). ψσ, D(Mσ) and
branching laws of ψσ are as follows:

a2/b1

a2/b2 a3/b3

a1/b2 a3/b1

a2/b3

a3/b2

a1/b1 a1/b3

µ´
¶³
q2

µ´
¶³
q1

µ´
¶³
q3Y

j

Y

j

Y

j

R

R

R





ψσ(s1) ≡ s12,1 + s11,2 + s13,3,

ψσ(s2) ≡ s2,

ψσ(s3) ≡ s3,
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input cycles outputs branching law
a1 q1q2 b1b2 P (1) ◦ ψσ = P (12)
a2 q1, q2 b1, b2 P (2) ◦ ψσ = P (1)⊕ P (2)
a3 q3 b3 P (3) ◦ ψσ = P (3)

From this, we see that ψn
σ is proper and irreducible by Lemma 2.5 (ii), (iv)

for each n ≥ 1. By Lemma 2.5 (ii), ψσ and ρν are not equivalent.

4.3. E4,2. Note #E4,2 = 16!. Let σ ∈ S4,2 be defined by:

σ−1 :




11 12 13 14
21 22 23 24
31 32 33 34
41 42 43 44


 7→




11 21 33 43
12 22 32 42
13 31 34 44
14 24 23 41


 .

Then ψσ and D(Mσ) are as follows:

ψσ(s1) ≡ s11,1 + s21,2 + s31,3 + s41,4, ψσ(s2) ≡ s12,1 + s22,2 + s43,3 + s42,4,

ψσ(s3) ≡ s32,1 + s23,2 + s13,3 + s33,4, ψσ(s4) ≡ s44,1 + s24,2 + s14,3 + s34,4,

a2/b3

a3/b3

a4/b4

a3/b3

a4/b4

a4/b4

a3/b2

a1/b1

a2/b2

¹¸

º·
q1

R

R

¹¸

º·
q2

R

R

R

R

a1/b1

a2/b2 a4/b4

a3/b3

a1/b1

R

¹¸

º·
q3

a1/b1

a2/b2

¹¸

º·
q4

R

R

�

*
1

�

6

�	

When J = (1), the transition at each vertex comes back itself by input a1.
Hence there are just four cycles. Furthermore, each output is b1. Therefore
P (1) ◦ ψσ = P (1)⊕ P (1)⊕ P (1)⊕ P (1). In the same way, we have

P (2) ◦ ψσ = P (2)⊕ P (2)⊕ P (2), P (4) ◦ ψσ = P (4)⊕ P (444).

This is an example of Lemma 3.14. Furthermore we have the followings:

input cycles outputs branching law
a3 q3q4, q2 b2b3, b3 P (3) ◦ ψσ = P (23)⊕ P (3)

a1a4 q1q1q3q3q4q4, b1b4b1b4b1b4, P (14) ◦ ψσ

q2q2 b1b4 = P (141414)⊕ P (14)
a1a2a3a4 q4q4q3q4, b1b2b2b4, P (1234) ◦ ψσ

q2q2q2q2 b1b2b3b4 = P (1224)⊕ P (1234)
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4.4. Canonical endomorphism. The Mealy diagram of the semi-Mealy
machine associated with the canonical endomorphism ρ of ON (see § 2.3) is
given as follows:

· · · · · · · ·
¶
µ

³
´

q1

¶
µ

³
´

qN
RR

··
··
a1/b1

aN/bN

RR

··
··
a1/b1

aN/bN

ρ(x) ≡ s1xs∗1 + · · ·+ sNxs∗N ,

In this case, there is no transition among states. We see that P (J) ◦ ψσ =
P (J)⊕N for each J ∈ {1, . . . , N}∗1 where P (J)⊕N is the direct sum of N -
copies of P (J). In general, π ◦ψσ = π⊕N for any representation π of ON by
Proposition 4.8 in [12].

4.5. E2,3. Let σ ∈ S2,3 be a transposition by σ(1, 1, 1) ≡ (1, 2, 1). Then
ψσ ∈ E2,3, D(Mσ) and branching laws of ψσ are as follows:

ψσ(s1) ≡ s1s2s1s
∗
1s
∗
1 + s1s1s2s

∗
2s
∗
1 + s1s1s1s

∗
1s
∗
2 + s1s2s2s

∗
2s
∗
2, ψσ(s2) ≡ s2,

a1/b2 a1/b1

a2/b2

a1/b1

a2/b1

a1/b2

a2/b2

a2/b1

²
±

¯
°q21

²
±

¯
°q22

²
±

¯
°q11

²
±

¯
°q12Y

j

Y
j

�
?�

�
�
�
�
�
�
�
���

R

input cycles outputs branching law
a1 q11q21 b1b2 P (1) ◦ ψσ = P (12)
a2 q22 b2 P (2) ◦ ψσ = P (2)

a1a2 q12q11 b1b1 P (12) ◦ ψσ = P (11)
a1a1a2 q12q11q21 b1b1b2 P (112) ◦ ψσ = P (112)

We see that ψn
σ is irreducible and proper for each n ≥ 1 by Lemma 2.5 (ii),

(iv).
Let σ ∈ S2,3 be defined by

σ :
(

111 112 121 122
211 212 221 222

)
7→

(
121 122 111 112
211 212 221 222

)
.
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In this case, we see that ψσ = ψ12 ∈ E2,2 in § 4.1. D(Mσ) and branching
laws of ψσ are as follows:

a1/b2 a1/b1

a2/b2

a1/b1

a1/b2

a2/b2

a2/b1

a2/b1

²
±

¯
°

q21

²
±

¯
°

q22

²
±

¯
°

q11

²
±

¯
°

q12

Y
j

�

�

@
@
@
@
@
@
@
@
@@R�

�
�
�
�
�
�
�
���

R

R

input cycles outputs branching law
a1 q11q21 b1b2 P (1) ◦ ψσ = P (12)
a2 q12, q22 b1, b2 P (2) ◦ ψσ = P (1)⊕ P (2)

a1a2 q12q11q22q21 b1b1b2b2 P (12) ◦ ψσ = P (1122)

4.6. E2,4. Note #E2,4 = 16!. Let σ ∈ S2,4 be a transposition by σ(1, 1, 1, 1) ≡
(1, 2, 1, 1). ψσ ∈ E2,4, D(Mσ) and branching laws of ψσ are given as follows:

ψ(s1) ≡ s1211s
∗
111 + s1112s

∗
112 + s112s

∗
12 + s1111s

∗
211 + s1212s

∗
212 + s122s

∗
22,

ψ(s2) ≡ s2,

a1/b1

a2/b1 a1/b1

a2/b1

a1/b1

a2/b1

a1/b1 a2/b1
a1/b2

a2/b2
a1/b2

a2/b2

a1/b2

a2/b2 a1/b2

a2/b2

²
±

¯
°

q111

²
±

¯
°

q112

²
±

¯
°

q121

²
±

¯
°

q122

²
±

¯
°

q211

²
±

¯
°

q212

²
±

¯
°

q221

²
±

¯
°

q222

Y
j

- -
q

i

)

�
�

�
�
�

�
�

�
��	 ?�

�
�
�
�
�
�
�
���

1

��
��
��
��
��
��
��
��
��
��*

�
i

�
R
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input cycles outputs branching law
a1 q111q211 b1b2 P (1) ◦ ψσ = P (12)
a2 q222 b2 P (2) ◦ ψσ = P (2)

a1a2 q212q121 b2b1 P (12) ◦ ψσ = P (12)
a1a1a2 q112q121q111 b1b1b1 P (112) ◦ ψσ = P (111)

4.7. E3,3. Let σ ∈ S3,3 be a transposition by σ(1, 1, 1) ≡ (1, 2, 1). Then
ψσ, D(Mσ) and branching laws of ψσ are as follows:

ψσ(s1) ≡ s121s
∗
11 + s112s

∗
12 + s113s

∗
13 + s111s

∗
21 + s122s

∗
22 + s123s

∗
23 + s13s

∗
3,

ψσ(s2) ≡ s2, ψσ(s3) ≡ s3 (where we use notation in § 2.2),

a1/b1

a2/b1

a3/b1

a1/b1

a2/b1

a3/b1

a1/b1

a2/b1

a3/b1

a1/b2

a2/b2

a3/b2

a1/b2

a2/b2

a3/b2

a1/b2

a2/b2

a3/b2

a1/b3

a2/b3

a3/b3
a1/b3

a2/b3

a3/b3

a1/b3

a2/b3

a3/b3

²
±

¯
°

q21

²
±

¯
°

q22

²
±

¯
°

q23

²
±

¯
°

q11

²
±

¯
°

q12

²
±

¯
°

q13

²
±

¯
°

q31

²
±

¯
°

q32

²
±

¯
°

q33

Y
j

Y
j

?

q

@
@
@
@
@
@
@
@
@@R
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�
�
�
�
�
�
�
�
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�
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�
�
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input cycles outputs branching law
a1 q11q21 b1b2 P (1) ◦ ψσ = P (12)
a2 q22 b2 P (2) ◦ ψσ = P (2)
a3 q33 b3 P (3) ◦ ψσ = P (3)

a1a2 q12q11 b1b1 P (12) ◦ ψσ = P (11)
a1a3 q13q31 b1b3 P (13) ◦ ψσ = P (13)
a2a3 q23q32 b2b3 P (23) ◦ ψσ = P (23)

a1a2a3 q23q31q12 b2b3b1 P (123) ◦ ψσ = P (123)
a1a3a2 q32q21q13 b3b2b1 P (132) ◦ ψσ = P (132)

We see that ψn
σ is irreducible and proper for each n ≥ 1 by Lemma 2.5 (ii),

(iv).

Appendix A. Proof of Lemma 3.11

Put Λ a countably infinite set and N, l ≥ 2.

Lemma A.1. Let J ∈ {1, . . . , N}∗1. If f ∈ BFSN (Λ) is P (J) and there are
J
′ ∈ {1, . . . , N}∗1 and n ∈ Λ such that fJ

′ (n) = n, then there is M ≥ 1 such
that J

′ ∼ JM .

Proof. Assume that J = (j1, . . . , jα), J
′

= (j
′
1, . . . , j

′
β) and C ≡

{n1, . . . , nα} ⊂ Λ is the cycle of f . Put n
′
β ≡ f

j
′
β
(n), n

′
t−1 ≡ f

j
′
t
(n

′
t) for

t = 2, . . . , β and C
′ ≡ {n′1, . . . , n

′
β} ⊂ Λ. Because f has only one cycle

in Λ, we see that C
′

= C. From this, β ≥ α and there is M ≥ 1 such
that β = Mα. If M = 1, then α = β and (l2(Λ), πf ) is P (J) and P (J

′
) by

Proposition 2.4 (iii). Therefore P (J) ∼ P (J
′
). By Theorem 2.3 (ii), J ∼ J

′
.

If M ≥ 2, then J1 ≡ (j
′
1, . . . , j

′
α) satisfies fJ1(n) = n and JM

1 = J
′
. From

the case M = 1, we see that J1 ∼ J and J
′ ∼ JM . ¤

Proof of Lemma 3.11. Assume that T = (t1, . . . , tα) ∈ {1, . . . , N}α, J =
(j1, . . . , jk) ∈ {1, . . . , N}k for α, k ≥ 1.
(i)⇒(ii): This is shown in Lemma 3.7.
(ii)⇒ (i): If there is Λ0 such that (Λ0, f

(σ)|Λ0) is P (T ), then there is n0 ∈ Λ0

such that f
(σ)
T (n0) = n0. Since Λ =

∐
J ′∈{1,...,N}l−1 fJ ′ (Λ), we can denote

n0 = fJ ′ (n) and f
(σ)
T (fJ ′ (n)) = fJ ′ (n) for some J

′ ∈ {1, . . . , N}l−1 and
n ∈ Λ. By computing f

(σ)
T (fJ

′ (n)), we have

fJ ′ (n) = f(σ(t1,I1),σl(t2,I2),...,σl(tα−1,Iα−1),σl(tα,Iα))(n)

20



where Iα ≡ J
′
, Ii ≡ σ1,l−1(ti+1, Ii+1) for i = 1, . . . , α − 1. Because fJ ′ is

injective, we have n = f(σl(t1,I1),...,σl(tα,Iα))(n). By Lemma A.1, we see that
(σl(t1, I1), . . . , σl(tα, Iα)) is equivalent to Ja for some a ≥ 1 and Iα = J

′
=

σ1,l−1(t1, I1). Put T
′
= (tβ+1, . . . , tα, t1, . . . , tβ) for 1 ≤ β ≤ α− 1. Because

(Λ0, f
(σ)|Λ0) is P (T

′
) for each 1 ≤ β ≤ α − 1, we can take t1, . . . , tα and

I1, . . . , Iα such that (σl(t1, I1), . . . , σl(tα, Iα)) = Ja. Therefore I = (Ii)α
i=1 ∈

ITS(σ, J ; T, a). By Lemma 3.7, I is minimal. In consequence, (i) is satisfied.
(i)⇔ (iii): This is shown in a paragraph above Lemma 3.9. ¤
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