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The set SectA of all unitary equivalence classes of unital
∗-endomorphisms of a unital C∗-algebra A is called the sector
of A. We show that there is an exotic algebraic structure on
SectA when A includes a Cuntz algebra as a C∗-subalgebra
with common unit. Next we explain that the set BSpecA of
all unitary equivalence classes of unital ∗-representations of A
is a right module of SectA. An essential algebraic formulation
of branching laws of representations is given by submodules
of BSpecA. As application, we show that the action of SectA
on BSpecA distinguishes elements of SectA.

1. Introduction

For a unital ∗-algebra A, the set SectA of all unitary equivalence classes
of unital ∗-endomorphisms of A is called the sector of A. An element of
SectA is called a sector of A, too. Sectors are studied in fields of quantum
field theory([4, 10, 12, 24]) and subfactors([13, 14, 15, 23]) for formula-
tion of super selection theory and index theory of subalgebras, respectively.
According to each standpoint, their mathematical definitions of sectors are
different in general. A definition of sector which is a set of some equivalence
classes of representations of an observable algebra is interpreted to our defi-
nition through a relation between representations and endomorphisms under
several assumptions. It is well-known that there are operations on SectA(or
subsets of SectA) which are similar to direct sum and tensor product among
representations of a group. Under these operations and some assumptions,
a commutative algebra which consists of some sectors is called a fusion rule
algebra([10]). We consider that the essential assumption for the existence
of such sum is coming from Borchers property which states the existence of
sufficient isometries in an observable algebra.

Without a special assumption, SectA is always a semigroup by compo-
sition of sectors which is not abelian in general. In this paper, we show that
there is a completely symmetric N -ary operation on SectA which seems
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“sum” with respect to the product of sectors when there is a unital ∗-
embedding of the Cuntz algebra ON into A.

In this paper, Hom(A,B) is the set of all unital ∗-homomorphisms from
A to B for each unital ∗-algebras A and B.

Theorem 1.1. Let SectA be the sector semigroup of a unital C∗-algebra A.
(i) For A, assume that

(1.1) ∃N ≥ 2 s.t. Hom(ON ,A) 6= ∅.
Then there is an N -ary operation p on SectA such that

p(xσ(1), . . . , xσ(N)) = p(x1, . . . , xN ), p ◦ (idN−1 × p) = p ◦ (p× idN−1),

yp(x1, . . . , xN ) = p(yx1, . . . , yxN ), p(x1, . . . , xN )y = p(x1y, . . . , xNy)

for σ ∈ SN and x1, . . . , xN , y ∈ SectA where SN is the group of all
permutations of numbers 1, . . . , N and id is the identity map on SectA.

(ii) For each N ≥ 3, there is a C∗-algebra A which satisfies Hom(ON ,A) 6=
∅ and Hom(ON−1,A) = ∅.

(iii) If A is a von Neumann algebra, then either of the followings holds:
(a) Hom(ON ,A) 6= ∅ ( ∀N ≥ 2), (b) Hom(ON ,A) = ∅ ( ∀N ≥ 2).

If we simply denote p by “+”, then we see that

(1.2)





xσ(1) + · · ·+ xσ(N) = x1 + · · ·+ xN ( ∀σ ∈ SN ),

(x1 + · · ·+ xN ) + xN+1 + · · ·+ x2N−1

= x1 + (x2 + · · ·+ xN+1) + xN+2 + · · ·+ x2N−1

= · · · = x1 + · · ·+ xN−1 + (xN + · · ·+ x2N−1),

y(x1 + · · ·+ xN ) = yx1 + · · ·+ yxN ,

(x1 + · · ·+ xN )y = x1y + · · ·+ xNy.

We see that (1.2) is interpreted as commutativity, associativity of + and
distributive law among + and ·. In this way, + can be considered as “N -ary
sum” on SectA and SectA is an algebra with the N -ary sum and ordinary
binary product without inverse operation of this sum. An algebra with such
unusual operation is known as universal algebra([7, 11]). When N = 2,
SectA is an ordinary algebra without inverse operation of the sum. By
Theorem 1.1 (ii), (iii), SectA has a non binary sum only if A is not a von
Neumann algebra.

Furthermore, this algebraic structure of SectA has applications of branch-
ing laws of representations by embeddings and endomorphisms. We intro-
duce a module of SectA which is naturally arising from an algebraic formu-
lation of branching laws of representations of A by sectors.
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Theorem 1.2. Let BSpecA be the abelian semigroup of all unitary equiv-
alence classes of unital ∗-representations of a unital C∗-algebra A by direct
sum ⊕. Then there is a right action R of the semigroup SectA on BSpecA.
Furthermore if A satisfies (1.1), then (BSpecA, R) is a unital right module
of the algebra SectA which satisfies (1.2), that is,

(v ⊕ w)Rx = vRx ⊕ wRx, (vRx)Ry = vRxy,

vRx1+···+xN = vRx1 ⊕ · · · ⊕ vRxN

for each x, y, x1, . . . , xN ∈ SectA and v, w ∈ BSpecA.

For example, our studies in [20, 21, 22], branching laws of representations
of ON are smartly explained by SectON and BSpecON . As application of
this action, we can distinguish sectors and inclusions of C∗-subalgebras by
comparing their branching laws. We show concrete sectors of ON which are
defined by polynomials of the canonical generators s1, . . . , sN of ON and
their conjugates and branching laws of representations of the CAR algebra
which are associated with endomorphisms of ON in [2].

Theorem 1.3. Define ρ, ρ̄, η ∈ EndO2 by

ρ(s1) ≡ s12,1 + s11,2, ρ̄(s1) ≡ s21,1 + s12,2, η(s1) ≡ s22,1 + s11,2,

ρ(s2) ≡ s2, ρ̄(s2) ≡ s11,1 + s12,2, η(s2) ≡ s21,1 + s12,2

where sij,k ≡ sisjs
∗
k for i, j, k = 1, 2. Denote elements in SectO2 which are

associated with ρ, ρ̄, η by [ρ], [ρ̄], [η], respectively.
(i) ρ, ρ̄, η are not surjective and the following is a set of mutually different

irreducible sectors of O2: {[ρ̄]n[η][ρ], [η], [ρ̄]n, [ρ], [ρ]2 : n ≥ 1}.
(ii) The following equations in SectO2 hold:

[ρ̄][ρ] = [ι] + [α], [ρ][ρ̄] = [ι] + [β1], [ρ̄]2[ρ]2 = [ι] + [α] + [η], [ρ̄][α][ρ] = [η]

where ι is the identity map on O2 and α, β1, β2 are in EndO2∩AutO2

which are defined by the following transpositions, respectively: s1 ↔ s2,
s1 ↔ −s1, s2 ↔ −s2.

(iii) The statistical dimension dρn of ρn is 2n/2 for n ≥ 1.

By Theorem 1.3, [ρ] and [ρ̄] does not commute, but it seems that they are
conjugate.

In § 2, we define the sector as a homomorphism class space and in-
troduce the algebra of sectors of a unital ∗-algebra. In § 3, we consider
Theorem 1.2 and its application. In § 4, we introduce sectors of ON arising
from permutations and their spectrum modules. Branching laws of these
representations of ON are explained by submodules of these modules. In §
5, we treat sectors of ON and their fusion rules more concretely. In § 6, we
consider sectors which are arising from inclusions among ON and UHFN .
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2. An algebraic structure on the sector

We show an exotic algebraic structure of SectA under ON -including con-
dition of a unital ∗-algebra A. For this aim, we prepare several conditions
about the “size” of A. Next, we introduce an N -ary operation on the ho-
momorphism space.

Let A, B and C be unital ∗-algebras and we do not assume that any
algebra is equipped with a topology in this section if there is no special
assumption. In this paper, any representation, homomorphism and endo-
morphism of algebras are assumed unital and ∗-preserving.

2.1. Algebraic embeddings of the Cuntz algebras. We start to con-
sider homomorphisms among the Cuntz algebras and algebras.

Lemma 2.1. Let M,N ≥ 2. Then Hom(OM ,ON ) 6= ∅ if and only if there
is a positive integer k such that M = (N − 1)k + 1.

Proof. If M = (N − 1)k + 1, then Hom(OM ,ON ) 6= ∅ by (6.1) in § 6.
Assume that ϕ ∈ Hom(OM ,ON ). By K-theory([5]), ϕ arises a homomor-
phism ϕ̂ from K0(OM ) to K0(ON ), K0(ON ) ∼= ZN−1 and the class [IN ] of
the unit of ON is a generator of K0(ON ). Because ϕ̂([IM ]) = [IN ] is a gener-
ator of ZN−1, ϕ̂(K0(OM )) = K0(ON ). This shows that there is a surjective
homomorphism from ZM−1 to ZN−1. In consequence, M − 1 ≥ N − 1 and
M − 1 must be divided by N − 1. Hence the statement holds. ¤

By Lemma 2.1, Theorem 1.1 (ii) is proved. In order to define algebraic
operations on sectors, the Cuntz algebra is used as “glue” among sectors.

Definition 2.2. For N ≥ 2, (t1, . . . , tN ) is a system of ON -generators in
A if t1, . . . , tN ∈ A satisfy the following relations:

t∗i tj = δijI (i, j = 1, . . . , N), t1t
∗
1 + . . . + tN t∗N = I.

We denote HNA the set of all systems of ON -generators in A.

IfA is a C∗-algebra, then an element in HNA is in one-to-one correspondence
with that of Hom(ON ,A) by (ti)N

i=1 ↔ ϕ(si) ≡ ti for i = 1, . . . , N . Therefore
HNA 6= ∅ if and only if Hom(ON ,A) 6= ∅.
Lemma 2.3. (i) If HNA 6= ∅, then HN (A⊗ B) 6= ∅ for each B.
(ii) If Hom(A,B) 6= ∅ and HNA 6= ∅, then HNB 6= ∅.
(iii) If A ⊂ B is a unital inclusion such that HNA 6= ∅, then HNB 6= ∅.
(iv) If HNA 6= ∅, then H(N−1)k+1A 6= ∅ for each k ≥ 1. Specially, if

H2A 6= ∅, then HNA 6= ∅ for each N ≥ 2.
(v) HN (A⊕ B) 6= ∅ if and only if HNA 6= ∅ and HNB 6= ∅.

Proof. (i) (t1, . . . , tN ) ∈ HNA implies (t1⊗I, . . . , tN⊗I) ∈ HN (A⊗B).
(ii) If ϕ ∈ Hom(A,B) and (t1, . . . , tN ) ∈ HNA, then (ϕ(t1), . . . , ϕ(tN )) ∈
HNB.
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(iii) Because the inclusion map of A into B is in Hom(A,B), the statement
holds by (ii).
(iv) By Lemma 2.1 and HNON 6= ∅, it holds by (iii).
(v) Assume that (t1, . . . , tN ) ∈ HN (A⊕B) and denote IA and IB are units of
A and B, respectively. Then (IAt1, . . . , IAtN ) ∈ HNA and (IBt1, . . . , IBtN ) ∈
HNB. On the other hand, if (vi)N

i=1 ∈ HNA and (ui)N
i=1 ∈ HNB, then put

ti ≡ vi + ui ∈ A⊕ B. Then we see that (ti)N
i=1 ∈ HN (A⊕ B). ¤

Proposition 2.4. (i) We have the following inclusions among the Cuntz
algebras O2, . . . ,O8:

O2

��
��1

��� HHY PP
PPi

O3 O4 O6 O8��1O5
HHY ��*O7

For 2 ≤ N < M ≤ 8, there is no homomorphism from OM to ON if
there is no oriented path from OM to ON in this illustration. Specially,
H2O3 = ∅, H3O3 6= ∅, H4O3 = ∅, HNO2 6= ∅ for each N ≥ 2.

(ii) If R is a von Neumann algebra, then H2R 6= ∅ or HNR = ∅ for any
N ≥ 2

Proof. (i) By Lemma 2.1, it follows.
(ii) Assume that R is a von Neumann algebra. If R is finite, then H2R = ∅.
If R is properly infinite, then H2R 6= ∅. Assume that R satisfies HNR 6= ∅
for some N ≥ 2 and R = R1⊕R2 is the canonical decomposition such that
R1 is finite or {0}, and R2 is properly infinite or {0}. Then HNR 6= ∅ only
when R1 = {0} by Lemma 2.3 (v). In consequence, if HNR 6= ∅ for some
N ≥ 2, then R is properly infinite and H2R 6= ∅. Therefore the statement
holds. ¤

Theorem 1.1 (iii) is proved. In this way, the property of A about HNA is
different in whether A is a von Neumann algebra or not.

Lemma 2.5. Let α be an action of ZN of ON by cyclic permutation of the
canonical generators and OZN

N be the fixed point subalgebra of ON by α. Then
we have the followings: (i) H2OZ2

2 6= ∅. (ii) H2OZ3
3 = ∅, H3OZ3

3 6= ∅.
Proof. (i) Let ρ ∈ EndO2 by ρ(s1) ≡ s1s2s

∗
1+s2s1s

∗
2, ρ(s2) ≡ s1s1s

∗
1+

s2s2s
∗
2. Then ρ(O2) ⊂ OZ2

2 and the statement holds.
(ii) Because OZ3

3 is a subalgebra of O3, the first statement follows by Lemma
2.3 (iii). Let ρν ∈ EndO3 by

(2.1)





ρν(s1) ≡ s12,3 + s23,1 + s31,2, ρν(s2) ≡ s21,3 + s32,1 + s13,2,

ρν(s3) ≡ s11,1 + s22,2 + s33,3
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where sij,k ≡ sisjs
∗
k for i, j, k = 1, 2, 3. Then ρν(O3) ⊂ OZ3

3 . ¤

We show that HNOZN
N 6= ∅ for each N ≥ 4 in Example 5.7.

2.2. An N-ary operation on the homomorphism space. For ϕ,ϕ
′ ∈

Hom(A,B), let ϕ + ϕ
′

be the sum of two linear maps from A to B. Then
ϕ + ϕ

′ 6∈ Hom(A,B) because (ϕ + ϕ
′
)(I) = 2I 6= I. Therefore Hom(A,B) is

not closed under such sum. In stead of ϕ + ϕ
′
, we define a new operation

on Hom(A,B) and EndA. For a unital ∗-algebra A, u ∈ A is an isometry if
u∗u = I. u ∈ A is a unitary if u∗u = uu∗ = I.

Definition 2.6. (i) ϕ1, ϕ2 ∈ Hom(A,B) are equivalent if there is a uni-
tary u in B such that uϕ1(a)u∗ = ϕ2(a) for each a ∈ A. In this case,
we denote ϕ1 ∼ ϕ2.

(ii) ϕ ∈ Hom(A,B) is proper if ϕ is not surjective.
(iii) ϕ ∈ Hom(A,B) is irreducible if ϕ(A)

′ ∩ B = CI where ϕ(A)
′ ∩ B ≡

{b ∈ B : ϕ(a)b = bϕ(a) ∀a ∈ A}.
Irreducible proper endomorphism is important for the study of endomor-
phisms in comparison with that of automorphisms.

If ϕ1, ϕ2 ∈ Hom(A,B) satisfy ϕ1 ∼ ϕ2, then ϕ1 is proper if and only if
ϕ2 is, ϕ1 is irreducible if and only if ϕ2 is. For ϕ1 ∈ Hom(A,B) and ϕ2 ∈
Hom(B, C), ϕ2 ◦ ϕ1 ∈ Hom(A, C). Specially EndA = Hom(A,A) is a unital
semigroup with respect to composition of endomorphisms. Immediately, we
see the following:

Lemma 2.7. (i) If ϕ1, ϕ
′
1 ∈ Hom(A,B) and ϕ2, ϕ

′
2 ∈ Hom(B, C) satisfy

ϕ1 ∼ ϕ
′
1 and ϕ2 ∼ ϕ

′
2, then ϕ2 ◦ ϕ1 ∼ ϕ

′
2 ◦ ϕ

′
1.

(ii) For ϕ1 ∈ Hom(A,B), ϕ2 ∈ Hom(B, C), if ϕ2 and ϕ2◦ϕ1 are irreducible
and ϕ2 is injective, then ϕ1 is irreducible.

(i) If Adui◦ϕi = ϕ
′
i for i = 1, 2, then Ad(u2ϕ2(u1))◦(ϕ2◦ϕ1) = ϕ

′
2◦ϕ

′
1.

(ii) By assumption, CI = {(ϕ2 ◦ ϕ1)(A)}′ ∩ C ⊃ {(ϕ2 ◦ ϕ1)(A)}′ ∩ ϕ2(B) =
ϕ2(ϕ1(A)

′ ∩B) ⊃ CI. Hence CI = ϕ2(ϕ1(A)
′ ∩B). Because ϕ2 is injective,

CI = ϕ1(A)
′ ∩ B and ϕ1 is irreducible. ¤

For N ≥ 2, let Hom(A,B; N) ≡ {(ϕi)N
i=1 : ϕi ∈ Hom(A,B), i =

1, . . . , N}. For Φ = (ϕi)N
i=1, Ψ = (ψi)N

i=1 ∈ Hom(A,B; N), we denote Φ ∼ Ψ
if φi ∼ ψi for each i = 1, . . . , N .

Lemma 2.8. Assume that HNB 6= ∅. For ξ = (ti)N
i=1 ∈ HNB and Φ =

(ϕi)N
i=1 ∈ Hom(A,B; N), define a linear map < ξ|Φ > from A to B by

(2.2) < ξ|Φ >≡ Adt1 ◦ ϕ1 + · · ·+ AdtN ◦ ϕN

where Adti ◦ ϕi ≡ tiϕi(·)t∗i for i = 1, . . . , N . Then the followings hold:
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(i) < ξ|Φ >∈ Hom(A,B) for ξ ∈ HNB and Φ ∈ Hom(A,B; N).
(ii) If Φ, Ψ ∈ Hom(A,B; N) satisfy Φ ∼ Ψ, then < ξ|Φ >∼< η|Ψ > for

ξ, η ∈ HNB.
(iii) For any permutation σ ∈ SN , < ξ|Φ >∼< ξ|Φσ > where Φσ ≡

(ϕσ(1), . . . , ϕσ(N)).
(iv) For (ϕi)2N−1

i=1 ∈ Hom(A,B; 2N−1) and ξ, η, ξ
′
, η

′ ∈ HNB, let Φ1,N , ΦN,2N−1,
Φ(2), Φ(3) ∈ HNB by

Φ1,N ≡ (ϕi)N
i=1, ΦN,2N−1 ≡ (ϕi)2N−1

i=N ,

Φ(2) ≡ (ϕa, ϕN+1, . . . , ϕ2N−1), Φ(3) ≡ (ϕ1, . . . , ϕN−1, ϕb),

where ϕa ≡< ξ|Φ1,N > and ϕb ≡< ξ
′ |ΦN,2N−1 >. Then < η|Φ(2) >∼<

η
′ |Φ(3) >.

Proof. Assume that ξ = (ti)N
i=1, η = (ui)N

i=1, Φ = (ϕi)N
i=1 and Ψ =

(ψi)N
i=1 ∈ Hom(A,B; N).

(i) By direct computation, the statement follows.
(ii) Assume that there are unitaries v1, . . . , vN ∈ B such that Advi ◦ψi = ϕi

for i = 1, . . . , N . Let T ≡ u1v1t
∗
1 + · · ·+ uNvN t∗N . Then AdT◦ < ξ|Φ >=<

η|Ψ >.
(iii) Let ξσ−1 ≡ (tσ−1(1), . . . , tσ−1(N)) ∈ HNB. Then < ξ|Φσ >=< ξσ−1 |Φ >∼<
ξ|Φ > by (ii).
(iv) Assume that ξ

′
= (t

′
i)

N
i=1, η

′
= (u

′
i)

N
i=1. Then

< η|Φ(2) >=
∑N

j=1 Ad(u1tj) ◦ ϕj +
∑N

i=2 Adui ◦ ϕN+i−1,

< η
′ |Φ(3) >=

∑N−1
i=1 Adu

′
i ◦ ϕi +

∑N
j=1 Ad(u

′
N t

′
j) ◦ ϕj+N−1.

Let T ≡ u
′
1t
∗
1u
∗
1 + · · ·+ u

′
N−1t

∗
N−1u

∗
1 + u

′
N t

′
1t
∗
Nu∗1 + u

′
N t

′
2u
∗
2 + · · ·+ u

′
N t

′
Nu∗N .

Then AdT◦ < η|Φ(2) >=< η
′ |Φ(3) >. ¤

By Lemma 2.8, we see that < ξ|· > is an N -ary operation on Hom(A,B) for
each ξ ∈ HNB.

Lemma 2.9. If ϕ =< ξ|Φ > for ξ ∈ HNB and Φ ∈ Hom(A,B; N), then ϕ
is not irreducible.

Proof. Assume that ξ = (ui)N
i=1 and Φ = (ϕi)N

i=1. Then U ≡ u1u
∗
1 −

u2u
∗
2 − · · · − uNu∗N satisfies Uϕ(x) = ϕ(x)U for each x ∈ A. Hence U ∈

ϕ
′
(A) ∩ B and U 6∈ CI. Therefore the statement holds. ¤

2.3. Operations on the sector. For unital ∗-algebras A and B, define

Sect(A,B) ≡ Hom(A,B)/∼ .
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Sect(A,B) is often defined by Hom(A,B)/InnB where InnB is the inner
automorphism group of B. The space Sect(A,B) of homomorphism classes
is called the sector from A to B. An element of Sect(A,B) is called a sector
from A to B, too. Remark that the symbol Sect(A,B) in [15] and ours are
different in the position of A and B, and the former is a subset of the latter in
general. Specially, we denote SectA ≡ Sect(A,A). Denote [ϕ] ∈ Sect(A,B)
by [ϕ] ≡ {ϕ′ ∈ Hom(A,B) : ϕ

′ ∼ ϕ}. [ϕ] is proper if ϕ is. [ϕ] is irreducible
if ϕ is.

If α is an isomorphism from A1 to A2, then a map Lα from Sect(B,A1)
to Sect(B,A2) which is defined by Lα[ϕ] ≡ [α◦ϕ] is bijective. A map Rα from
Sect(A1,B) to Sect(A2,B) which is defined by [ϕ]Rα ≡ [ϕ ◦ α] is bijective,
too.

For [ϕ1] ∈ Sect(A,B) and [ϕ2] ∈ Sect(B, C),
(2.3) [ϕ2][ϕ1] ≡ [ϕ2 ◦ ϕ1] ∈ Sect(A, C)
is well-defined by Lemma 2.7. Furthermore we see that x(yz) = (xy)z for
x ∈ Sect(C,D), y ∈ Sect(B, C) and z ∈ Sect(A,B). (2.3) is called the
sector product. Specially, SectA is a unital semigroup with unit [ι] where
ι is the identity map on A. SectA is non abelian in general. The outer
automorphism group OutA ≡ {[α] : α ∈ AutA} of A is a subgroup of
SectA. If x ∈ OutA ∩ SectA, then x is irreducible. For a unital ∗-algebra
A, SectA is called the sector semigroup of A.

Lemma 2.10. Assume that B is simple. For y ∈ Sect(A,B) and x ∈
Sect(B, C), if both x and xy are irreducible, then y is irreducible.

Proof. Assume that x = [ϕ2] and y = [ϕ1]. Because B is simple, any
element in Hom(B, C) is injective. Hence ϕ2 is injective. By Lemma 2.7 (ii),
ϕ1 is irreducible. Hence the statement holds. ¤

Under assumption HNA 6= ∅ for A in Definition 2.2, we can consider
the following “N -ary additive structure” on SectA.

Lemma 2.11. Assume that HNB 6= ∅. For [ϕ1], . . . , [ϕN ] ∈ Sect(A,B),
define

(2.4) p([ϕ1], . . . , [ϕN ]) ≡ [< ξ|Φ >]

where Φ = (ϕ1, . . . , ϕN ), ξ ∈ HNB and < ·|· > is in (2.2). Then the
followings hold:

(i) p is well-defined as an N -ary operation on Sect(A,B), that is, the
lhs in (2.4) is independent of the choice of both ξ and representatives
ϕ1, . . . , ϕN .

(ii) p is completely symmetric, that is,
p(xσ(1), . . . , xσ(N)) = p(x1, . . . , xN ) for each σ ∈ SN and x1, . . . , xN ∈
Sect(A,B).
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(iii) p ◦ (p× idN−1) = p ◦ (idj × p× idN−1−j) for j = 1, . . . , N − 1 where id
is the identity map on Sect(A,B).

Proof. By Lemma 2.8, (i) and (ii) hold. (iii) is verified by Lemma 2.8
(iv) and similar discussion. ¤

Definition 2.12. When HNB 6= ∅, p in (2.4) is called the N -ary sector sum
on Sect(A,B). (2.3) and p are called sector operations.

We denote x1 + · · ·+ xN ≡ p(x1, . . . , xN ) for x1, . . . , xN ∈ Sect(A,B). Then
we see that

xσ(1) + · · ·+ xσ(N) = x1 + · · ·+ xN ,

x1 + · · ·+xN−1 +(xN + · · ·+x2N−1) = (x1 + · · ·+xN )+xN+1 + · · ·+x2N−1

for x1, . . . , x2N−1 ∈ Sect(A,B) and σ ∈ SN . In this way, the notation
x1 + · · · + xN is reasonable as a kind of sum. Because the notation “ + ”
means a binary operation usually, it may give rise to a misunderstanding.
In stead of this weak side, “ + ”(or which is denoted by ⊕)is often used in
convenience([3, 14]).

In consequence, we have the followings:

Proposition 2.13. Assume that HNB 6= ∅.
(i) (Sect(A,B), +) becomes an abelian (=completely symmetric)N -ary semi-

group. Specially, (Sect(A,B),+) is an ordinary abelian semigroup
when N = 2.

(ii) If HNB′ 6= ∅ and φ ∈ Hom(B,B′), then a map Lφ from Sect(A,B) to
Sect(A,B′) which is defined by Lφ[ϕ] ≡ [φ ◦ ϕ] is an N -ary semigroup
homomorphism, that is, Lφ(x1 + · · ·+ xN ) = Lφ(x1) + · · ·+ Lφ(xN ).

(iii) If φ ∈ Hom(A1,A2), then a map Rφ from Sect(A2,B) to Sect(A1,B)
which is defined by [ϕ]Rφ ≡ [ϕ ◦ φ] is an N -ary semigroup homomor-
phism. Specially, if A1

∼= A2, then Sect(A2,B) and Sect(A1,B) are
isomorphic as an N -ary semigroup.

Furthermore we can check the followings:

x(y1 + · · ·+ yN ) = xy1 + · · ·+ xyN , (y1 + · · ·+ yN )z = y1z + · · ·+ yNz

for any x ∈ Sect(B, C), y1, . . . , yN ∈ Sect(A,B) and z ∈ Sect(D,A).

Theorem 2.14. Assume that HNA 6= ∅.
(i) SectA is a unital N -ary algebra with respect to the sector product and

the sector sum.
(ii) If A ∼= B, then SectB has an N -ary algebraic structure and SectA ∼=

SectB as an N -ary algebra.
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Proof. (i) By Proposition 2.13 and discussion in the above, the state-
ment holds.
(ii) Let α be an isomorphism from A to B. Then HNB 6= ∅ by Lemma 2.3
(ii). Hence SectB is a unital N -ary algebra with respect to sector operations.
We see that a map F from SectA to SectB defined by F ([ρ]) ≡ [α ◦ ρ ◦ α−1]
for [ρ] ∈ SectA is a unital isomorphism from SectA to SectB. ¤

When N = 2, we call 2-ary(=binary)algebra by algebra simply.
If we denote Nx ≡ p(x, . . . , x) for x ∈ Sect(A,B), then we see that

Mx ∈ Sect(A,B) is well-defined for each x ∈ Sect(A,B) and M ∈ NN ≡
{(N − 1)k + 1 : k = 0, 1, 2, . . .}. Therefore we have a map from NN ×
Sect(A,B) to Sect(A,B). Because NN itself is a commutative N -ary algebra,
it seems that Sect(A,B) is a “module” of NN and SectA is an algebra with
“the coefficient ring” NN .

The following is well-known as an empirical rule in the theory of sub-
factors:

Corollary 2.15. If R is a properly infinite von Neumann algebra, then
SectR is always an algebra.

Proof. By Proposition 2.4 (ii), it holds. ¤

By Corollary 2.15 and Proposition 2.4 (ii), an exotic algebraic structure of
SectA does not appear when A is a von Neumann algebra. We see that the
difference of operator topology has much effect on the algebraic structure of
the sector.

Definition 2.16. (i) For a unital ∗-algebra A which satisfies HNA 6= ∅,
SectA which is attained with sector operations is called the sector al-
gebra of A.

(ii) S is a sector algebra if S is an N -ary subalgebra of SectA for some
unital ∗-algebra A which satisfies HNA 6= ∅.

By Grothendieck construction, we can obtain an abelian group from an
abelian semigroup Sect(A,B) when H2B 6= ∅. By Proposition 2.4, we have
a non trivial ternary sum on SectO3. In the same way, we see the non-
triviality of the N -ary sum on SectON for each N ≥ 2. These systems are
already considered as universal algebras([7, 11]) in only a purely theoretical
framework. We give an exact formulation of our system as a universal
algebra in Appendix A. In this point of view, we see that sector algebras
are essentially new and exotic examples of universal algebra with non binary
sum. The sector is a new kind of number.

When N = 2, it may be that SectA should be called the ring of sectors.
According to the terminology of universal algebra, we call SectA by the
algebra of sectors in this article. This exotic algebraic structure of SectA
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is compatible to both the algebraic structure of fusion rule algebra and
branching laws of representations of C∗-algebras. Examples are shown in §
4, § 5, § 6.

Proposition 2.17. Assume that HNAi 6= ∅ for i = 1, 2.
(i) Denote Sect(B,A1)⊕Sect(B,A2) ≡ Sect(B,A1)×Sect(B,A2) and x⊕

y ≡ (x, y) ∈ Sect(B,A1)×Sect(B,A2). Then Sect(B,A1)⊕Sect(B,A2)
is an N -ary semigroup by an N -ary operation x1⊕y1+ · · ·+xN⊕yN ≡
(x1 + · · ·+ xN )⊕ (y1 + · · ·+ yN ).

(ii) Define a map F from Sect(B,A1)⊕Sect(B,A2) to Sect(B,A1⊕A2) by

F ([ϕ1]⊕ [ϕ2]) ≡ [ϕ1 ⊕ ϕ2] ( [ϕ1]⊕ [ϕ2] ∈ Sect(B,A1)⊕ Sect(B,A2) ),

(ϕ1 ⊕ ϕ2)(a) ≡ ϕ1(a)⊕ ϕ2(a) (a ∈ B).

Then F is an N -ary semigroup isomorphism.

Proof. (i) The N -ary associativity of the operation + on Sect(B,A1)⊕
Sect(B,A2) follows from that of sector sums of Sect(B,A1) and Sect(B,A2),
respectively.
(ii) For (ϕ1, ϕ2) ∈ Hom(B,A1) × Hom(B,A2), we see that ϕ1 ⊕ ϕ2 ∈
Hom(B,A1⊕A2). Furthermore [ϕ1⊕ϕ2] is uniquely defined for [ϕ1]⊕ [ϕ2].
Therefore F is well-defined on Sect(B,A1)⊕ Sect(B,A2). Finally, we easily
can check that F is bijective and F ( ([ϕ1]+ · · ·+[ϕN ])⊕ ([ψ1]+ · · ·+[ψN ]) )
= F ([ϕ1]⊕ [ψ1]) + · · ·+ F ([ϕN ]⊕ [ψN ]). ¤

In consequence, if HNAi 6= ∅ for i = 1, . . . , m, then the following abelian
N -ary semigroup isomorphism holds:

Sect(B,⊕m
i=1Ai) ∼= ⊕m

i=1Sect(B,Ai).

Assume that HNA1 6= ∅. If ϕ ∈ Hom(A1,A2), then we have an N -
ary semigroup homomorphism Lϕ from Sect(B,A1) to Sect(B,A2). Even
if ϕ is injective, Lϕ is not injective in general. For example, put A1 ≡
O2 ⊕ O2 A2 ≡ M2(C) ⊗ O2 = M2(O2) and a map ι from A1 to A2 by
ι(A,B) ≡ diag(A,B) ∈ A2. Put ϕ1, ϕ2 ∈ Hom(B,O2) such that ϕ1 6∼ ϕ2.
Put ϕ ≡ ϕ1⊕ϕ2, ϕ

′ ≡ ϕ2⊕ϕ1 ∈ Hom(B,A1). Then ϕ 6∼ ϕ
′
in Hom(B,A1).

On the other hand, ι◦ϕ ∼ ι◦ϕ
′ ∈ Hom(B,A2). Therefore Lι([ϕ]) = Lι([ϕ

′
])

but [ϕ] 6= [ϕ
′
]. Hence Lι is not injective.

2.4. Fusion rules, conjugate sectors and the canonical sector. We
introduce general definitions of fusion rule and conjugate sector, and show
the existence of the canonical sector. Their examples are treated in § 5.

Definition 2.18. When HNB 6= ∅, x ∈ Sect(A,B) is decomposable if there
is x1, . . . , xN ∈ Sect(A,B) such that x = x1 + · · · + xN . If x is not decom-
posable, x is called indecomposable.
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If x is irreducible, then x is indecomposable by Lemma 2.9. If x is decom-
posable, then x is proper. We do not know whether the indecomposability
implies the irreducibility or not.

Assume that HNC 6= ∅ for N ≥ 2. For x ∈ Sect(B, C) and y ∈
Sect(A,B), if there are z1, . . . , zN ∈ Sect(A, C) such that the following holds:

xy = z1 + · · ·+ zN ,

then this equation is called the fusion rule of x and y. In § 3, we show that
fusion rules are useful to compute branching laws of representation arising
from x and y. Assume that there is a set S = {xλ ∈ SectA : λ ∈ Λ} which
satisfies that for each µ, ν ∈ Λ, there is nµν,λ ∈ {0}∪{(N−1)l+1 ∈ N : l ≥ 0}
for each λ ∈ Λ such that

(2.5) xµxν =
∑

λ∈Λ

nµν,λxλ.

Furthermore if nµν,λ = nνµ,λ, then < S > is a commutative fusion rule
algebra([10]) where < S > is the smallest subset of SectA which is closed
under both N -ary sector sum and sector product for S ⊂ SectA. So-called
fusion rule algebra is a subalgebra of SectA with assumption H2A 6= ∅.
Definition 2.19. Assume that HNA 6= ∅ and HMB 6= ∅ for some N, M ≥ 2.
For x ∈ Sect(A,B), x̄ ∈ Sect(B,A) is a left(resp.right)conjugate of x if there
are y1, . . . , yN−1 ∈ SectA( resp. z1, . . . , zM−1 ∈ SectB) such that

x̄x = [ιA] + y1 + · · ·+ yN−1 (resp. xx̄ = [ιB] + z1 + · · ·+ zM−1)

where ιA and ιB are identity maps on A and B, respectively.

About conjugate sector and related topics in quantum field theory and index
theory, see [3, 4, 10, 12, 13, 14, 15].

Assume that HNA 6= ∅. < OutA > is the free N -ary algebra generated
by the group OutA. Specially, when N = 2, < OutA > is the ordinary free
algebra of OutA without inverse of sum. From this, if x = [α1] + · · · +
[α(N−1)k+1], α1, . . . , α(N−1)k+1 ∈ AutA, then y

′
= [α−1

1 ] + z1 + · · ·+ z(N−1)l

is the left and right conjugate of x for each z1 + · · · + z(N−1)l ∈ SectA and
l ≥ 0. In this way, the conjugate sector in Definition 2.19 is not unique in
general. We show an example of sectors x, y ∈ SectO2 which are proper,
irreducible and mutually conjugate but xy 6= yx in § 4.

We denote the identity map on A by ι. If HNA 6= ∅, then a sector

cN ≡ [ι] + · · ·+ [ι]︸ ︷︷ ︸
N

∈ SectA

is called the N -ary canonical sector of A. For ξ = (u1, . . . , uN ) ∈ HNA,
let ρξ(x) ≡ u1xu∗1 + · · · + uNxu∗N for x ∈ A. By definition, [ρξ] = cN . We
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see that the canonical sector of ON coincides the sector associated with the
canonical endomorphism. The following trivial fusion rules hold:

(cN )l = N l−1cN , cNx = xcN = Nx

for each l ≥ 1 and x ∈ SectA.

3. Spectrum modules

3.1. Definition. Let RepA(resp. IrrRepA) be the set of all unital(resp.
irreducible) ∗-representations of a unital C∗-algebra A. We simply denote
π for (H, π) ∈ RepA. Let BSpecA (resp. SpecA)be the set of all unitary
equivalence classes of unital(resp. irreducible)∗-representations of A. Then
BSpecA is an abelian semigroup with respect to direct sum:

BSpecA× BSpecA 3 ([π], [π
′
]) 7→ [π]⊕ [π

′
] ≡ [π ⊕ π

′
] ∈ BSpecA.

We call BSpecA the spectrum semigroup of A. For [ϕ] ∈ Sect(A,B), define

(3.1) [π]R[ϕ] ≡ [π ◦ ϕ] ([π] ∈ BSpecB).

We see that [π]R[ϕ] is well-defined in BSpecA and R[ϕ] is a map from BSpecB
to BSpecA. Furthermore it is possible to show that

(3.2) (v ⊕ w)Rx = vRx ⊕ wRx, (vRx)Ry = vRxy

for v, w ∈ BSpecB, x ∈ Sect(A,B) and y ∈ Sect(C,A). Hence Rx is a
homomorphism between two semigroups. Hence R is a realization of a set
Sect(A,B) in Hom(BSpecB, BSpecA). Specially, R is a unital right action of
a semigroup SectA on BSpecA such that R[ι] = I. Therefore (BSpecA, R)
is a right module of the sector semigroup SectA without inverse of sum.

Definition 3.1. (i) A map R in (3.1) is called the spectrum realization
of Sect(A,B).

(ii) (SectA, R) is called the spectrum module of the sector semigroup SectA.
(iii) S is a submodule of (SectA, R) if S is a subsemigroup of BSpecA which

is closed under the action of SectA.

Assume that HNB 6= ∅. Then we can verify that

(3.3) vRx1+···+xN = vRx1 ⊕ · · · ⊕ vRxN

for x1, . . . , xN ∈ Sect(A,B) and v ∈ BSpecB. Hence R is a homomorphism
of the N -ary semigroup Sect(A,B) to Hom(BSpecB, BSpecA).

Definition 3.2. (i) When HNB 6= ∅, a map R is called the spectrum
homomorphism from Sect(A,B) to Hom(BSpecB, BSpecA).

(ii) When HNA 6= ∅, (BSpecA, R) is called the spectrum module of the
N -ary algebra SectA.

13



(iii) When HNA 6= ∅, S is a submodule of (BSpecA, R) if S is a subsemi-
group of BSpecA which is closed under the action of the N -ary algebra
SectA.

Theorem 3.3. (i) Assume that B is simple. For x ∈ Sect(A,B), if there
is v ∈ SpecB such that vRx ∈ SpecA, then x is irreducible.

(ii) Assume that A is simple. For x ∈ SectA, if there is v ∈ SpecA such
that vRx = v, then xn is irreducible for each n ≥ 1.

(iii) For [ϕ1], [ϕ2] ∈ Sect(A,B), if there is π ∈ RepB such that π ◦ ϕ1 6∼
π ◦ ϕ2, then [ϕ1] 6= [ϕ2].

(iv) For x ∈ SectA, if there is v ∈ SpecA such that vRx 6∈ SpecA, then x
is proper.

(v) Assume that N ≥ 2 is minimal with respect to HNB 6= ∅. For x ∈
Sect(A,B), if there is v ∈ SpecB such that the totality of irreducible
components of vRx is less than N , then x is indecomposable.

Proof. (i) By assumption, there are irreducible representations (H, π)
of B and (H′

, π
′
) of A such that v = [(H, π)] and vRx = [(H′

, π
′
)]. Because

both [π] ∈ Sect(B,L(H)) and [π
′
] ∈ Sect(A,L(H′

)) are irreducible, and
[π]x = vRx = [π

′
]. Therefore x is irreducible by Lemma 2.10.

(ii) We can assume that π ∼ π ◦ ρ. From this, π ∼ π ◦ ρn for each n ≥ 1. By
(i), [ρn] = [ρ]n is irreducible for each n ≥ 1.
(iii) We see that if ϕ1 ∼ ϕ2, then π ◦ ϕ1 ∼ π ◦ ϕ2 for any π ∈ RepB. Hence
the statement holds.
(iv) If ϕ ∈ AutA, then π ◦ϕ is irreducible for any irreducible representation
π of A. Hence the statement holds.
(v) If x is decomposable, then there are x1, . . . , xN ∈ Sect(A,B) such that
x = x1 + · · · + xN . From this, vRx = vRx1 ⊕ · · · ⊕ vRxN . Therefore the
totality of irreducible components of vRx is greater than equal N . From
this, the statement holds. ¤

3.2. Branching laws and spectrum modules. For S ⊂ BSpecA, let
< S > be the set of all finite direct sums of elements in S, < S >∞ be the
set of all countably infinite direct sums of elements in S and < S >R be the
set of all direct integrals of elements in S. Then < S >,< S >∞, < S >R
are subsemigroups of BSpecA and < S >⊂< S >∞⊂< S >R .
Definition 3.4. Let T be a subsemigroup of the sector semigroup SectA.

(i) (BSpecA, R|T ) is called the (right)spectrum module of T .
(ii) V is a T -submodule of BSpecA if V is a subsemigroup of BSpecA and

V Rx ⊂ V for each x ∈ T .

Assume that A ⊂ B is a unital inclusion of C∗-algebra and denote ι0 this
inclusion map. Then the restriction π|A of π ∈ IrrRepB on A is not irre-
ducible in general. If there are a family {πλ}λ∈Λ ⊂ IrrRepA and a family
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{aλ ∈ {0, 1, 2, . . . ,ℵ0,ℵ1, . . . , } : λ ∈ Λ} of multiplicities such that

(3.4) π|A ∼
⊕

λ∈Λ

aλπλ,

then (3.4) is called the branching law of π which is arising from the restriction
on A. In general, (3.4) is described by direct integral. (3.4) is equivalent to
an equation

(3.5) vRx =
⊕

λ∈Λ

aλwλ

where x ≡ [ι0], v ≡ [π] and wλ ≡ [πλ] for λ ∈ Λ. The branching law of v ∈ S
by x ∈ Sect(A,B) is given by (3.5). In order to classify endomorphisms of
A, we introduced a graph from branching laws of an endomorphism in [21].
This classification is just that of sectors.

On the other hand, when we compute the branching law in (3.5), the
information about x = x1 + · · · + xN or x = yz for some other sectors
x1, . . . , xN , y, z is often useful by (3.2) and (3.3). These examples are shown
in § 4, § 5, § 6.

4. Permutative sectors of ON and their spectrum modules

Sectors are interested in quantum field theory and subfactor theory. There-
fore SectA is mainly treated when A is a local observable algebra or a factor.
In this purpose, SectON is often considered to make examples of inclusions
of algebras with non trivial indices. However it seems that the structure of
SectON itself is not well-known.

In general, there is no uniqueness of irreducible decomposition for
representations of a C∗-algebra and the branching law for them make no
sense. We introduce nice classes of representations and endomorphisms of
the Cuntz algebras which satisfy the uniqueness of irreducible decomposi-
tion ([6, 8, 9, 16, 17, 19]). On these representations, we show branching
laws arising from endomorphisms([20, 21, 22]). We explain sectors and
their spectrum modules associated with these representations and endomor-
phisms.

4.1. Permutative representations and endomorphisms. We introduce
several sets of multiindices which consist of numbers 1, . . . , N for N ≥ 2 in
order to describe invariants of representations of ON .

Put {1, . . . , N}0 ≡ {0}, {1, . . . , N}k ≡ {(jl)k
l=1 : jl = 1, . . . , N, l =

1, . . . , k} for k ≥ 1 and {1, . . . , N}∞ ≡ {(jn)n∈N : jn ∈ {1, . . . , N}, n ∈ N}.
Denote {1, . . . , N}∗ ≡ ∐

k≥0{1, . . . , N}k, {1, . . . , N}∗1 ≡
∐

k≥1{1, . . . , N}k,
{1, . . . , N}# ≡ {1, . . . , N}∗1 t {1, . . . , N}∞. For J ∈ {1, . . . , N}#, the length
|J | of J is defined by |J | ≡ k when J ∈ {1, . . . , N}k. For J1, J2 ∈ {1, . . . , N}∗
and J3 ∈ {1, . . . , N}∞ J1∪J2 ≡ (j1, . . . , jk, j

′
1, . . . , j

′
l), J1∪J3 ≡ (j1, . . . , jk, j

′′
1 , j

′′
2 , . . .)
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when J1 = (j1, . . . , jk), J2 = (j
′
1, . . . , j

′
l ) and J3 = (j

′′
n)n∈N. Specially, we

define J ∪ {0} = {0} ∪ J = J for J ∈ {1, . . . , N}# and (i, J) ≡ (i) ∪ J
for convenience. For J ∈ {1, . . . , N}∗ and k ≥ 2, Jk ≡ J ∪ · · · ∪ J︸ ︷︷ ︸

k

. For

J = (j1, . . . , jk) ∈ {1, . . . , N}k and τ ∈ Zk, denote τ(J) = (jτ(1), . . . , jτ(k)).
J ∈ {1, . . . , N}∗1 is periodic if there are m ≥ 2 and J0 ∈ {1, . . . , N}∗1

such that J = Jm
0 . For J1, J2 ∈ {1, . . . , N}∗1, J1 ∼ J2 if there are k ≥ 1

and τ ∈ Zk such that |J1| = |J2| = k and τ(J1) = J2. For (J, z), (J
′
, z
′
) ∈

{1, . . . , N}∗1×U(1), (J, z) ∼ (J
′
, z
′
) if J ∼ J

′
and z = z

′
where U(1) ≡ {z ∈

C : |z| = 1}. For J1 = (j1, . . . , jk), J2 = (j
′
1, . . . , j

′
k) ∈ {1, . . . , N}k, k ≥ 1,

J1 ≺ J2 if
∑k

l=1(j
′
l − jl)Nk−l ≥ 0. J ∈ {1, . . . , N}∗1 is minimal if J ≺ J

′
for

each J
′ ∈ {1, . . . , N}∗1 such that J ∼ J

′
. Specially, any element in {1, . . . , N}

is non periodic and minimal. J ∈ {1, . . . , N}∞ is eventually periodic if there
are J0, J1 ∈ {1, . . . , N}∗1 such that J = J0 ∪ J∞1 . For J1, J2 ∈ {1, . . . , N}∞,
J1 ∼ J2 if there are J3, J4 ∈ {1, . . . , N}∗ and J5 ∈ {1, . . . , N}∞ such that
J1 = J3 ∪ J5 and J2 = J4 ∪ J5.

Put [1, . . . , N ]∗ ≡ {J ∈ {1, . . . , N}∗1 : J is minimal and non periodic}.
Then [1, . . . , N ]∗ is in one-to-one correspondence with the set of all equiva-
lence classes of non periodic elements in {1, . . . , N}∗1. Put [1, . . . , N ]∞ the set
of all equivalence classes of non eventually periodic elements in {1, . . . , N}∞
and [1, . . . , N ]# ≡ [1, . . . , N ]∗ t [1, . . . , N ]∞.

Put α an action of a unitary group U(N) on ON defined by αg(si) ≡∑N
j=1 gjisj for i = 1, . . . , N and g = (gij)N

i,j=1 ∈ U(N). Specially we denote
γw ≡ αg(w) when g(w) = w · I ⊂ U(N) for w ∈ U(1). For J = (j1, . . . , jk) ∈
{1, . . . , N}k, we denote sJ = sj1 · · · sjk

and s∗J = s∗jk
· · · s∗j1 .

A representation (H, π) of ON is permutative if there is a complete
orthonormal basis {en}n∈Λ of H which satisfies ∀(n, i) ∈ Λ× ∈ {1, . . . , N},
∃m ∈ Λ s.t. π(si)en = em. (H, π,Ω) is a generalized permutative(=GP)
representation of ON with cycle by J = (j1, . . . , jk) ∈ {1, . . . , N}k, k ≥ 1
and a phase z ∈ U(1) if Ω ∈ H is a cyclic unit vector such that π(sJ)Ω = zΩ
and {π(sjl

· · · sjk
)Ω : l = 1, . . . , k} is an orthonormal family in H. We

denote P (J ; z) = (H, π,Ω) and P (J) ≡ P (J ; 1) simply. (H, π,Ω) is a GP
representation of ON with chain by J ∈ {1, . . . , N}∞ if Ω ∈ H is a cyclic
unit vector such that {π(sJn)∗Ω}n∈N is an orthonormal family where Jn ≡
(j1, . . . , jn) when J = (jm)m∈N. We denote P (J) = (H, π,Ω) simply.

Any permutative representation is completely reducible. Any cyclic(resp.
irreducible)permutative representation is equivalent to P (J) for some J ∈
{1, . . . , N}#(resp. some J ∈ [1, . . . , N ]∗ or some non eventually periodic
J ∈ {1, . . . , N}∞). For each J ∈ {1, . . . , N}#, P (J) exists uniquely up to
unitary equivalences. P (J) is equivalent to a cyclic permutative represen-
tation. For ρ ∈ EndON and P (J ; z) = (H, π,Ω), we denote P (J ; z) ◦ ρ =
(H, π ◦ ρ, Ω).
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Theorem 4.1. (i) For J ∈ {1, . . . , N}∗1 and z ∈ U(1), P (J ; z) is irre-
ducible if and only if J is non periodic. For J ∈ {1, . . . , N}∞, P (J) is
irreducible if and only if J is non eventually periodic.

(ii) For J1, J2 ∈ {1, . . . , N}∗1 and z1, z2 ∈ U(1), P (J1; z1) ∼ P (J2; z2) if and
only if (J1, z1) ∼ (J2, z2) where P (J1; z1) ∼ P (J2; z2) means the unitary
equivalence of two representations which satisfy the condition P (J1; z1)
and P (J2; z2), respectively. For J1, J2 ∈ {1, . . . , N}∞, P (J1) ∼ P (J2)
if and only if J1 ∼ J2.

(iii) If J ∈ {1, . . . , N}k, k ≥ 1 and z ∈ U(1), then P (J ; 1) ◦ γz = P (J ; zk).
If J ∈ {1, . . . , N}∞ and z ∈ U(1), then P (J) ◦ γz = P (J).

(iv) For J ∈ {1, . . . , N}∗1, z ∈ U(1) and l ≥ 1,

(4.1) P (J l; z) =
l⊕

j=1

P (J ; ξj−1z1/l)

where ξ ≡ e2π
√−1/l. This decomposition is unique up to unitary equiv-

alences. Specially we have P (J l; 1) =
⊕l

j=1 P (J ; ξj−1).

Proof. See Theorem 2.12 in [21]. ¤

We omit the decomposition of chain in this article(see [19]). In consequence,
we have the following:

Theorem 4.2. (i) A set {P (J ; z) : J ∈ {1, . . . , N}∗1, z ∈ U(1)} of rep-
resentations of ON is closed with respect to irreducible decomposition,
and the number of components of decomposition is always finite.

(ii) [1, . . . , N ]# is in one-to-one correspondence with the set of all equiva-
lence classes of irreducible permutative representations of ON .

We review endomorphisms of ON arising from permutations in [20,
21, 22]. Put SN,l the set of all bijections on a set {1, . . . , N}l for l ≥ 1 and
SN,∗ ≡

⋃
l≥1 SN,l. For σ ∈ SN,l, l ≥ 1, ψσ ∈ EndON is defined by

ψσ(si) ≡ uσsi (i = 1, . . . , N), uσ ≡
∑

J∈{1,...,N}l

sσ(J)s
∗
J .

ψσ is called the permutative endomorphism of ON by σ. Put the following
sets:

(4.2) EN,∗ ≡
⋃

l≥1

EN,l, EN,l ≡ {ψσ ∈ EndON : σ ∈ SN,l} (l ≥ 1).

If σ ∈ SN , then ψσ is an automorphism of ON which satisfies ψσ(si) = sσ(i)

for i = 1, . . . , N . Specially, ψid is the identity map on ON . If σ ∈ SN,2 is
defined by σ(i, j) ≡ (j, i) for i, j = 1, . . . , N , then ψσ is just the canonical
endomorphism of ON . If ρ ∈ EN,l and ρ

′ ∈ EN,l
′ , then ρ ◦ ρ

′ ∈ EN,l+l
′−1

for each l, l
′ ≥ 1(see Proposition 3.3 in [21]). Remark that ψσ ◦ ψη 6=
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ψσ◦η in general. EN,∗ is a subsemigroup of EndON . Put EndU(1)ON ≡
{ρ ∈ EndON : ∀z ∈ U(1) ρ ◦ γz = γz ◦ ρ}. For any ρ ∈ EndU(1)ON ,

ρ|UHFN
∈ EndUHFN where we denote UHFN ≡ OU(1)

N . We see that EN,∗ ⊂
EndU(1)ON and ψσ|UHFN

∈ EndUHFN .

Theorem 4.3. (i) If ρ is a permutative endomorphism and (H, π) is a
permutative representation of ON , then (H, π ◦ ρ) is a permutative
representation, too.

(ii) If (H, π) is P (J) for J ∈ {1, . . . , N}∗1 and σ ∈ SN,l, l ≥ 1, then
there are 1 ≤ m ≤ N l−1, a family {Ji}m

i=1 ⊂ {1, . . . , N}∗1 and a family
{(Hi, πi)}m

i=1 of subrepresentations of (H, π ◦ ψσ) such that

(4.3) (H, π ◦ ψσ) = (H1, π1)⊕ · · · ⊕ (Hm, πm)

and (Hi, πi) is P (Ji) for i = 1, . . . ,m. Furthermore if |J | = k, k ≥ 1,
then |Ji| ∈ {ak : a = 1, . . . , N l−1}.

(iii) The rhs in (4.3) is unique up to unitary equivalences.

Proof. See Theorem 3.4 in [21]. ¤

(4.3) is called the branching law of (H, π) by ψσ. By uniqueness of P (J)
and Theorem 4.3 (iii), we can simply denote (4.3) as

(4.4) P (J) ◦ ψσ = P (J1)⊕ · · · ⊕ P (Jm).

For a given J , J1, . . . , Jm in (4.4) are computed by a Mealy machine associ-
ated with σ in [22].

We define an N -ary operation on SN,∗.

Lemma 4.4. (i) Let σ ∈ SN,l+l
′ and l, l

′ ≥ 1. If there is η ∈ SN,l

such that σ(J,K) = (η(J),K) for each J ∈ {1, . . . , N}l and K ∈
{1, . . . , N}l

′
, then ψσ = ψη ∈ EN,l.

(ii) For a family {σ(i)}N
i=1 ⊂ SN,∗, put li ∈ N by σ(i) ∈ SN,li for i =

1, . . . , N and l ≡ max{li : i = 1, . . . , N}. Define σ̂ ∈ SN,l+2 by

σ̂(i, j, J) ≡ ( j, (σ(j))
′
(i, J) )

for i, j ∈ {1, . . . , N} and J ∈ {1, . . . , N}l where (σ(i))
′ ≡ σ(i)× idl−li+1

for i = 1, . . . , N . Then we have ψσ̂ =< ξ|Φ >∈ EN,l+1 where Φ ≡
(ψσ(i))N

i=1 and ξ ≡ (si)N
i=1 ∈ HNON .

Proof. (i) follows from direct computation. Let Φ
′ ≡ (ψ(σ(i))′ )

N
i=1.

Then we see that ψσ̂ =< ξ|Φ′
>. From this ψσ̂ = Ads1 ◦ ψ(σ(1))′ + · · · +

AdsN ◦ ψ(σ(N))′ = Ads1 ◦ ψσ(1) + · · · + AdsN ◦ ψσ(N) =< ξ|Φ > by (i). Put

(σ(i))
′′ ≡ σ(i) × idl−li when li 6= l, and (σ(i))

′′ ≡ σ(i) when li = l. Then we
see that ψσ̂ = Ads1 ◦ ψ(σ(1))′′ + · · · + AdsN ◦ ψ(σ(N))′′ ∈ EN,l+1. Hence the
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statement holds. ¤

4.2. Permutative sectors and their spectrum modules. Let

(4.5) SEN,∗ ≡
⋃

l≥1

SEN,l, SEN,l ≡ {[ψσ] ∈ SectON : σ ∈ SN,l}.

Theorem 4.5. (i) SEN,∗ is an N -ary subalgebra of SectON .
(ii) If xi ∈ SEN,li for i = 1, . . . , N , then x1 + · · · + xN ∈ SEN,l+1 for

l ≡ max{li : i = 1, . . . , N}.
(iii) If x ∈ SEN,l and y ∈ SEN,l

′ , then xy ∈ SEN,l+l
′−1.

(iv) Under an identification UHFN with OU(1)
N , SEN,∗|UHFN

≡ {[ρ|UHFN
] :

ρ ∈ EN,∗} is a subsemigroup of SectUHFN .

Proof. (i) For {[ψσ(i) ]}N
i=1 ⊂ SEN,∗, we see that [ψσ(1) ]+· · ·+[ψσ(N) ] =

[< ξ|Φ >] = [ψσ̂] ∈ SEN,∗ where ξ,Φ are taken in Lemma 4.4 (ii). Then
SEN,∗ is closed under the sector sum on SectON . Because EN,∗ in (4.2) is
closed under product, SEN,∗ is an N -ary subalgebra of SectON .
(ii) This follows from Lemma 4.4 (ii).
(iii) and (iv) follow from the paragraph before Theorem 4.3. ¤

We call SEN,∗ the permutative sector algebra of ON and an element in
SEN,∗ is called a permutative sector of ON . Remark that even if l 6= l

′
,

SEN,l ∩ SEN,l′ 6= ∅ in general by Lemma 4.4 (i). Since #SEN,l ≤ #EN,l =
N l! < ∞, an N -ary subalgebra < SEN,l > of SEN,∗ is finitely generated
and noncommutative. We see that a sector algebra < SEN,l > is a nice
example in a study of sector algebras of ON . < SEN,1 > is shown in the
Example 4.6. We treat the first non trivial example < SE2,2 > and sectors
which does not belong into < SEN,l > in § 5.3.

Example 4.6. For each N ≥ 2, αg is outer when g ∈ U(N), g 6= I.
Therefore < {[αg] : g ∈ U(N)} >∼=< U(N) > where < U(N) > is a free N -
ary algebra generated by U(N). Therefore SectON has an N -ary subalgebra
< U(N) >. Specially, < SN >=< SEN,1 > is an N -ary subalgebra of
SEN,∗.

We introduce several subsemigroups of BSpecON . In this section, we
identify a representation and its unitary equivalence class. Let BP (ON )
(resp. P (ON )) be the set of all unitary equivalence classes of (resp. irre-
ducible) permutative representations ofON , and BP∗(ON )(resp. BP∞(ON ))
the subset of BP (ON ) which consists of all cyclic permutative represen-
tations with a cycle (resp. a chain). Put BPc(ON ) ≡ {vR[γz ] : v ∈
BP (ON ), z ∈ U(1)}, BP#(ON ) ≡ BP∗(ON ) t BP∞(ON ), Pc,∗(ON ) ≡
{P (J ; z) : J ∈ [1, . . . , N ]∗, z ∈ U(1)}, P∗(ON ) ≡ BP∗(ON ) ∩ P (ON ),
P∞(ON ) ≡ BP∞(ON ) ∩ P (ON ), Pc(ON ) ≡ Pc,∗(ON ) t P∞(ON ).
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We see that P (ON ) = {P (J) : J ∈ [1, . . . , N ]#}, P∞(ON ) = {P (J) :
J ∈ [1, . . . , N ]∞}, P∗(ON ) = {P (J) : J ∈ [1, . . . , N ]∗} by Theorem 4.1. In
[21], we show the following inclusions of abelian semigroups:
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where any inclusion is proper. These inclusions show relations among classes
of representations. For example, < BP∗(ON ) >⊂< Pc,∗(ON ) > means that
any element in BP∗(ON ) can be expressed as a finite direct sum of elements
in Pc,∗(ON ). Since Pc,∗(ON ) is the set of unitary equivalence classes of irre-
ducible representations, this inclusion shows irreducible decomposition of el-
ements in BP∗(ON ) with finite multiplicity and finite components. Further-
more the following holds: < BP#(ON ) >∞= BP (ON ) =< BP (ON ) >∞.
Put BPk(ON ) ≡ {P (J) : J ∈ {1, . . . , N}k

min}, Pc,l(ON ) ≡ {P (J) ◦ γz ∈
Pc,∗ : |J | = l} where {1, . . . , N}k

min is the set of all minimal elements in
{1, . . . , N}k for k ≥ 1. Then the following holds by Theorem 4.1 (iv):

< BPk(ON ) >⊂
⊕

l∈D(k)

< Pc,l(ON ) >

where D(k) is the set of all divisors of k. By Proposition 5.2 in [21], we
have the following:

Proposition 4.7. Let (BSpecON , R) be the spectrum module of SpecON .

(i) The followings are SEN,∗-submodules of (BSpecON , R|SEN,∗):
< BP∞(ON ) >, < BP∞(ON ) >∞, BP (ON ), < Pc(ON ) >R ,
< BP∗(ON ) >∞, < Pc,∗(ON ) >∞, < BP∗(ON ) >, < Pc,∗(ON ) >.
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(ii) Let ŜEN,∗ ≡ {x[γz] : x ∈ SEN,∗, z ∈ U(1)}. The followings are ŜEN,∗-
submodules of (BSpecON , R|dSEN,∗

): < BP∞(ON ) >, < BP∞(ON ) >∞,
< Pc(ON ) >R , < Pc,∗(ON ) >, < Pc,∗(ON ) >∞.

(iii) For the following grading

< BP∗(ON ) >=
⊕

k≥1

< BPk(ON ) >,

we have

< BPk(ON ) > Rx ⊂
N l−1⊕

a=1

< BPak(ON ) >

when x ∈ SEN,l, l ≥ 1.

5. Examples of fusion rule and branching law

We treat polynomial endomorphisms of ON and elements in SectON asso-
ciated with them.

5.1. SE2,2. Recall SEN,l in (4.5). SE2,2 includes sufficiently nontrivial ele-
ments. By § 4 in [21], we see the following:

Table 5.1.

SE2,2 =



[ψσ] ∈ SectO2 : σ =

id, (12), (13), (14), (23), (24), (34),
(123), (132), (124), (142), (143), (234),
(1243), (1342), (12)(34)





ψσ ψσ(s1) ψσ(s2) property
ψid s1 s2 inn.aut
ψ12 s12,1 + s11,2 s2 irr.end
ψ13 s21,1 + s12,2 s11,1 + s22,2 irr.end
ψ14 s22,1 + s12,2 s21,1 + s11,2 red.end
ψ23 s11,1 + s21,2 s12,1 + s22,2 red.end
ψ24 s11,1 + s22,2 s21,1 + s12,2 irr.end
ψ34 s1 s22,1 + s21,2 irr.end
ψ123 s12,1 + s21,2 s11,1 + s22,2 red.end
ψ124 s12,1 + s22,2 s21,1 + s11,2 red.end
ψ132 s21,1 + s11,2 s12,1 + s22,2 red.end
ψ142 s22,1 + s11,2 s21,1 + s12,2 irr.end
ψ143 s22,1 + s12,2 s11,1 + s21,2 red.end
ψ234 s11,1 + s21,2 s22,1 + s12,2 red.end
ψ1243 s12,1 + s22,2 s11,1 + s21,2 red.end
ψ1342 s21,1 + s11,2 s22,1 + s12,2 red.end

ψ(12)(34) s12,1 + s11,2 s22,1 + s21,2 out.aut
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where “inn.aut”, “out.aut”, “irr.end” and “red.end” mean an inner au-
tomorphism, an outer automorphism, a proper irreducible endomorphism
and a proper reducible endomorphism, respectively, and sij,k ≡ sisjs

∗
k for

i, j, k = 1, 2.

Theorem 5.2. In 16 elements in SE2,2, 2 in 16 are not proper. One of
them is inner and other is outer. In 14 proper sectors in SE2,2, there are 5
irreducible sectors. The last 9 non irreducible sectors are sums of two non
proper sectors:

(5.1)





[ψ14] = [α] + [−α], [ψ23] = [ι] + [ι], [ψ123] = [ι] + [α],
[ψ124] = [α] + [αβ2], [ψ132] = [ι] + [β1], [ψ143] = [α] + [αβ1],
[ψ234] = [ι] + [β2], [ψ1243] = [α] + [α], [ψ1342] = [ι] + [−ι]

where ι is the identity map on O2 and α, β1, β2 ∈ AutO2 are defined by
transpositions α : s1 ↔ s2, β1 : s1 ↔ −s1, β2 : s2 ↔ −s2, −ι ≡ ιθ,
−α ≡ αθ, θ : si ↔ −si for i = 1, 2.

Proof. Let ξ ≡ (s1, s2), ξ
′ ≡ (2−1/2(s1 − s2), 2−1/2(s1 + s2)) ∈ H2O2.

Denote ϕ1+ζ ϕ2 ≡< ζ|(ϕ1, ϕ2) > for ζ = ξ, ξ
′
and ϕ1, ϕ2 = ι, α, β1, β2. Then

the following equations hold: ψ123 = ι+ξ α, ψ14 = α+ξ′ α, ψ124 = α+ξ′ αβ2,
ψ132 = ι+ξ

′ β1, ψ143 = α+ξ
′ αβ1, ψ234 = ι+ξ

′ β2, ψ1342 = ι+ξ
′ θ, ψ23 = ι+ξ ι,

ψ1243 = α +ξ α. Therefore the statements hold. ¤

By Theorem 5.2, branching laws of sectors in (5.1) are more easily computed
than direct computations in [20, 21, 22].

Note that ψ12, ψ13, ψ24, ψ34, ψ143 are irreducible and proper.

Proof of Theorem 1.3. We see that ρ = ψ12, ρ̄ = ψ13 and η = ψ142.
(i) We can verify the following relations: ρ̄ ◦ ρ = ψ123 = α +ξ ι, ρ ◦ ρ̄ =
ψ132 = ι +ξ′ β1 by Theorem 5.2.
(ii) This follows from (i) and Theorem 3.3.
(iii) For ρ1, ρ2 ∈ EndO2, denote (ρ1, ρ2) be the set of intertwiners between
ρ1 and ρ2. We see that S ≡ 2−1/2(s1 + s2) ∈ (ι, ρ◦ ρ̄) and R ≡ s2 ∈ (ι, ρ̄◦ρ).
Hence ρ̄(S∗)R = 2−1/2I. By the definition of dρn(see [4]), the statistical
dimension of ρ is

√
2. In the same way, we see that dρn = 2n/2 for each

n ≥ 1. ¤

Remark 5.3. By Theorem 1.3, it seems that [ρ̄] is the conjugate sector of
[ρ] but we do not know exact relation with them. We see that P (1)R[ρ][ρ̄] =
P (11) and P (1)R[ρ̄][ρ] = P (1) ⊕ P (2). By Theorem 1.3 and comparison of
branching laws, we see that

[ρ][ρ̄] 6= [ρ̄][ρ].
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The irreducibility of [ρ]n, n ≥ 3 and the structure of noncommutative sub-
algebra < {[ρ], [ρ̄]} >⊂ SectO2 are unknown yet.

Proposition 5.4. (i) [η]2 = ([ι] + [θ])([ι] + [α]). That is, η is self conju-
gate.

(ii) For n ≥ 2,

[η]n =





4k−1([ι] + [θ])([ι] + [α]) when n = 2k,

2 · 4k−1[η]([ι] + [θ]) when n = 2k + 1.

Proof. We denote [ρ], [η] by ρ, η simply.
(i) η2 = (ρ̄αρ)(ρ̄αρ) = ρ̄α(ι+β1)αρ = ι+α+ ρ̄θβ1ρ = ι+α+θ(ι+α) where
we use β1ρ = ρ and ρ̄ρ = ι + α.
(ii) By (i), we see that η4 = (ι + θ)2(ι + α)2 = 2(ι + θ) · 2(ι + α) = 4(ι +
θ)(ι + α) = 4η2, η2n = (η2)n = 4n−1η2. Hence the statement holds. ¤

Corollary 5.5. (i) The following isomorphism of commutative algebra
holds without inverse of sum: < {[ρ̄]} >∼= N = {1, 2, 3, . . .}.

(ii) < {[η]} > is a commutative 3-dimensional algebra which is isomorphic
to Z≥0e1 ⊕ Z≥0e2 ⊕ Z≥0e3 \ {0} and e1, e2, e3 satisfy the followings:

e2
1 = e2, e1e2 = e2e1 = e3, e1e3 = e3e1 = 4e2, e2e3 = e3e2 = 4e3

where Z≥0 is the set of non negative integers and

e1 ≡ [η], e2 ≡ ([ι] + [α])([ι] + [θ]), e3 ≡ 2[η]([ι] + [θ]).

Problem 5.6. By comparison with N = 2, the case N = 3 is not so easy
because #E3,2 = 9!.

(i) Enumerate #SE3,2.
(ii) Enumerate proper and irreducible elements in SE3,2.
(iii) Is any non irreducible elements in SE3,2 decomposed into the sum of

three elements in non proper elements in SectO3 ?
For example, ρν in (2.1) is proper and irreducible([20]). We have the fol-
lowing natural questions: Is there a conjugate endomorphism ρ̄ν of ρν ? If
ρ̄ν exists, then compute fusion rules of ρν ◦ ρ̄ν and ρ̄ν ◦ ρν , and determine
the statistical dimension. If ρ̄ν exists, then whether is ρ̄ν ∈ E3,2 or not ?

5.2. SEN,l. We show applications of fusion rules for branching laws of rep-
resentations of ON by endomorphisms.

Example 5.7. Assume that N ≥ 3. Define ρ ∈ EndON by



ρ(s1) ≡
∑N

j=1 sjj,j , ρ(sN ) ≡ ∑N
j=1 sτ j−1(1)sτj−2(1)s

∗
τ j(1)

,

ρ(si) ≡
∑N

j=1 sτ j−1(1)sτj+i−2(1)s
∗
τ j+i−1(1)

(i = 2, . . . , N − 1)
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where τ ∈ ZN is defined by τ(j) ≡ j + 1 (j = 1, . . . , N − 1), τ(N) ≡ 1.
Then ασ ◦ ρ = ρ for each σ ∈ ZN . The following branching law holds for
each k = 1, . . . , N :

P (k) ◦ ρ = P (1)⊕ P (N − 1, N).

Each branching components is irreducible and the branching number is less
than N . Therefore ρ is indecomposable by Theorem 3.3. Since ρ is ZN -
invariant, ρ is proper. From this, ρ ∈ Hom(ON ,OZN

N ). Hence HNOZN
N 6= ∅.

Example 5.8. We show several formulae of decompositions of sectors and
these are used to compute branching laws:

(i) Let ρ1 ∈ EndO2 by




ρ1(s1) ≡ s112s
∗
11 + s111s

∗
12 + s221s

∗
21 + s212s

∗
22,

ρ1(s2) ≡ s12s
∗
1 + s211s

∗
21 + s222s

∗
22.

Then [ρ1] = [ψ12] + [ψ13] where ψ12, ψ13 are in Table 5.1.
(ii) Let ρ2 ∈ EndO3 by

(5.2)





ρ2(s1) ≡ s11,1 + s21,3 + s31,2, ρ2(s2) ≡ s12,1 + s22,2 + s32,3,

ρ2(s3) ≡ s13,1 + s23,2 + s33,3.

Then [ρ2] ≡ [ι] + [ι] + [β1] where β1 is an automorphism of O3 defined
by transposition s1 ↔ −s1.

(iii) Let ρ3 ∈ EndON by

ρ3(si) ≡ sNsis
∗
1 + sN−1sis

∗
N + · · ·+ s1sis

∗
2 (i = 1, . . . , N).

Then [ρ3] = [γz1 ]+· · ·+[γzN ] where zi ≡ e2π
√−1(i−1)/N for i = 1, . . . , N .

Proof. (i) We see that ρ1 =< (s1, s2)|(ψ12, ψ13) >.
(ii) We see that ρ2 ≡< ξ|(ι, ι, β1) > where ξ ≡ (s1, 2−1/2(s2 +s3), 2−1/2(s2−
s3)).
(iii) Put Φ ≡ (γz1 , . . . , γzN ) and ξ ≡ (t1, . . . , tN ) ∈ HNON by ti ≡ N−1/2

∑N
j=1 e2π

√−1(i−1)(j−1)/Nsi for i = 1, . . . , N . Then ρ3 =< ξ|Φ >. ¤

By (i), we see that [P (1)]R[ρ1] = [P (1)]R[ψ12]+[ψ13] = [P (12)] ⊕ [P (2)].
[ρ1]2 = 2[ι] + [α] + [β1] + [ψ12] + [ψ13]. Hence ρ1 is self conjugate.

By (ii), we have P (1) ◦ ρ2 ∼ P (1) ◦ ι ⊕ P (1) ◦ ι ⊕ P (1) ◦ β1 ∼ P (1) ⊕
P (1)⊕ P (1;−1). Hence P (1) ◦ ρ2 ∼ P (1)⊕ P (11) by Theorem 4.1 (iii) and
(iv).

By (iii), the following holds:

(5.3) P (1) ◦ ρ3 ∼ P (1 · · · 1︸ ︷︷ ︸
N

).
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In order to show this directly, we must prepare a representation (H, π) of
ON which is P (1) and check the action π

′ ≡ π ◦ρ3 on vectors in H. Because
the definition of ρ3 is long when N is large, the computation of the action
of π

′
(si) on H needs much computation. By using decomposition of ρ3, we

have [P (1)]R[ρ3] = [P (1)]R[γz1 ]+···+[γzN
] = [P (1)]R[γz1 ]⊕· · ·⊕ [P (1)]R[γzN

] =
[P (1; z1)]⊕· · ·⊕[P (1; zN )] = [P (1 · · · 1)] by Theorem 4.1 (iii) and (iv). Hence
we get (5.3) easier than direct computation.

5.3. Polynomial sectors arising from embeddings. Let A be a unital
∗-algebra and M, N ≥ 2. For ξ = (vi)M

i=1, η = (ui)M
i=1 ∈ HMA and g ∈

U(M), define

(ξ|g|η) ≡
M∑

i,j=1

gijviu
∗
j

Then (ξ|g|η) is a unitary in A. For η, ξ ∈ HMON and g ∈ U(M), put

Θξ,g,η(si) ≡ (ξ|g|η) · si (i = 1, . . . , N).

Then Θξ,g,η ∈ EndON .

Lemma 5.9. Let ξ = (ui)M
i=1, η = (vi)M

i=1 ∈ HMON and g ∈ U(M). If

(5.4) g ∈ SM and ui, vi ∈ {sJ : J ∈ {1, . . . , N}∗1} for i = 1, . . . , M ,

then Θξ,g,η transforms permutative representations of ON to those, that is,
if (H, π) is a permutative representation of ON , then (H, π ◦ Θξ,g,η) is a
permutative representation, too.

Proof. By assumption, Θξ,g,η(si) =
∑M

j=1 vju
∗
σ(j)si for some permu-

tation g = σ ∈ SM . For a given permutative representation (H, π) of ON ,
we see that Θξ,g,η(si) transforms the canonical basis of H to itself for each
i = 1, . . . , N . Hence the statement holds. ¤

Put S ≡< {[Θξ,g,η] : ξ, η ∈ HMON , g ∈ U(M) satisfy (5.4)} >. Lemma
5.9 is interpreted that (BP (ON ), R|S) is a S-module. Examples of ξ, η in
Lemma 5.9 are shown in Lemma 6.1.

Example 5.10. Let ξ1, ξ2 ∈ H3O2 and g ∈ U(3). Denote ti ≡ Θξ1,g,ξ2(si)
for i = 1, 2.

(i) In [2], we introduced the following examples: Put ξ1 ≡ (s1s1, s1s2, s2),
ξ2 ≡ (s1, s2s2, s2s1) and g = I. Then

(5.5) t1 = s1s1, t2 = s1s2s
∗
2 + s2s

∗
1.

We have the following algebraic isomorphism: < {[ι], [Θξ1,g,ξ2 ]} >∼=
N[x] where N[x] is a set of all polynomials of a variable x with the
coefficient set N. Furthermore { [Θξ1,g,ξ2 ]

n }n≥1 is the set of mutually
different, proper irreducible sectors.
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Replace g by




1 0 0
0 0 1
0 1 0


. Then we see that

(5.6) t1 = s1s1, t2 = s1s2s
∗
1 + s2s

∗
2.

The branching law of Θξ1,g,ξ2 on a permutative representation with
cycle always has infinite branches. Therefore endomorphisms of O2

associated with (5.5) and (5.6) are inequivalent.
(ii) Let a, b ∈ R, a2 + b2 = 1. When

ξ1 = ξ2 = (s1, s2s2, s2s1), g =




a b 0
b −a 0
0 0 1


 ,

we have

t1 = as1 + bs2s2, t2 = bs1s
∗
2 − as2s2s

∗
2 + s2s1s

∗
1.

Specially, when a = 2/(1 +
√

5) and b =
√

a, this is the example
ρ ≡ Θξ1,g,ξ2 in [15], p 21 which satisfies [ρ]2 = [ρ]+[ι] and [O2, ρ(O2)] =
(3 +

√
5)/2.

Example 5.11. ρ ∈ EndON in § 3, [14] is given as follows: Let G be an
abelian group with #G = N , < ·, · >: G × G → U(1) be a non-degenerate
symmetric pairing of G and itself:< g, h >=< h, g > is a character for
each variable and < g, h >= 1 for all h ∈ G implies g = 0, and U is a
representation of G on ON . ρ ∈ EndON is given by

ρ(sh) ≡ N−1/2Uh

(∑

k∈G

sk

)
U∗

h , Uh ≡
∑

k∈G

< h, k > sks
∗
k.

Let {Sk1,k2}k1,k2∈G be the set of the canonical generators of ON2 and ξ ≡
(uk1,k2)k1,k2∈G η ≡ (vk1,k2)k1,k2∈G ∈ HN2ON by uk1,k2 ≡ (ϕ ◦ α)(Sk1,k2),
vk1,k2 ≡ (ϕ ◦ β)(Sk1,k2) where ϕ ∈ Hom(ON2 ,ON ) and α, β ∈ AutON2

which are defined by

ϕ(Sk,h) ≡ sksh, α(Sk,h) ≡ N−1/2
∑

k
′∈G

< k, k
′
> Sk′ ,h, β(Sk,h) ≡< h, k > Sk,h.

Then we can verify that ρ = Θξ,I,η.

Example 5.12. ρ ∈ EndO3 in § 4, [14] is given by

ρ(s1) ≡ 2−1(s1 + s2) + 2−1/2s3s3, ρ(s2) ≡ Uρ(s1)U∗,

ρ(s3) ≡ 2−1/2w̄(s1 − s2)s∗3 + ws3(s1s
∗
1 − s2s

∗
2)

where U ≡ s1s
∗
1 + s2s

∗
2 − s3s

∗
3 ∈ O3 and w is a complex number satisfying

w3 = 1. It is known that [ρ]2 = [ρ] + [ι] + [α] where α(s1) ≡ s2, α(s2) ≡ s1,
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α(s3) ≡ −s3 and ρ has the statistical dimension 2. Put g = (gij) ∈ U(5) by

g =




2−1 2−1 w̄2−1/2 0 0
2−1 2−1 −w̄2−1/2 0 0

2−1/2 −2−1/2 0 0 0
0 0 0 w 0
0 0 0 0 −w




and ξ ≡ (s1, s2, s3s3, s3s1, s3s2), η ≡ (s1, s2U, s3s3, s3s1, s3s2) ∈ H5O3. Then
we see that ρ = Θξ,g,η.

6. Sectors arising from inclusions of C∗-algebras

Inclusions of C∗-algebras are studied by their indices and group actions([15]).
We introduce another method to study of inclusions.

Let A ⊂ B be an inclusion of unital C∗-algebras with the inclusion
map ι. If ι

′
: A′ ⊂ B′ is another inclusion of unital C∗-algebras such that

A′ ∼= A and B′ ∼= B, then we see that the difference between ι and ι
′

is
arrived at that of elements in Sect(A,B). If x ≡ [ι] y ≡ [ι

′
] and there is

v ∈ BSpecB such that vRx 6= vRy, then x 6= y. In this way, the classification
of inclusions is checked by comparison of their branching laws. Therefore
the spectrum module of Sect(A,B) is important to consider inclusions of A
to B. We treat Sect(ON ,OM ) and Sect(UHFN ,ON ) in this section.

6.1. Sect(OM ,ON ). By Lemma 2.1, we see that Sect(OM ,ON ) 6= ∅ if and
only if ∃l ≥ 1 s.t. M = (N−1)l+1. We review results in [18]. Let s1, . . . , sN

be the canonical generators of ON . Assume that M = (N − 1)k + 1, k ≥ 2.
Put

(6.1)





ti ≡ si (i = 1, . . . , N − 1),

t(N−1)l+i ≡ (sN )lsi

(
l = 1, . . . , k − 1,
i = 1, . . . , N − 1

)
,

tM ≡ (sN )k.

Then (t1, . . . , tM ) ∈ HMON . If u1, . . . , uM are the canonical generators of
OM , then ϕM,N (ui) ≡ ti for i = 1, . . . ,M defines a unital embedding of OM

into ON . Hence ϕM,N ∈ HMON and [ϕM,N ] ∈ Sect(OM ,ON ).

Lemma 6.1. (i) The embedding ϕM,N of OM into ON in (6.1) transforms
permutative representations of ON to those of OM , that is, R[ϕM,N ] ∈
Hom(BP (ON ), BP (OM )).

(ii) If J ∈ {1, . . . , N}∗1, then there are 1 ≤ m < ∞ and {Ji}m
i=1 ⊂ {1, . . . , M}∗1

such that P (J)◦ϕM,N = P (J1)⊕· · ·⊕P (Jm), that is, R[ϕM,N ] ∈ Hom(<
BP∗(ON ) >, < BP∗(OM ) >).
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Proof. We denote ϕM,N by ϕ simply. Assume that s1, . . . , sN and
u1, . . . , uM are canonical generators of ON and OM , respectively.
(i) Let (H, π) be a permutative representation of ON . Then we can realize
H = l2(Λ) for some set Λ. By assumption for each i = 1, . . . , N and n ∈ Λ,
there is m ∈ Λ such that π(si)en = em. For i = 1, . . . , M , ϕ(ui) is a
monomial of s1, . . . , sN . Hence, for each i = 1, . . . , M and n ∈ Λ, there is
m
′ ∈ Λ such that (π ◦ ϕ)(ui)en = em

′ . Therefore π ◦ ϕ is a permutative
representation of OM .
(ii) Assume that J ∈ {1, . . . , N}k, k ≥ 1. By Lemma 2.7 in [21], we can
choose P (J) = (l2(N), π) such that π(si)en = eN(n−1)+i for anyi = 1, . . . , N

and n ≥ k + 1. Denote π
′ ≡ π ◦ ϕ. Then we see that π

′
(ui)en ∈ W ≡ {en

′ :
n
′ ≥ k + 1} for each i = 1, . . . , M when n ≥ k + 1. Then π

′
has neither

chain nor cycle in V ≡ Lin < W >. Because dimV ⊥ < ∞, π
′

has finite
number of cycles in V ⊥. In consequence π

′
has finite number of cycles in

l2(N). Because of the completely reducibility of permutative representation,
the statement holds. ¤

For example, consider a case (M, N) = (3, 2). Let φ1, φ2 ∈ Hom(O3,O2)
be defined by

φ1(u1) ≡ s1, φ1(u2) ≡ s2s1, φ1(u3) ≡ s2s2,

φ2(u1) ≡ s1s1, φ2(u2) ≡ s1s2, φ2(u3) ≡ s2.

By Lemma 6.1 (ii) and the similar discussion, we see that for each J ∈
{1, 2}∗1, there are 1 ≤ m < ∞ and J1, . . . , Jm ∈ {1, 2, 3}∗1 such that P (J) ◦
φi = P (J1)⊕ · · · ⊕ P (Jm) for i = 1, 2.

Let P (1; z) = (H, π,Ω) be a GP representation of O2. Let πi ≡ π ◦ φi

for i = 1, 2. Then πi(u1)Ω = ziΩ. From this and some discussion, we see
that P (1; z)◦φi = P (1; zi) for i = 1, 2. Therefore P (1; z)◦φ1 6∼ P (1; z)◦φ2.
From this, φ1 6∼ φ2 by Theorem 3.3 (iv). Hence [φ1] 6= [φ2].

In the same way, we have concrete polynomial embeddings of the
Cuntz-Krieger algebra OA into ON in [18]. Specially, Hom(OA,O2) 6= ∅
for any A. Therefore Sect(OA,O2) is always a semigroup.

6.2. Sect(UHFN ,ON ). Under identification UHFN = OU(1)
N , this canonical

inclusion ϕ0 : UHFN ↪→ ON is in Hom(UHFN ,ON ). By composing ϕ0 and
elements in EndON , we have examples in Hom(UHFN ,ON ). By branching
laws arising from ϕ0 in [6], elements in Sect(UHFN ,ON ) are distinguished.
We show explicit branching laws of permutative representations ofON which
is restricted on UHFN .

Theorem 6.2. Let (H, π,Ω) be P (J) for a non periodic J = (j1, . . . , jk) ∈
{1, . . . , N}k. Then there is the following irreducible decomposition:

(6.2) (H, π|UHFN
) = (V1, π|UHFN

)⊕ · · · ⊕ (Vk, π|UHFN
)
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where Vi ≡ Vi,0, Vi,0 ≡ Lin < {π(sJ ′ )ei ∈ H : J
′ ∈ {1, . . . , N}kl, l ≥ 0} >

and ei ≡ π(sji · · · sjk
)Ω for i = 1, . . . , k.

Proof. Here we denote π(si) by si simply. We see that sI0s
∗
J0

ej ∈ Vj,0

for j = 1, . . . , k when I0, J0 ∈ {1, . . . , N}∗ satisfy |I0| = |J0|. Therefore Vj

is a UHFN -module. If x ∈ Vj , then there is J
′ ∈ {1, . . . , N}kl such that

< s∗
J ′

x|ej >6= 0. We replace x by s∗
J ′

x. Then we have a decomposition
x = ej + y where < y|ej >= 0. From this, Tnx → ej when n → ∞ where
Tn ≡ sn

J(sn
J)∗ for n ∈ N because J is non periodic. Hence ej ∈ UHFNx.

In this way, Vj is an irreducible UHFN -module. For xi ∈ Vi and xj ∈ Vj ,
we can verify that < sJ

′ei|sJ
′′ej >= δJ

′
J
′′ < ei|ej >= δJ

′
J
′′ δij . Therefore

V1, . . . , Vk are mutually orthogonal. Because P (J) is an irreducible permu-
tative representation, {sJ ′e1 : J ∈ {1, . . . , N}∗} is a complete orthonormal
system of H. If |J ′ | = lk + j, 0 ≤ j ≤ k − 1, then sJ

′sij ,...,ike1 ∈ Vj . There-
fore H = V1 ⊕ · · · ⊕ Vk. ¤

We simply denote (6.2) by

P (j1, . . . , jk)|UHFN
=

⊕

σ∈Zk

P [jσ(1), . . . , jσ(k)]

where P [jσ(1), . . . , jσ(k)] ≡ (Vσ(1), π|UHFN
). In consequence, we see that

R[ϕ0] ∈ Hom(< P∗(ON ) >, < SpecUHFN > ). Specially CAR ∼= UHF2 =

OU(1)
2 is treated in [1, 2]. About SectUHFN , see Theorem 4.5 (iv).

Acknowledgement: We would like to thank T. Nozawa for good lectures
of super selection theory.

Appendix A. N-ary semigroups, N-ary algebras and their
modules

A well-known generalization of semigroup, group, algebra and module is a
universal algebra([7, 11]). A universal algebra is a set S together with a
system of N -ary operations for S; here N may vary. In order to explain an
exotic algebraic structure of sector explicitly, we prepare several notions for
universal algebra.

For a set S and N ≥ 2, denote SN the set of all N -tuples of elements
from S. p is an N -ary operation on S if p is a map from SN to S.

Definition A.1. Let N ≥ 2 and S be a non empty set.
(i) An N -ary operation p on S is N -arily associative if p satisfies

p(y1, xN+1, . . . , x2N−1) = p(x1, y2, xN+2, . . . , x2N−1) = · · · = p(x1, . . .,
xN−1, yN ) for each x1, . . . , x2N−1 ∈ S where yi ≡ p(xi, . . . , xN+i−1).
We call “N -arily associative” by “associative” simply.
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(ii) (S, p) is an N -ary semigroup if p is an associative N -ary operation on
S.

(iii) An N -ary semigroup (S, p) is N -arily commutative if p is completely
symmetric, that is, p(xσ(1), . . . , xσ(N)) = p(x1, . . . , xN ) for each x1, . . .,
xN ∈ S and permutation σ ∈ SN . We call “N -arily commutative” by
“commutative” or abelian simply.

We see that the 2-ary associativity is just the ordinary associativity of a
binary operation and a 2-ary semigroup is an ordinary semigroup. The 2-
ary commutativity is just the ordinary commutativity of a binary operation,
too.

Lemma A.2. If (S, p) is an N -ary semigroup, then S has an associative
(N − 1)k + 1-ary operation for each k ≥ 1.

Proof. When k = 1, it is trivial. Fix k ≥ 2. Define p
′

an (N −
1)k + 1-ary operation on S recursively as follows: For x1, . . . , x(N−1)k+1 ∈
S, put y1 ≡ p(x1, . . . , xN ), yi+1 ≡ p(yi, x(N−1)i+2, . . . , x(N−1)(i+1)+1) for
i = 1, . . . , k − 1 and p

′
(x1, . . . , x(N−1)k+1) ≡ yk. Then we see that p

′
is an

(N − 1)k + 1-arily associative (N − 1)k + 1-ary operation on S. ¤

Remark that the inverse of Lemma A.2 does not hold in general.
When (S, p) is a commutative N -ary semigroup, we simply denote

x1 + · · ·+ xN = p(x1, . . . , xN )

for x1, . . . , xN ∈ S for convenience. We see that

xσ(1) + · · ·+ xσ(N) = x1 + · · ·+ xN ,

(x1 + · · ·+ xN ) + xN+1 + · · ·+ x2N−1

= x1 + (x2 + · · ·+ xN+1) + xN+2 + · · ·+ x2N−1

= · · · = x1 + · · ·+ xN−1 + (xN + · · ·+ x2N−1)

for x1, . . . , x2N−1 ∈ S and σ ∈ SN . Furthermore we denote Nx ≡ p(x, . . . , x)
for x ∈ S. We see that if x ∈ S, then ((N − 1)k + 1)x in S for each
k ≥ 1. Therefore the N -ary subsemigroup of S generated by x ∈ S is
{x,Nx, (2N − 1)x, (3N − 2)x, . . .}. We can denote x1 + · · ·+ x(N−1)k+1 for
x1, . . . , x(N−1)k+1 ∈ S.

Definition A.3. (i) (S, p, q) is an N -ary prealgebra if (S, p) is an abelian
N -ary semigroup and (S, q) is a semigroup such that the followings
hold:

(A.1)





q(y, p(x1, . . . , xN )) = p(q(y, x1), . . . , q(y, xN )),

q(p(x1, . . . , xN ), y) = p(q(x1, y), . . . , q(xN , y))
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for each x1, . . . , xN , y ∈ S. In this case, p and q are called the sum
and the product of S, respectively. We call an N -ary prealgebra by an
N -ary algebra simply.

(ii) An N -ary algebra (S, p, q) in (i) is unital if there is an element I ∈ S
such that I is a unit of (S, q), that is, q(x, I) = q(I, x) = x for each
x ∈ S.

(iii) S0 is a subalgebra of an N -ary algebra (S, p, q) if S0 is a subset of S
which is closed under both p and q.

(iv) For a subset F of S, a subalgebra S0 of an N -ary algebra (S, p, q) is
generated by F if S0 is the minimal subalgebra of S which contains F .
In this case, we denote S0 by < F >.

For an N -ary algebra (S, p, q), we denote p by + and xy ≡ q(x, y) for x, y ∈ S
simply. Then we see that

y(x1 + · · ·+ xN ) = yx1 + · · ·+ yxN , (x1 + · · ·+ xN )y = x1y + · · ·+ xNy

for each x1, . . . , xN , y ∈ S. In this way, algebraic operations among the
sum and the product of an N -ary algebra seem quite similar to those of
an ordinary algebra except the following two points: (i) There is no inverse
element in S with respect to the sum. When N = 2, it is sufficient to
consider Grothendiek construction from abelian semigroup. However, it is
no idea to consider the inverse in S when N ≥ 3. (ii) It makes no sense to
consider x + y for x, y ∈ S when N ≥ 3.

Definition A.4. (i) For two N -ary semigroups (S, p) and (S
′
, p
′
), ϕ is a

homomorphism from (S, p) to (S
′
, p
′
) if ϕ is a map from S to S

′
such

that ϕ(p(x1, . . . , xN )) = p
′
(ϕ(x1), . . . , ϕ(xN )) for each x1, . . . , xN ∈ S.

(ii) For two N -ary algebras (S, p, q) and (S
′
, p
′
, q
′
), ϕ is a homomorphism

from (S, p, q) to (S
′
, p
′
, q
′
) if ϕ is an N -ary semigroup homomorphism

from (S, p) to (S
′
, p
′
) and it is a semigroup homomorphism from (S, q)

to (S
′
, q
′
).

Definition A.5. (i) (V, R) is a right module of an N -ary semigroup (S, p)
if V is an abelian semigroup and there is a map R from V × S to V
such that

R(v + w, x) = R(v, x) + R(w, x),

R(v, p(x1, . . . , xN )) = R(R(· · ·R(R(v, x1), x2), . . . , xN−1), xN )

for each x, x1, . . . , xN ∈ S and v, w ∈ V .
(ii) (V, R) is a right module of an N -ary algebra (S, p, q) if (V, R) is both

a right module of an N -ary semigroup (S, p) and that of a semigroup
(S, q).

(iii) A right module (V,R) of a unital N -ary algebra (S, p, q) is unital if
R(v, I) = v for each v ∈ V .
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(iv) For a right module (V, R) of an N -ary algebra (S, p, q), V0 is a sub-
module of (V, R) if V0 is a subsemigroup of V and R(v, x) ∈ V0 for
each (v, x) ∈ V0 × S.
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