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For an embedding ϕ of the Cuntz algebra OM into ON , OM

is identified with a subalgebra ϕ(OM) of ON . We construct
irreducible representations of ON with continuous parameters
by extending irreducible representations of OM . They are not
unitarily equivalent to any generalized permutative represen-
tation, especially not to any permutative representation by
Bratteli-Jorgensen and Davidson-Pitts. We show their uni-
tary equivalence by parameters and give another characteri-
zation for them by states or eigenequations of cyclic vectors
without the information of the embedding.

1. Main theorem

In general, representations of C∗-algebras do not have unique decomposi-
tion(up to unitary equivalence) into sums or integrals of irreducibles. How-
ever, the permutative representations of the Cuntz algebra ON do ([2, 4, 5]).
We generalized the permutative representations in [6, 7, 8] by keeping the
uniqueness of decomposition. In this paper. we show an essentially new
class of representations of ON by using generalized permutative(=GP) rep-
resentations of OM and an embedding of OM into ON . In order to introduce
new representations, we start to review GP representations.

Let S(CN ) ≡ {z ∈ CN : ‖z‖ = 1}, S(CN )⊗k ≡ {z(1) ⊗ · · · ⊗ z(k) :
z(i) ∈ S(CN ), i = 1, . . . , k} for k ≥ 1 and S(CN )∞ ≡ {(z(n))n∈N : z(n) ∈
S(CN ), n ∈ N}. Let s1, . . . , sN be canonical generators of ON . For z =
(zi)N

i=1 ∈ CN , define s(z) ≡ z1s1+· · ·+zNsN . Let (H, π) be a representation
ofON . For z = z(1)⊗· · ·⊗z(k) ∈ S(CN )⊗k, (H, π) is GP (z) ofON if there is a
cyclic vector Ω ∈ H such that π(s(z))Ω = Ω where s(z) ≡ s(z(1)) · · · s(z(k)).
For z = (z(n))n∈N ∈ S(CN )∞, (H, π) is GP (z) of ON if there is a unit cyclic
vector Ω ∈ H such that {π(s(z(n))∗ · · · s(z(1))∗)Ω : n ∈ N} is an orthonormal
family in H. For both cases, we call Ω by the GP vector of (H, π). We call
GP (z) by the GP representation of ON by z. If z ∈ S(CN )⊗k is non periodic,
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that is, there is no y ∈ S(CN )⊗l such that z equals to the tensor power y⊗p

of y for some p ≥ 2, then GP (z) exists uniquely up to unitary equivalence.
GP (z) is irreducible if and only if z is non periodic. If both z ∈ S(CN )⊗k

and y ∈ S(CN )⊗l are non periodic, then GP (z) ∼ GP (y) if and only if
l = k and z = y(σ(1))⊗ · · · ⊗ y(σ(k)) for some σ ∈ Zk where ∼ means unitary
equivalence. For each z ∈ S(CN )∞, GP (z) exists uniquely up to unitary
equivalence. Any cyclic permutative representation is a GP representation.

Abe([1]) constructed a new representation (H, π) of O2 with a cyclic
vector Ω ∈ H which satisfies

(1.1)
1√
2
π(s2s1 + s1)Ω = Ω.

By generalizing Abe’s example, we obtain a large class of new representations
of ON and show their properties from GP representations of OM when
M = (N − 1)k + 1 for k ≥ 2.

Let s1, . . . , sN and t1, . . . , tM be canonical generators of ON and OM ,
respectively. Define an embedding ϕ of OM into ON by

(1.2)





ϕ(t(N−1)(l−1)+i) ≡ sl−1
N si (i = 1, . . . , N − 1, l = 1, . . . , k),

ϕ(tM ) ≡ sk
N

where we denote s0
N ≡ I for convenience. We identify ϕ(ti) and ti.

Theorem 1.1. For z = (zi)M
i=1 ∈ S(CM ) with |zM | < 1, assume that (H, π0)

is GP (z) of OM . Then the following holds:
(i) There exists unique representation π of ON on H such that π ◦ϕ = π0

with respect to ϕ in (1.2).
(ii) Any representation (H′

, π
′
) of ON with a cyclic vector Ω

′
which satis-

fies

π
′
(s(ẑ))Ω

′
= Ω

′
, where s(ẑ) ≡ z1t1 + · · ·+ zM tM ∈ ON ,

is unitarily equivalent to (H, π) in (i) We denote such representation
by GP (ẑ) and Ω

′
is called the GP vector of (H′

, π
′
).

(iii) GP (ẑ) is irreducible.
(iv) For w = (wi)M

i=1 ∈ S(CM ) with |wM | < 1, GP (ẑ) ∼ GP (ŵ) if and
only if z = w.

By Theorem 1.1, the symbol GP (ẑ) makes sense as an equivalence class of
representations of ON . The following theorem shows that GP (ẑ) is essen-
tially new as an equivalence class.

Theorem 1.2. Let ϕ̃ : S(CN ) ↪→ S(CM ); ϕ̃(y) ≡ (ϕ̃i(y))M
i=1 by

(1.3) ϕ̃(N−1)(l−1)+j(y) ≡ yl−1
N yj , ϕ̃M (y) ≡ yk

N (y = (yi)N
i=1 ∈ S(CN ))
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for j = 1, . . . , N − 1 and l = 1, . . . , k. If z ∈ S(CM ) satisfies |zM | < 1, then
the following holds:

(i) If z ∈ ϕ̃(S(CN )), then GP (ẑ) ∼ GP (ϕ̃−1(z)).
(ii) If ‖z(l)‖ = 1 for some l ∈ {1, . . . , k}, then GP (ẑ) is the GP represen-

tation by (0, . . . , 0, 1)⊗(l−1) ⊗ z(l) ∈ S(CN )⊗l where {z(l)}k
l=1 ⊂ CN is

defined by z(l) ≡ (z(N−1)(l−1)+1, . . . , z(N−1)l, 0) for l = 1, . . . , k− 1 and
z(k) ≡ (z(N−1)(k−1)+1, . . . , z(N−1)k+1).

(iii) If z 6∈ ϕ̃(S(CN )) and ‖z(l)‖ < 1 for each l = 1, . . . , k, then GP (ẑ) 6∼
GP (y) for any y ∈ S(CN )∞ ∪⋃

k≥1 S(CN )⊗k. Furthermore GP (ẑ) is
not equivalent to any permutative representation.

Consider the case (N, M, k) = (2, 3, 2) for Theorem 1.1. Then the embedding
in (1.2) is as follows: ϕ : O3 ↪→ O2; ϕ(t1) ≡ s1, ϕ(t2) ≡ s2s1, ϕ(t3) ≡
s2s2. Abe’s example in (1.1) is just GP (ẑ) when z = (2−1/2, 2−1/2, 0) ∈
S(C3). Therefore it is irreducible and unique up to unitary equivalence.
Because (2−1/2, 2−1/2, 0) 6∈ {(y1, y2y1, y

2
2) ∈ S(C3) : (y1, y2) ∈ S(C2)}, Abe’s

example is not unitarily equivalent to any permutative representation.
In § 2, we prove Theorem 1.1 and Theorem 1.2. In § 3, we show

another characterization of new representations by extensions of represen-
tations, states and basis. In § 4, we show examples.

2. Proof of the main theorem

In this paper, any representation and embedding are unital and ∗-preserving.
For N ≥ 2, let ON be the Cuntz algebra([3]), that is, it is a C∗-algebra which
is universally generated by generators s1, . . . , sN satisfying s∗i sj = δijI for
i, j = 1, . . . , N and s1s

∗
1 + · · · + sNs∗N = I. In this section, we assume that

M = (N − 1)k + 1 for k ≥ 2 and t1, . . . , tM are canonical generators of OM .
For ϕ in (1.2), we identify ϕ(ti) and ti.

Proof of Theorem 1.1.(i) We identify π0(ti) and ti. Define operators s1, . . . , sN

on H by

(2.1)





si ≡ ti, sN t(N−1)(k−1)+iv ≡ tM tiv (i = 1, . . . , N − 1),

sN tjv ≡ tj+N−1v (j = 1, . . . , M −N),

sN tMv ≡ tMsNv, sNΩ ≡ (I − zM tM )−1Y Ω

for v ∈ H where Y ≡ ∑M−N
j=1 zjtj+N−1 +

∑N−1
j=1 z(N−1)(k−1)+jtM tj . Then

t(N−1)(l−1)+i = sl−1
N si for i = 1, . . . , N − 1, l = 1, . . . , k and tM = sk

N . From
these, we can verify that s1, . . . , sN satisfy the relations of canonical gener-
ators of ON . This gives just the representation π of ON in the statement.
Hence the existence is shown. If π

′
is a representation of ON on H which
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satisfies π
′ ◦ ϕ = π0, then t

′
i ≡ π

′
(ti) satisfies (2.1). This implies π = π

′
.

Hence the uniqueness is shown.
(ii) If (H′

, π
′
) and Ω

′
are in the assumption, then (H′

, π
′ |OM

) is GP (z)
of OM with the GP vector Ω

′
because s(ẑ) =

∑M
j=1 zjtj = t(z). Hence

(H′
, π

′ |OM
) is GP (z) of OM . Therefore (H′

, π
′ |OM

) ∼ (H, π0). By (i),
(H′

, π
′
) satisfies (2.1) with respect to π

′
(ti), Ω

′
and v ∈ H′

. The unitary
which gives the unitary equivalence among (H′

, π
′ |OM

) and (H, π0) implies
that among (H′

, π
′
) and (H, π). Hence the statement holds.

(iii) It is sufficient to show only the irreducibility of (H, π). Because (H, π|OM
)

is GP (z) and GP (z) is irreducible, (H, π|OM
) is irreducible. Since OM ⊂

ON , (H, π) is also irreducible.
(iv) If GP (ẑ) ∼ GP (ŵ), then GP (z) = GP (ẑ)|OM

∼ GP (ŵ)|OM
= GP (w).

This implies that z = w. The inverse direction holds by (i). ¤

In order to show Theorem 1.2, we prepare some lemmata.

Lemma 2.1. For z = (zi)M
i=1 ∈ S(CM ) and y = y(1)⊗· · ·⊗y(L) ∈ S(CN )⊗L,

assume that (H, π) is a representation of ON and there are Ω, Ω
′ ∈ H

such that π(s(ẑ))Ω = Ω and π(s(y))Ω
′

= Ω
′
. Let ρi ≡< Ω|vi > for

vi ≡ π(s(y(i)) · · · s(y(L)))Ω
′

for i = 1, . . . , L. We denote ρLm+i ≡ ρi for
each m ≥ 1. Then the following holds for each i = 1, . . . , L:

(i) |ρi|2 ≤
∑k

l=1 |ρi+l|2‖z(l)‖2 for i = 1, . . . , L. If ρi+k 6= 0 and the equality
holds, then z(k) and y(i+k−1) are linearly dependent.

(ii) If L ≥ 2, z ∈ S0(CM ) ≡ {z ∈ S(CM ) : ∀l, ‖z(l)‖ < 1} and y is non
periodic, then |ρ1| = · · · = |ρL| = 0.

(iii) If L = 1 and z ∈ S0(CM ), then there is τ(z, y) ∈ C such that t(z)∗Ω′
=

τ(z, y) · Ω′
and |τ(z, y)| ≤ 1. τ(z, y) = 1 if and only if z = ϕ̃(y) for ϕ̃

in (1.3).

Proof. For z ∈ S(CM ), define t(z; l) ≡ ∑(N−1)l
j=(N−1)(l−1)+1 zjtj for l =

1, . . . , k − 1 and t(z; k) ≡ ∑M
j=(N−1)(k−1)+1 zjtj . Then t(z) =

∑k
l=1 t(z; l).

(i) Define Yi,1 ≡ 1 and Yi,l ≡ y
(i)
N · · · y(i+l−2)

N for l = 2, . . . , k. Then t∗i vj =
ziy

(j)
i vj+1, t∗(N−1)(l−1)+ivj = Yj,l · y(j+l−1)

i z(N−1)(l−1)+ivj+l. Define Qi,l :

C → C; Qi,l(c) ≡ ρi+l· < z(l)|y(i+l−1) > +c · y(i+l−1)
N , Ri,l ≡ (Qi,l ◦ · · · ◦

Qi,k−1)(ρi+k < z(k)|y(i+k−1) >) for l = 1, . . . , k − 1 and Ri,k ≡ ρi+k <

z(k)|y(i+k−1) >. Then Ri,1 =
∑k

l=1 Yi+1,l· < z(l)|y(i+l−1) > ·ρi+l. Because
< t(z; l)Ω|vi >= Yi,l < z(l)|y(i+l−1) > ρi+l for each l = 1, . . . , k, ρi = Ri,1.
Since |Ri,l|2 ≤ |ρi+l|2‖z(l)‖2 + |Ri,l+1|2 for l = 1, . . . , k − 1,

|ρi|2 = |Ri,1|2 ≤
∑k−1

l=1 |ρi+l|2‖z(l)‖2 + |Ri,k|2 ≤
∑k

l=1 |ρi+l|2‖z(l)‖2.
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From this, the first statement holds. If the equality holds, then the statement
follows by the Schwarz inequality of the term |Ri,k|2.
(ii) Because (i) and ‖z(l)‖ < 1 for each l = 1, . . . , k, |ρ1| = · · · = |ρL|. Put
α ≡ |ρ1|2 = · · · = |ρL|2. If α 6= 0, then there are c1, . . . , cL ∈ C \ {0} such
that y(i+k−1) = ci ·z(k) for each i = 1, . . . , L by (i). Because y = c · (z(k))⊗L

for some c ∈ C, y is periodic. This contradicts with the assumption of y.
Therefore α = 0.
(iii) Define Cl : C → C; Cl(c) ≡< z(l)|y > +cyN and Dl ≡ (Cl ◦
· · · ◦ Ck−1)(< z(k)|y >) for l = 1, . . . , k − 1 and Dk ≡< z(k)|y >. For
each l ∈ {1, . . . , k}, t(z; l)∗s(y)l = yl−1

N < z(l)|y > I. Hence t(z)∗Ω′
=∑k

l=1 t(z; l)∗s(y)lΩ
′

Hence τ(z, y) =
∑k

l=1 yl−1
N < z(l)|y >. Furthermore

we see that τ(z, y) = D1. Because |Dl|2 ≤ ‖z(l)‖2 + |Dl+1|2 for each
l = 1, . . . , k− 1, |τ(z, y)|2 = |D1|2 ≤ ‖z(1)‖2 + · · ·+ ‖z(k− 1)‖2 + |Dk|2 ≤ 1.
If τ(z, y) = 1, then |Dl|2 = ‖z(l)‖2 + |Dl+1|2. Hence there are c2, . . . , ck ∈ C
such that cly = z(l) + (0, . . . , 0, Dl+1 ) for l = 2, . . . , k − 1 and cky = z(k).
From these, we have cl = yl−1

N for l = 2, . . . , k. Hence z = ϕ̃(y). On the
other hand, if z = ϕ̃(y), then we see that τ(z, y) = 1. ¤

Lemma 2.2. Let z = (zi)M
i=1 ∈ S(CM ) and y = (y(n))n∈N ∈ S(CN )∞

and let (H, π) be a representation of ON with unit vectors Ω and Ω
′
such

that t(z)Ω = Ω and {vn}n∈N is an orthonormal family in H where vn ≡
s(y(n))∗ · · · s(y(1))∗Ω′

for n ∈ N. Then < Ω|vn >= 0 for each n ∈ N.

Proof. Let ρn ≡< Ω|vn >. By using the notation in the poof of
Lemma 2.1, we see that (Qn,1 ◦ · · · ◦Qn,k−1)(< z(k)|y(n+k−1) > ρn+k)
=< z(1)|y(n+1) > ρn+1 +

∑k
l=2 y

(n+1)
N · · · y(n+l−1)

N · < z(l)|y(n+l−1) > ·ρn+l

and ρn =< s(z(1))Ω|vn > +
∑k

l=2 y
(n+1)
N · · · y(n+l−1)

N · < s(z(l))Ω|vn+l−1 >.
By comparing each term, we have ρn = (Qn,1◦· · ·◦Qn,k−1)(< z(k)|y(n+k−1) >
ρn+k). By this and the proof of Lemma 2.1 (i), we obtain

|ρn|2 ≤
∑k

l=1 ‖z(l)‖2|ρn+l|2 ≤ max{|ρn+l|2 : l = 1, . . . , k} ≤ 1.

From this, for any n ∈ N, there is mn ≥ n + 1 such that |ρn| ≤ |ρmn |.
Hence for any n ∈ N, there is a sequence {mn,i}i∈N such that n = mn,1 and
{|ρmn,i |}i∈N is monotone increasing. Because Ω =

∑
n < vn|Ω > vn + w for

a vector w ∈ H which satisfies < vn|w >= 0 for each n ∈ N, 1 = ‖Ω‖2 =∑
n |ρn|2+ < Ω|w >. Hence |ρn| ≤ limi→∞ |ρmn,i | = 0. This implies the

statement. ¤

Define {1, . . . , N}k ≡ {(ji)k
i=1 : j1, . . . , jk ∈ {1, . . . , N}} for k ≥ 1,

{1, . . . , N}0 ≡ {0} and {1, . . . , N}∗ ≡ ⋃
k≥0{1, . . . , N}k. For J ∈ {1, . . . , N}∗,

|J | ≡ k if J ∈ {1, . . . , N}k. Denote sJ ≡ sj1 · · · sjk
, s∗J ≡ (sJ)∗ for

J = (j1, . . . , jk) ∈ {1, . . . , N}k.
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Proof of Theorem 1.2.We denote π(si) by si simply.
(i) Let (H, π) be GP (y) of ON with the GP vector Ω for y ≡ ϕ̃−1(z). Then
s(ẑ)Ω = t(z)Ω = Ω. Therefore Ω is the GP vector of GP (ẑ) and Ω is cyclic
for (H, π). This implies that (H, π) is GP (ẑ). Hence the statement holds.
(ii) This follows by definition of z(l) and GP representation.
(iii) For y ∈ S(CN )⊗L with L ≥ 1, assume that GP (y) ∼ GP (ẑ). Then
there is a representation (H, π) of ON with two cyclic vectors Ω, Ω

′
which

satisfy s(ẑ)Ω = Ω and s(y)Ω
′

= Ω
′
. By Theorem 1.1 (iii), GP (ẑ) is ir-

reducible. Hence GP (y) must be also irreducible. From this, y must be
non periodic. If L ≥ 2, then < Ω|vj >= 0 by Lemma 2.1 (ii). Because
s∗KsJvj ∈ Cvj+|K|−|J | when |K| ≥ |J | and the lowest degree of (t(z)∗)n

with respect to s1, . . . , sN is n at least, (t(z)∗)|J |sJvi =
∑L

j=1 cJ,i,jvj . Then
< Ω|sJvi >=< Ω|(t(z)∗)|J |sJvi >=

∑L
j=1 cJ,i,j < Ω|vj >= 0 for each

J ∈ {1, . . . , N}∗ and i = 1, . . . , L. By the condition of Ω
′
, we see that

Lin< {sJvi : J ∈ {1, . . . , N}∗, i = 1, . . . , L}> is dense in H. Therefore
Ω = 0. This is contradiction. Hence GP (y) 6∼ GP (ẑ). If L = 1, then
< Ω|Ω′

>=< t(z)Ω|Ω′
>= τ(z, y) < Ω|Ω′

> by Lemma 2.1 (iii). Because
z 6∈ ϕ̃(S(CN )) and Lemma 2.1 (iii), < Ω|Ω′

>= 0. In the same way as the
case L ≥ 2, we have Ω = 0. This is contradiction. Hence GP (y) 6∼ GP (ẑ).

Assume that y ∈ S(CN )∞ and GP (y) ∼ GP (ẑ). Then there is a
representation (H, π) ofON with cyclic vectors Ω and Ω

′
such that t(z)Ω = Ω

and {s(y(n))∗ · · · s(y(1))∗Ω′}n∈N is an orthonormal family of H. By Lemma
2.2 and the same way as the proof of the case y ∈ S(CN )⊗L, we obtain
Ω = 0. This is contradiction. Hence GP (y) 6∼ GP (ẑ). In consequence, the
statement holds. ¤

3. Another characterization of GP (ẑ)

3.1. Extension of representation. We introduce a notion of extension of
representation with respect to a homomorphism among C∗-algebras. Let ϕ :
A → B be a unital ∗-homomorphism among two unital C∗-algebras A and B,
and (H0, π0) be a representation of A. (H, π) is an extension of (H0, π0) with
respect to ϕ if (H, π) is a representation of B such thatH0 is a closed subspace
of H and π ◦ ϕ = π0. We denote the set of all extensions of (H0, π0) with
respect to ϕ by Eϕ(H0, π0). (H, π) ∈ Eϕ(H0, π0) is irreducible(resp. cyclic)
if (H, π) is irreducible(resp. cyclic). (H, π) ∈ Eϕ(H0, π0) is minimal if (H, π)
is a subrepresentation of any element in Eϕ(H0, π0). (H, π) ∈ Eϕ(H0, π0) is
nonincreasing if H = H0. If (H, π) ∈ Eϕ(H0, π0) is irreducible, then (H, π)
is cyclic. If (H0, π0) is irreducible, (H, π) ∈ Eϕ(H0, π0) is nonincreasing and
ϕ is injective, then (H, π) is irreducible.
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Proposition 3.1. Assume that OM is embedded into ON by ϕ in (1.2). Let
(H, π) be a representation of ON and z = (zi)M

i=1 ∈ S(CM ) with |zM | < 1.
Then the following are equivalent:

(i) There is a cyclic vector Ω ∈ H such that π(s(ẑ))Ω = Ω.
(ii) (H, π) is an irreducible extension of GP (z) of OM with respect to ϕ.
(iii) (H, π) is a cyclic extension of GP (z) of OM with respect to ϕ with a

common cyclic vector for GP (z).
(iv) (H, π) is the minimal extension of GP (z) of OM with respect to ϕ.
(v) (H, π) is a nonincreasing extension of GP (z) of OM with respect to ϕ.

Proof. If there is a representation (H, π) of ON such that (H, π ◦ϕ) =
GP (z), then there is a subrepresentation of (H, π) which is GP (ẑ). By
Theorem 1.1 (iii), (i) implies (ii),. . . , (v).
(ii)⇒ (i): If (ii) holds, then (H, π) has a subrepresentation which is equiv-
alent to GP (ẑ). Because (H, π) is irreducible, (H, π) ∼ GP (ẑ). Hence (i)
holds.
(iii)⇒ (i): If (iii) is assumed, then there is a representation (H0, π0) of OM

such that (H, π) ∈ Eϕ(H0, π0) and there is a cyclic vector Ω ∈ H0 such
that π(ON )Ω = H and π0(OM )Ω = H0. If Ω0 ∈ H0 is the GP vector of
GP (z) of OM , then Ω0 ∈ H. Hence Ω ∈ H0 = π(ON )Ω0 ⊂ π(ON )Ω0.
H = π(ON )Ω ⊂ π(ON )Ω0 ⊂ H. Therefore Ω0 is a cyclic vector of H and
π(s(ẑ))Ω0 = Ω0. Hence (i) follows.
(iv)⇒ (i): If (iv) is assumed, then (H, π) has a subrepresentation (H0, π0)
of ON which is GP (ẑ). By assumption, (H, π) is a subrepresentation of
(H0, π0). Therefore (H, π) = (H0, π0) = GP (ẑ). Hence (i) holds.
(v)⇒ (ii): If (v) is assumed, then (H, π) has a subrepresentation which
is equivalent to GP (ẑ). Because (H, π0) is irreducible, (H, π) is also irre-
ducible. Hence (ii) holds. ¤

By Proposition 3.1, the following holds:

Corollary 3.2. Assume that (H, π) is GP (z) of OM for z ∈ S(CM ) and
|zM | < 1. Then the following holds:

(i) Both the nonincreasing extension and the irreducible extension of (H, π)
with respect to ϕ are unique.

(ii) There is the minimal extension of (H, π) with respect to ϕ.
(iii) There is unique cyclic extension of (H, π) with respect to ϕ which has

a common cyclic vector for (H, π).

By Corollary 3.2, we call GP (ẑ) by the canonical extension of GP (z) of OM

with respect to ϕ.

3.2. States and GNS representations associated with GP (ẑ). Oper-
ator algebraists prefer state than representation. We realize GP (ẑ) as the
GNS representation of a state of ON .
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Proposition 3.3. Let s1, . . . , sN and t1, . . . , tM be canonical generators of
ON and OM , respectively and let ϕ : OM ↪→ ON be the embedding in (1.2).
We identify OM and ϕ(OM ).

(i) If z = (zj)M
j=1 ∈ S(CM ) satisfies |zM | < 1, then GP (ẑ) of ON is

equivalent to the GNS representation by a state ω of ON which satisfies
the following equations:

(3.1) ω(tJ t∗K) = zJ · zK , ω(t∗K) = zK (J,K ∈ {1, . . . ,M}∗)
where |J |, |K| ≥ 1 and zJ ≡ zj1 · · · zjm for J = (jl)m

l=1 ∈ {1, . . . , M}m.
(ii) ω in (i) is pure.

Proof. Let (H, π,Ω) and (H0, π0, Ω0) be GNS representations of ON

and OM by ω and ω0 ≡ ω|OM
, respectively.

(i) (H0, π0) is GP (z) and t(z)Ω0 = Ω0 by § 6.1 in [6]. By assumption, ω0 =
ω|OM

=< Ω|π|OM
(·)Ω >. Put K ≡ π(OM )Ω. By the uniqueness of the GNS

representation, there is a unitary U : H0 → K such that Uπ0(·)U∗ = π|OM

and UΩ0 = Ω. This implies that π|OM
(t(z))Ω = Ω. Hence (K, π|OM

) is
GP (z) of OM with the GP vector Ω. By Corollary 3.2 (iii), (H, π) is GP (ẑ)
of ON .
(ii) By (i) and Theorem 1.1 (iii), (H, π) is irreducible. Hence the statement
holds. ¤

3.3. The canonical basis and the action of canonical generators.
We show a complete orthonormal basis of GP (ẑ) which is canonically given
up to freedom of the choice of parameters. Further we do the action of
canonical generators of ON on it.

Proposition 3.4. Assume that OM is embedded into ON by ϕ in (1.2).
For z = (zi)M

i=1 ∈ S(CM ) with |zM | < 1, choose {z(n)}M
n=2 ⊂ CM so that

{z, z(2), . . . , z(M)} is an orthonormal basis of CM . Then the following holds:
(i) If (H, π) is GP (ẑ) of ON with the normalized GP vector Ω, then the

following is a complete orthonormal basis of H:

(3.2) {Ω, tJ t(z(n))Ω : n = 2, . . . , M, J ∈ {1, . . . , M}∗}.
The action of ON on (3.2) is given by (2.1).

(ii) If (H, π0) is GP (z) of OM , then operators s1, . . . , sN on H which satisfy
(2.1) define a representation of ON on H and it is GP (ẑ).

Proof. (i) In general, if (H, π
′
) is GP (z) of OM with the normalized

GP vector Ω, then a complete orthonormal basis of H is canonically given
up to the freedom of the choice of parameters {z(n)}M

n=2 as (3.2) by § 4.3
in [6]. Because (H, π|OM

) is GP (z) of OM , (3.2) is a complete orthonormal
basis of H. By Theorem 1.1 (i), the action of ON on (3.2) coincides with
(2.1).
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(ii) This follows from the proof of Theorem 1.1 (i). ¤

4. Examples

Example 4.1. A representation (H, π) of ON with a cyclic vector Ω which
satisfies any one of the following eigenequations is irreducible:

(i) N = 2: For z = (z1, z2, z3) ∈ S(C3) with |z3| < 1,

π(z1s12 + z2s2 + z3s11)Ω = Ω.

(ii) N = 2: For z = (zi)5i=1 ∈ S(C5) with |z5| < 1,

π(z1s1 + z2s21 + z3s221 + z4s2221 + z5s2222)Ω = Ω.

(iii) N = 3: For z = (zi)5i=1 ∈ S(C5) with |z5| < 1,

π(z1s1 + z2s2 + z3s31 + z3s32 + z5s33)Ω = Ω.

Example 4.2. A representation (H, π) of O2 with a cyclic vector Ω which
satisfies any one of the following eigenequations is irreducible:
(i) π(s1 + s2)Ω =

√
2Ω. (ii) π(

√
2s1 + s2s1 + s2

2)Ω = 2Ω.
Representations in (i) and (ii) are equivalent by Theorem 1.2 (i).

Example 4.3. Assume that OM is embedded into ON by ϕ in (1.2). If
(H, π) is a representation of ON with a cyclic vector Ω which satisfies

π((I − zM tM )−1(z1t1 + · · ·+ zM−1tM−1))Ω = Ω

for some z = (zi)M
i=1 ∈ S(CM ) with |zM | < 1, then (H, π) is GP (ẑ).

Proof. Define B ≡ zM tM and X ≡ z1t1 + · · · + zM−1tM−1. Then s(ẑ) =
B + X. π(s(ẑ))Ω = Ω if and only if π(B + X)Ω = Ω if and only if π((I −
B)−1X)Ω = Ω. Hence the two eigenequations are equivalent. By definition
of GP (ẑ), the statement holds. ¤

Example 4.4. We show an example which is a little different from the
main theorem without proof. Let s1, s2 and r1, r2, r3, r4, r5 be canonical
generators of O2 and O5, respectively. If z = (zi)5i=1 ∈ S(C5) satisfies
(1− |z2|)(1− |z5|) > 0, then there exists a representation (H, π) of O2 with
a cyclic vector Ω which satisfies

π(z1s21 + z2s22 + z3s121 + z4s122 + z5s11)Ω = Ω

uniquely up to unitary equivalence. We denote such representation by
GP (ẑ). Furthermore the following holds:

(i) GP (ẑ) is irreducible.
(ii) Under identification of O5 with a subalgebra of O2 by ϕ : O5 ↪→

O2; (ri)5i=1 7→ (s21, s22, s121, s122, s11), GP (ẑ)|O5 is GP (z) of O5.
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(iii) If z ∈ ϕ̃(S(C2)), then GP (ẑ) ∼ GP (ϕ̃−1(z)) where ϕ̃ : S(C2) ↪→
S(C5); ϕ̃(y1, y2) ≡ (y2y1, y

2
2, y2y

2
1, y1y

2
2, y

2
1).

Acknowledgement: We would like to thank Mitsuo Abe for his nice ex-
ample.

References

[1] M.Abe, Private communication (2002).

[2] O.Bratteli and P.E.T.Jorgensen, Iterated function Systems and Permutation Repre-
sentations of the Cuntz algebra, Memories Amer. Math. Soc. No.663 (1999).

[3] J.Cuntz, Simple C∗-algebras generated by isometries, Comm. Math. Phys. 57, 173-185
(1977).

[4] K.R.Davidson and D.R.Pitts, The algebraic structure of non-commutative analytic
Toeplitz algebras, Math.Ann. 311, 275-303 (1998).

[5] K.R.Davidson and D.R.Pitts, Invariant subspaces and hyper-reflexivity for free semi-
group algebras, Proc. London Math. Soc. (3) 78 (1999) 401-430.

[6] K.Kawamura, Generalized permutative representations of the Cuntz algebras. I —
Generalization of cycle type—, preprint RIMS-1380 (2002).

[7] K.Kawamura, Generalized permutative representations of the Cuntz algebras. II —
Irreducible decomposition of periodic cycle—, preprint RIMS-1388 (2002).

[8] K.Kawamura, Generalized permutative representations of the Cuntz algebras. III —
Generalization of chain type—, preprint RIMS-1423 (2003).

10


