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§1. Introduction

§1.1. Classical analysis from multiplicity-free representations

Multiplicity-free representations appear in various contexts of mathemat-
ics, though we may not be aware of even the fact that the representation is
there.

For example, Taylor series expansion f(z) =
∑

α∈Nn aαzα is built on the
fact that each monomial zα = zα1

1 · · · zαn
n appears only once. We can interpret
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this fact as the multiplicity-free property of the representation of the n-torus
Tn on O(Cn). Likewise, one can observe that Fourier transform is built on the
multiplicity-free property of the regular representation of the abelian Lie group
Rn on L2(Rn).

In general, irreducible decomposition of a representation has an inevitable
ambiguity on the multiple of irreducibles. A distinguishing feature of multiplicity-
free representation is that the representation space decomposes canonically
into irreducibles. This in turn leads to a natural expansion of a function in
the case the representation space consists of functions. If the multiplicity of zα

were larger than one in the Taylor expansion, such “expansion” would not be
a powerful tool in analysis.

One of the advantages of the canonical irreducible decomposition for multiplicity-
free representation is that it diagonalizes any operator commuting with the
group action. For example, the Laplacian ∆ on the unit sphere Sn commutes
with the action of the orthogonal group O(n+1). Since O(n+1) acts on L2(Sn)
with multiplicity free, the Laplacian is diagonalized, namely, each irreducible
subspace becomes automatically an eigenspace of ∆. This viewpoint yields
a group-theoretic approach to the classical theory of spherical harmonics and
more generally the analysis on Riemannian symmetric spaces.

Multiplicity-free properties also play a useful role in representation the-
ory itself. The close interaction with invariant theory ([19]), construction of
Gelfand-Tsetlin basis, study of degenerate principal series representations by
means of multiplicity-free branching laws ([20, 23, 29, 45, etc.]) are a part of
such successful applications.

§1.2. Multiplicity-free representations — some known examples

Over several decades, numerous multiplicity-free theorems have been found
in various contexts including

• the Peter-Weyl theorem (Fact 28),

• the Cartan-Helgason theorem on compact symmetric spaces (Fact 29),

• branching laws for GLn ↓ GLn−1 and On ↓ On−1 (Fact 31 and 32),

• Clebsch-Gordan formula,

• Pieri’s law (Example 6.1.1),

• GLm-GLn duality (Example 5.6.1),



4 Toshiyuki Kobayashi

• Plancherel formula for Riemannian symmetric spaces (Fact 22),

• Gelfand-Graev-Vershik canonical representations (Example 8.3.3),

• Hua-Kostant-Schmid K-type formula for holomorphic discrete series rep-
resentations (see Theorem 39 for its generalization),

• Kac’s examples of linear multiplicity-free spaces (Theorem 19),

• Panyushev’s classification of spherical nilpotent orbits (Theorem 20),

• Stembridge’s classification of multiplicity-free tensor product representa-
tions of GLn (Theorem 27),

etc.
Accordingly, various techniques can be applied in each case. For example,

1) One can look for an open orbit of a Borel subgroup.

2) One can apply the Littlewood-Richardson rules and variants for the clas-
sical groups SO(n,C), Sp(n,C).

3) One can use computational combinatorics.

4) One can employ the commutativity of the Hecke algebra.

5) One can apply Shur-Weyl duality and Howe duality.

However, no single known-method seems to cover all of the above multiplicity-
free representations — not only in the finite dimensional case, but also in the
infinite dimensional case for which the irreducible decomposition may involve
continuous and discrete spectrum.

§1.3. Propagation of multiplicity-free property and visible actions

The aim of this article is to present a simple principle based on complex
geometry that explains various kinds of multiplicity-free representation. This
paper is concerned with non-standard geometric perspectives of multiplicity-
free representations in both finite and infinite dimensional cases, and in par-
ticular provides new proofs of classical multiplicity-free theorems in various
contexts, along with a discussion of the complex geometry where a totally real
submanifold meets generic orbits of a group (which we shall call ‘previsible
action’ in Definition 3.1.1). Not only classical theorems but also a number of
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‘new’ multiplicity-free theorems are naturally found from our machinery, most
of which we supply a (at least, sketch of) proof here.

Our main machinery is an abstract multiplicity-free theorem for the sec-
tions of equivariant holomorphic vector bundles, and its most general form is
stated in Theorems 2 in Section 2. The idea goes back to Gelfand’s beautiful
paper [13] which proved that the regular representation on a Riemannian sym-
metric space is multiplicity-free by showing the Hecke algebra is commutative.
We then also extend Faraut-Thomas’s work [12] on complex manifolds with
anti-holomorphic involution.

Loosely speaking, our multiplicity-free results are built on the geometry of
holomorphic vector bundles:

(1.3.1) Multiplicity-free action on the fiber,

(1.3.2) Visible action on the base space,

together with certain compatible conditions (see Theorem 2 for precision).
Here, the notion of (strongly) visible actions on a complex manifold is

introduced in Definitions 3.1.1 and 3.3.1 in Section 3, and we shall elucidate
this notion with various examples in Section 5.

Putting a special emphasis on the condition (1.3.1), we may regard The-
orem 2 as a propagation theorem of multiplicity-free property from a
smaller group acting on the fiber with multiplicity-free assumption to the whole
group acting on the space of sections. It might be a good contrast that there
have been well-developed theory on a ‘propagation of unitarity’, including
the Mackey theory of unitarily induced representations and the Zuckerman-
Vogan-Wallach theorem of the unitarizability of cohomologically induced rep-
resentations ([67, 68]). Unlike unitarity, the multiplicity-free property is not
preserved in general for induced representations. In other words, a quite strong
assumption should be made in order to establish a propagation theorem of
multiplicity-free property. In this respect, the condition (1.3.2) (visible action)
plays a key role in our case.

The notion of visible actions for complex manifolds are relevant to some
known notions, namely, coisotropic actions on symplectic manifolds (Guillemin
and Sternberg [15], Huckleberry and Wurzbacher [21]), and polar actions on
Riemannian manifolds (Podestà and Thorbergsson [54, 55]), as we shall discuss
in Section 4.

It is important to know that the condition defining visible action is local,
and thus the same geometry often gives rise to multiplicity-free theorems simul-
taneously in both finite and infinite dimensional representations. As a simple
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example of this nature, we note that the tensor product representation of two
irreducible (finite dimensional) representations of SU(2) is multiplicity-free,
and so is that of two discrete series representations of SL(2,R). The former is
explained by that the diagonal action of SU(2) on P1C × P1C is visible, and
the latter replaced by SL(2,R). This nature will be formulated, in particular
for semisimple symmetric pairs in Sections 5, 6 and 8.

§1.4. Multiplicity-free representations and explicit decomposition
formulas

Multiplicity-free representations are a very special class of representations,
for which one could expect a simple and detailed study. If a representation is
known to be multiplicity-free, one may be tempted to find its irreducible de-
composition explicitly. Since our geometric machinery has produced a number
of new multiplicity-free theorems, it seems promising to pursue a deeper study
of those multiplicity-free representations.

In fact, an extensive study of finding explicit formulas has been developed
in recent year. It includes:

1) Okada-Krattenthaler’s identities for classical group characters ([43, 50]).

2) A generalization of Hua-Kostant-Schmid formula to semisimple symmetric
pairs [30], see also §8.5).

We can tell these representations are multiplicity-free without a computa-
tion of explicit formulas by our machinery (Theorem 2), as we see Theorem 26
and 27 for the former (the finite dimensional case) and Theorem 34 for the
latter (the infinite dimensional case).

These examples are algebraic formulas. Further study from analytic aspect
(e.g. Parseval-Plancherel type theorem) would be also interesting. There has
been recent progress in this direction, including Ben Säıd ([3]), Ørsted-Zhang
[52], van Dijk-Hille [9] and Neretin [49]. In this connection, Zhang ([71]) has
made a remarkable observation that the irreducible of multiplicity-free tensor
product representations arisen from our framework (see Theorem 40) contain
‘new’ spherical irreducible unitary representations of some non-split reductive
Lie groups as discrete spectrum (see Barbasch [2] for the current status on the
classification of spherical unitary dual).

§1.5. Multiplicity-free representations — definition
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Much of the literature of multiplicity-free representations deals with alge-
braic representations. However, our main interest is in both finite and infinite
dimensional representations. This subsection reviews and fixes the definition of
multiplicity-freeness for algebraic representations, unitary representations, and
more generally, continuous representations.

Algebraic representations are called multiplicity-free if each irreducible
representation occurs at most once. The same definition makes sense also for
the unitary representations that are discretely decomposable into irreducible
representations. More generally, the concept of multiplicity-free representations
can be defined for unitary representations as follows:

Definition 1.5.1. Let π be a unitary representation of a group H on
a (separable) Hilbert space H. We write EndH(H) for the ring of continuous
endomorphisms commuting with H. Then, we say (π,H) is multiplicity-free
if the ring EndH(H) is commutative.

Definition 1.5.1 implies that the multiplicity of discrete spectrum is free,
namely, the dimension of HomH(τ, π) is at most one for any irreducible unitary
representation τ of H, where HomH(τ, π) denotes the space of continuous H-
intertwining operators. However, Definition 1.5.1 covers not merely discrete
spectrum but also continuous spectrum. To see this, suppose that the von
Neumann algebra generated by π(g) (g ∈ H) is of type I (for example, this
is the case if H is a reductive Lie group or a nilpotent Lie group). Then,
the unitary representation π decomposes into the direct integral of irreducible
unitary representations in a unique way (up to unitary equivalence):

π '
∫ ⊕

bH mπ(τ) τ dµ(τ),

where Ĥ is the unitary dual of H (the set of irreducible unitary representations
of H up to equivalence), µ is a Borel measure on Ĥ, and mπ : Ĥ → N ∪ {∞}
is the multiplicity. Then, the terminology “multiplicity-free” is justified by the
following well-known Proposition, which is a consequence of Schur’s lemma for
unitary representations:

Proposition 1.5.2. The following two conditions are equivalent:

i) EndH(H) is commutative.

ii) mπ(τ) ≤ 1 for almost all τ ∈ Ĥ with respect to the measure µ.
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Later, our primary objects of study are representations realized on Fréchet
spaces (e.g., the space of holomorphic functions). For such representations, we
need to extend the concept of multiplicity-free representations as follows:

Definition 1.5.3. Suppose $ is a continuous representation of H on a
topological vector space W . We say that ($,W ) is multiplicity-free if any
unitary representation (π,H) with the property (1.1) is multiplicity-free.

(1.1) There exists an injective and continuous H-intertwining
operator H ↪→ W .

Proposition 1.5.4. If ($, W ) is multiplicity-free in the sense of Defi-
nition 1.5.3, then

dimHomH(τ, π) ≤ 1

for any irreducible unitary representation τ of H.

Further, Definition 1.5.3 coincides with the former if $ itself is unitary.

Proposition 1.5.5. If ($, W ) is a unitary representation, then Defini-
tion 1.5.3 is equivalent to Definition 1.5.1.

Proof. In the setting (1.1), the closure H in W and its orthogonal com-
plementary subspace H⊥ are both H-invariant. By using the direct sum de-
composition W = H⊕H⊥, we have naturally an embedding

EndH(H) ↪→ EndH(W ).

Hence, if EndH(W ) is commutative then EndH(H) is commutative. This is
what we wanted to prove.

§2. Multiplicity-free theorem — general framework

§2.1. Holomorphic bundles and anti-holomorphic maps

Let V → D be a holomorphic vector bundle over a connected complex
manifold D, associated to a finite dimensional representation (µ, V ) of a Lie
group K and to a principal K-bundle $ : P → D.

Suppose a group H acts on P from the left, commuting with the right
action of K, such that the induced action of H on D is biholomorphic. Then
H also acts on the holomorphic vector bundle V → D, and we form naturally
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a continuous representation of H on the Fréchet space O(D,V) consisting of
holomorphic sections.

Suppose furthermore that we are given automorphisms of Lie groups H and
K, and a diffeomorphism of P , for which we use the same letter σ, satisfying
the following two conditions:

σ(hpk) = σ(h)σ(p)σ(k) (h ∈ H, k ∈ K, p ∈ P ).(2.1)

The induced action of σ on D (' P/K) is anti-holomorphic.(2.2)

We shall write P σ for the set of fixed points by σ, that is,

Pσ := {p ∈ P : σ(p) = p}.

§2.2. Multiplicity-free theorem — line bundle case

We start with the simplest case of our multiplicity-free theorem, namely,
the case where dim V = 1. Here is a statement:

Theorem 1. Suppose that (µ, V ) is one dimensional representation of
K. Then, O(D,V) is a multiplicity-free representation of H (see Definition 1.5.3)
if there exists σ satisfying (2.1), (2.2) and the following two conditions:

HP σK contains an interior point of P ,(2.3)

µ ◦ σ is isomorphic to µ∗ as representations of K.(2.4)

Here, µ∗ denotes the contragradient representation of µ.
If we are concerned only with the space O(D) of holomorphic functions, we

may set K = {e} and P = D. In this case, (µ, V ) is the trivial one-dimensional
representation, and the condition (2.4) is automatically satisfied. This case was
proved in Faraut and Thomas [12]. A generalization to the line bundle case
was given by the author in [30, 34]. We note that the assumption (2.3) here is
formulated in a somewhat different way from [12, 30].

Our formulation (2.3) here is intended for a generalization of Theorem 1
to the vector bundle case, which will be presented in Theorem 2 in Section 2.4.
The assumption (2.3) will be generalized there by cutting off an “excessive
part” of P σ (see (2.6) below).

§2.3. Geometry on the base space D

Let us look into a geometric meaning of the condition (2.3) on the base
space D, which is naturally identified with the quotient space P/K.
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We recall the setting of Section 2.1: The group H acts holomorphically on
a complex manifold D, while σ acts anti-holomorphically on the same D. We
note that the H-action on D is not necessarily transitive.

Lemma 2.3.1. Assume the condition (2.3) holds. We define a subset
of D by S := P σK/K. Then,

σ|S = id.1)

σ preserves each H-orbit in D.2)

S meets every H-orbit in D.3)

Proof. 1) Obvious.
2) Consider the H-orbit through x = pK (p ∈ P ) on D ' P/K. We write
p = hqk (h ∈ H, q ∈ P σ, k ∈ K). Then, σ(x) = σ(h)qK = σ(h)h−1x. Hence,
σ(Hx) = Hx.
3) This is a restatement of the condition HP σK = P (see (2.3)) under the
identification P/K ' D.

We shall return to the above properties (1) ∼ (3) in Section 3 (see Defini-
tion 3.3.1). In particular, the action of H on D becomes visible in the sense
of Definition 3.1.1 owing to Theorem 4.

§2.4. Multiplicity-free theorem — vector bundle case

This subsection provides a strengthened version of Theorem 1 by general-
izing the setting from line bundles to vector bundles V → D. Our goal is to
establish a multiplicity-free theorem for O(D,V).

For this, we need to pose an appropriate assumption on the fiber of the
vector bundle V → D, because otherwise the multiplicity of irreducible rep-
resentations of H occurring in O(D,V) could be arbitrarily large, as one may
easily observe the case H = P = K and D = {one point} so that O(D,V) ' V

as a representation of H ' K.
Loosely, our theorem (see Theorem 2) asserts that the representation

O(D,V) is still multiplicity-free if the fiber is relatively “small” compared to
M (see the assumption (2.7)). Here is a rigorous formulation: Take a subset B

of P σ, and we define

(2.5) M ≡ M(B) := {k ∈ K : bk ∈ Hb for any b ∈ B}.
We pin down a basic property of M . We consider the right action of K on

the quotient space H\P given by Hp 7→ Hpk for k ∈ K. We denote by KHp

the isotropy subgroup of K at Hp ∈ H\P (p ∈ P ).
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Lemma 2.4.1. 1) M =
⋂

p∈B

KHp.

2) M is a σ-stable subgroup.

Proof. The first statement is clear from the definition (2.5). In particular,
M is a subgroup of K. To see M is σ-stable, suppose k ∈ M . Then, if b ∈ B,
there exists h ∈ H such that bk = hb. Applying σ to the both side, we have
bσ(k) = σ(h)b ∈ Hb because σ(b) = b. This shows σ(k) ∈ M . Thus, M is
σ-stable.

Now, we are ready to state our abstract multiplicity-free theorem for vector
bundles, which will become a fundamental tool to produce various kinds of
multiplicity-free result in later sections.

Theorem 2 (Multiplicity-free theorem for vector bundles [40]). Suppose
we are in the setting of Section 2.1. Then, O(D,V) is a multiplicity-free repre-
sentation of H (see Definition 1.5.3) if there exist σ satisfying (2.1) and (2.2),
and a subset B of P σ with the following four properties:

HBK contains an interior point of P(2.6)

The restriction µ|M decomposes as a multiplicity-free sum of
irreducible representations of M .

We write its irreducible decomposition as µ|M ' ⊕
i ν(i).

(2.7)

µ ◦ σ is isomorphic to µ∗ as representations of K.(2.8)

ν(i) ◦ σ is isomorphic to (ν(i))∗ as representations of M for every i.(2.9)

Remark 2.4.2. The first assumption (2.6) controls the base space D ('
P/K), and leads us to the concept of visible actions in Section 3. The second
assumption (2.7) controls the fiber. The third and fourth assumptions (2.8)
and (2.9) are less important because they are often automatically satisfied.

Remark 2.4.3. The subset B may be regarded as the set of representa-
tives of (generic) H-orbits on D. The higher the codimension of generic H-
orbits on D ' P/K are, the smaller we can take B to be. Further, the smaller
B is, the larger becomes M and the more likely the above assumption (2.7)
tends to hold. We shall see this feature in examples such as the classification of
multiplicity-free tensor product representations of gl(n,C) (see Theorem 27).

Remark 2.4.4. The choice of B is sometimes closely related with the
structure of Lie groups such as the Cartan decomposition for symmetric pairs
or its generalization to certain non-symmetric pairs (see [38]).
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Remark 2.4.5. We may regard Theorem 2 as a propagation theo-
rem of multiplicity-free property, i.e., the multiplicity-free representa-
tion (µ|M , V ) of a smaller group M “induces” a multiplicity-free representation
O(D,V) of a larger group H. Then, the geometric assumption on the H-action
on a complex manifold D will be investigated in the next section.

§3. Visible actions on complex manifolds

This section introduces the concept of “visible action” on complex mani-
folds. Its geometric idea was inspired by the group theoretic assumption (2.6)
for our (abstract) multiplicity-free theorem (see Theorems 1 and 2 in Section 2).
Its relation to multiplicity-free representations is examined also in Theorem 5
(Section 3) and Theorem 9 (Section 4).

The definition of visible actions (see Definition 3.1.1) will be followed by
a number of examples (see Section 5), which in turn will give rise to various
kinds of multiplicity-free representation in later sections (Sections 6, 7 and 8).

§3.1. Previsible and visible actions on complex manifolds

Let D be a complex manifold. We recall that a (real) submanifold S is
totally real if

(3.1) TxS ∩ Jx(TxS) = {0} for any x ∈ S,

where Jx ∈ End(TxD) stands for the complex structure.
For example, Rn is a totally real submanifold of Cn. So is the real Grass-

mann variety Grp(Rn) in the complex Grassmann variety Grp(Cn).

Definition 3.1.1 ([36, Definition 2.3]). Suppose a Lie group H acts holo-
morphically on a connected complex manifold D. We say the action is pre-
visible if there exist a totally real submanifold S in D and a (non-empty)
H-invariant open subset D′ of D such that

(V-0) S meets every H-orbit in D′.

A previsible action is said to be visible if

(V-1) Jx(TxS) ⊂ Tx(H · x)

for all x ∈ S.
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Remark 3.1.2. In many interesting cases in later sections, we can take an
open set D′ to be D. However, it is important that one can check the condition
locally.

An obvious example of visible action is:

Example 3.1.3. A transitive holomorphic action is visible.

This is an extremal case though, previsible actions in general require the
existence of considerably large orbits. More precisely, we have:

Proposition 3.1.4. If the action is previsible, then there exists an H-
orbit whose dimension is at least half the (real) dimension of D.

Proof. The proposition is a direct consequence of Lemma 3.2.1 below.

§3.2. Infinitesimal characterization for visible actions

This subsection examines an infinitesimal characterization of visible ac-
tions. We start with the following:

Lemma 3.2.1. If the action is previsible, then there exists a non-empty
open subset S′ of S such that

(V-2) Tx(H · x) + TxS = TxD

for all x ∈ S′.

Proof. Since the action is previsible, the image of the map

ψ : H × S → D, (h, x) 7→ hx

contains an open set D′, and thus, there exists an interior point of the image
ψ(H × S). Since ψ is a C∞-map, we have

sup
(h,x)∈H×S

rank dψ(h,x) = dimRD.

On the other hand, the rank of dψ(h,x) is independent of h ∈ H because

dψ(h,x) = (dLh)x ◦ dψ(e,x) ◦ d(L−1
h × id)(h,x),

where we have used Lh to denote the left translation on D and also the one
on H. Therefore, there exists x ∈ S such that rank dψ(e,x) = dimRD. As this
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is an open condition, such x forms an open subset, say S′, of S. Equivalently,
(V-2) holds for any x ∈ S′ because the left-hand side of (V-2) is nothing but
the image of the differential dψ(e,x) : TeH × TxS → TxD.

We are now led to the following infinitesimal condition:

Definition 3.2.2. Suppose H acts holomorphically on D. We say that
the action has the property (V) if there exists a totally real submanifold S

in D such that (V-1) and (V-2) hold for all x ∈ N .

It follows from Lemma 3.2.1 that visibility (see Definition 3.1.1) implies
the property (V). In fact, the converse is also true:

Theorem 3. Suppose H acts holomorphically on D. Then, the action
is visible if and only if it has the property (V).

Proof. What remains to prove is that the action becomes previsible,
provided the property (V) holds. We retain the notation as in the proof of
Lemma 3.2.1. Then, it follows from (V-2) that dψ(e,x) : TeH × TxS → TxD is
surjective for each x ∈ S, whence there exists an open neighborhood Wx of x

such that ψ(H × S) ⊃ Wx. We set

D′ :=
⋃

h∈H

⋃

x∈S

hWx.

Then, D′ is an H-stable open subset with the property (V-0). Therefore, the
action is previsible, and then becomes visible by the assumption (V-1). Hence,
Theorem has been proved.

§3.3. Anti-holomorphic map

Thanks to the infinitesimal characterization of visible actions given in The-
orem 3, we can give a convenient sufficient condition for a previsible action to
be visible by means of an anti-holomorphic diffeomorphism of D. To be more
precise, we introduce the following:

Definition 3.3.1. A previsible action is strongly visible if there exist
an anti-holomorphic diffeomorphism σ of an H-invariant open subset D′ and a
submanifold S of D′ (see Definition 3.1.1) such that

σ|S = id,(S-1)

σ preserves each H-orbit in D′.(S-2)
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Theorem 4. A strongly visible action is visible.

Proof. It follows from Lemma 3.2.1 that there exists a non-empty open
subset S′ of S such that (V-2) holds for all x ∈ S′.

We take an arbitrary X ∈ TxS and decompose JxX according to (V-2):

(3.2) JxX = Y + Z, (Y ∈ Tx(H · x), Z ∈ TxS).

Since σ is an anti-holomorphic diffeomorphism satisfying (S-1), we have

σ(JxX) = −JxX, σZ = Z.

Applying σ to (3.2), we have −JxX = σY + Z. Using (3.2) again, we have

2JxX = Y − σY.

Since σY lies in Tx(H · x) by (S-2), we conclude that JxX ∈ Tx(H · x). Hence,
(V-1) holds for all x ∈ S′. Thus, the action has the property (V), and therefore
is visible by Theorem 3.

Remark 3.3.2. As σ is anti-holomorphic, any submanifold S satisfying
(S-1) becomes automatically totally real. Indeed, the differential dσx acts on
TxS and Jx(TxS) by the scalars 1 and −1, respectively, and therefore TxS ∩
Jx(TxS) = {0}.

The point of Definition 3.3.1 is its connection to multiplicity-free repre-
sentations. In fact, the trivial bundle case of Theorem 1 is proved by using
Lemma 2.3.1 (2) combined with the following:

Theorem 5 (strong visible ⇒ multiplicity-free). If the H-action is strongly
visible, then any unitary subrepresentation of O(D) is multiplicity-free as a rep-
resentation of H.

At this point, the ‘slice’ S in Definition 3.3.1 is not necessary in proving
Theorem 5. The slice plays a crucial role when we formulate a multiplicity-free
theorem in the vector bundle case, as we have seen in Theorem 2. See also
Theorem 9 in the next section.

§4. Coisotropic actions, polar actions, and visible actions

This section examines three different type of group actions on manifolds
with geometric structure:
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1) Coisotropic actions on a symplectic manifold ([15, 21]).

2) Polar actions on a Riemannian manifold ([54, 55]).

3) Visible actions on a complex manifold (Definition 3.1.1).

We are interested in comparing these three notions on a Kähler manifold,
which enjoys all three geometric structures, i.e., symplectic, Riemannian and
complex structure. For the comparison, we should note that much of the lit-
erature on (1) and (2) has made an assumption that both the transformation
group H and the manifold M are compact. Accordingly, we shall also assume
H and M to be compact throughout this section, although our primary interest
is a uniform treatment of both finite and infinite dimensional representations
that arise from compact and non-compact geometry.

§4.1. Coisotropic actions on symplectic manifolds

Let (M, ω) be a symplectic manifold. A submanifold N is said to be
coisotropic if for every x ∈ N

(TxN)⊥ω ⊂ TxN.

Here, (TxN)⊥ω := {u ∈ TxM : ω(u, v) = 0 for any v ∈ TxN}. If 2 dimRN =
dimRM , then N is coisotropic if and only if N is Lagrangian.

Suppose a compact Lie group H acts on M by symplectic automorphisms.
The action is called coisotropic (Huckleberry and Wurzbacher [21]) or multiplicity-
free (Guillemin and Sternberg [15]) if one and hence all principal orbits H ·x are
coisotropic with respect to the symplectic form ω, i.e., Tx(H ·x)⊥ω ⊂ Tx(H ·x).

§4.2. Polar actions on Riemannian manifolds

Let M be a Riemannian manifold, and H a compact Lie group acting on
M by isometries. The action is called polar (e.g. [54, 55]) if there exists a
properly embedded submanifold S (called a section) with the following two
properties:

S meets every H-orbit.(P-0)

TxS ⊥ Tx(H · x) for any x ∈ S.(P-1)

§4.3. Actions on Kähler manifolds
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Suppose M is a Kähler manifold. Then we can naturally equip M with
a symplectic structure and a Riemannian structure by taking the imaginary
and real part of the Kähler form. Then we can consider coisotropic actions
on M a symplectic manifold, polar actions on M as a Riemannian manifold,
and visible actions on M as a complex manifold (see Definition 3.1.1). The
aim of this subsection is to compare these three notions. For simplicity, we
shall assume that H is a connected and compact Lie group throughout this
subsection.

Let M be Kähler. A submanifold N is coisotropic if and only if

Jx((TxN)⊥) ⊂ TxN for all x ∈ N ,

where J denotes the complex structure on M , and (TxN)⊥ the normal space
of N at x.

We also note that a submanifold S is totally real if and only if

Jx(TxS) ⊥ TxS for all x ∈ S.

Theorem 6 (polar ⇒ visible). Let M be a connected Kähler manifold,
and H act on M by holomorphic isometries. If the H-action is polar with a
totally real section S, then the H-action is visible.

Remark 4.3.1. A section S for the polar action becomes automatically
totally real if M is a compact, irreducible homogeneous Kähler manifold ([54,
Proposition 2.1]).

Remark 4.3.2. As we see the proof below, Theorem 6 still holds for a
complex manifold with Hermitian metric.

Proof. The H-action is obviously previsible. Let us verify the condition
(V-1) (see Definition 3.1.1). Suppose H · x (x ∈ S) is a principal orbit. We
define subspaces of TxM by

A := TxS,

B := Tx(H · x).

Then, JA ⊂ A⊥ because A is totally real. As the action is polar, we have
A⊥ = B. Thus, JA ⊂ A⊥ = B. Hence the H-action is visible.

Theorem 7 (visible ⇒ coisotropic). Let M be a connected Kähler man-
ifold, and H act on M by holomorphic isometries. If the H-action is visible
with dimR S = dimCM , then the H-action is coisotropic.
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Remark 4.3.3. Since S is a totally real submanifold, we have always
dimR S ≤ dimCM . The above assumption dimR S = dimCM is quite strong,
but is actually often satisfied as we shall see examples in Section 5 as in the
case (S, M) = (Grp(Rn), Grp(Cn)).

Proof. We set A := TxS and B := Tx(H · x) as before. Then A⊥ = JA

because S is a totally real submanifold with dimR S = dimCM . Furthermore,
JA ⊂ B because the action is visible. Therefore A⊥ ⊂ B, and then B⊥ ⊂ A.
On the other hand, B⊥ω = J(B⊥) because M is Kähler. Thus, we have

B⊥ω = J(B⊥) ⊂ JA ⊂ B.

Hence the action is coisotropic.

The following Theorem is a main ingredient of Podestà and Thorbergsson
[54, Theorem 1.1].

Theorem 8 (polar ⇒ coisotropic). Let M be a connected Kähler man-
ifold, and H act on M by holomorphic isometries. If the H-action is polar with
a totally real section S, then the H-action is coisotropic.

Proof. The proof is essentially given in [54], but we recall it here for the
sake of convenience. Retain the notation of the proof of Theorem 6.

Since the action is polar, we have A⊥ = B. As M is Kähler, B⊥ω = J(B⊥).
Furthermore, JA ⊂ A⊥ because S is totally real. Thus,

B⊥ω = J(B⊥) = JA ⊂ A⊥ = B.

Therefore, the H-action is coisotropic.

§4.4. Visible actions and multiplicity-free representations

As a corollary of Theorem 7, we obtain a multiplicity-free theorem for
visible action in this setting.

Theorem 9 (visible ⇒ multiplicity-free). Let M be a connected Kähler
manifold, with a holomorphic, isometric and Poisson action of a connected com-
pact Lie group H. Suppose that the H-action on M is visible with dimR S =
dimCM (see Definition 3.1.1). Then the representation of H on O(M) is
multiplicity-free.
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Proof. Since an isometric Poisson action of a connected compact Lie
group H on a compact Kähler manifold M is coisotropic if and only if a Borel
subgroup of the complexified Lie group HC has an open orbit ([21, Equivalence
Theorem]), Theorem 9 follows from Theorem 7.

Remark 4.4.1. In Theorem 5, we have seen that strong visible actions
always give rise to multiplicity-free actions without any assumption of the com-
pactness of the transformation group and the complex manifold. I feel that
there is a good room for a generalization of Theorem 9.

§5. Some examples of visible actions

In this section, we illustrate visible actions (Definition 3.1.1) by a number
of examples. Most of these examples are also strongly visible actions (Defini-
tion 3.3.1).

§5.1. Examples of visible actions 1 — abelian case

We start with the simplest example of visible actions by abelian groups.
Consider the (standard) action of a one dimensional toral subgroup T := {t ∈
C : |t| = 1} on C by

T× C→ C, (t, z) 7→ tz.

T-orbits on C

S

Figure 5.1.1.

Then, as is obvious in Figure 5.1, the real line R meets every T-orbit on C.
Furthermore, it is clear that this action is strongly visible (see Definition 3.3.1)
by taking σ(z) := z̄. Thus, Theorem 4 implies that it is also visible. We pin
down:

Example 5.1.1. The standard action of T on C is (strongly) visible.
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Then, a coordinatewise argument leads us immediately to the fact that Rn

meets every Tn-orbit on Cn. Then,

Example 5.1.2. The standard action of Tn on Cn is (strongly) visible.

In turn, its projective version shows that the real projective space Pn−1R
meets every Tn-orbit on the projective space Pn−1C, and again by Theorem 4
we have:

Example 5.1.3. The standard action of Tn on Pn−1C is visible.

Now, we recall the group-theoretic interpretation (triunity given in [36])
for the triple of Lie groups H ⊂ G ⊃ K, which compares the visibility of the
following three actions:

the H-action on G/K,
the K-action on G/H,
the diagonal G-action on (G×G)/(K ×H),

Example 5.1.3 treats the H-action on the homogeneous space G/K ' Pn−1C
if we set (H, G,K) := (Tn, U(n), U(1) × U(n − 1)). Then, it leads us to two
more visible actions of non-abelian groups as follows:

Example 5.1.4. Consider the natural action of U(n) on the complex
flag variety B(Cn) (' G/H). Then, its restriction to the subgroup U(1) ×
U(n− 1) is (strongly) visible. A key geometry here is that the real flag variety
B(Rn) meets every orbit of U(1)× U(n− 1) on B(Cn).

Example 5.1.5. The diagonal action of U(n) on the direct product
manifold Pn−1C× B(Cn) (' (G×G)/(K ×H)) is (strongly) visible. We note
that Pn−1R× B(Rn) meets every diagonal U(n)-orbit.

Example 5.1.3 is more or less obvious, yet its equivalences, Examples 5.1.4
and 5.1.5, are the geometry behind non-trivial multiplicity-free representations
such as the restriction U(n) ↓ U(n − 1) (see Fact 32) and the tensor product
representation π ⊗ Sk(Cn) (see Example 6.1.1), respectively.

§5.2. Examples of visible actions 2 — group case

Let K be a compact Lie group, and KC its complexification. Then K acts
on KC from the left, and also from the right.

Theorem 10 (visible action on complex Lie groups).
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1) The left (or right) K-action on KC is previsible.

2) The (K ×K)-action on KC is (strongly) visible.

Proof. 1) Let k be the Lie algebra of K. Then, exp(
√−1 k) is a totally

real submanifold of KC. Therefore, the polar decomposition KC = K exp(
√−1 k)

implies that the left K-action on KC is previsible.
2) Take a normal real form KR of KC such that K ∩ KR is a maximal

compact subgroup of KC. We write σ for the complex conjugation of KC such
that σ

∣∣
KR

= id (by taking a covering of KC if necessary). Take a maximally
split abelian subgroup AR of KR. Then, we have a Cartan decomposition

KC = KARK

because AR is also a maximally split abelian subgroup of KC. In particular, the
totally real submanifold AR of KC meets every orbit of K ×K. Furthermore,
each (K × K)-orbit is preserved under σ because σ(K) = K. Therefore, the
action of K×K on KC is strongly visible, and then is also visible by Theorem 4.

Example 5.2.1. For (K,KC) = (U(n), GL(n,C)), we may take KR =
GL(n,R) and

AR =
{




a1 0
. . .

0 an


 : a1, . . . , an > 0

}
.

A representation-theoretic counterpart of Theorem 10 (2) is the (well-
known) fact that L2(K) is multiplicity-free as a representation of K ×K (see
Fact 28). We note that the left regular representation of K on L2(K) is not
multiplicity-free if K is non-abelian because each µ ∈ K̂ occurs in L2(K) with
multiplicity dim µ. Therefore, previsibility is not sufficient for representations
to be multiplicity-free .

§5.3. Examples of visible actions 3 — complex symmetric case

Let G be a Lie group, and τ an involutive automorphism of G. Then,
Gτ := {g ∈ G : τg = g} is a closed subgroup of G. We denote by (Gτ )0 the
identity component of Gτ . We recall:

Definition 5.3.1. We say (G,K) is a symmetric pair if K is a sub-
group of G with (Gτ )0 ⊂ K ⊂ Gτ . Then the homogeneous space G/K is
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called a symmetric space. If the group G is furthermore compact [semisim-
ple, reductive, . . . ], we say (G,K) is a compact [semisimple, reductive, . . . ]
symmetric pair.

Example 5.3.2. For a Lie group G1, we set G := G1 × G1 and de-
fine τ ∈ Aut(G) by τ(x, y) := (y, x). Then Gτ is nothing but the diagonal
subgroup diag G1 := {(x, x) : x ∈ G1}, and the symmetric space G/Gτ =
(G1 ×G1)/ diag G1 is naturally identified with the group manifold G1 by

(5.1) G1 ×G1/ diag G1 ' G1, (x, y) 7→ xy−1.

Suppose that (G,K) is a compact symmetric pair, and that (GC,KC) is
its complexification. Here is a generalization of Theorem 10.

Theorem 11 (visible action on complex symmetric spaces). The G-action
on the complex symmetric space GC/KC is (strongly) visible.

Proof. Let g = k + p be the eigenspace decomposition of the differential
of τ with eigenvalues +1 and −1. We take a maximally abelian subspace a in
p. Let σ be a complex conjugation of the Lie algebra gC with respect to the
real form gR := k +

√−1p. We lift σ to an antiholomorphic involution of the
group GC (by taking a covering group if necessary) and use the same notation
σ. Then, B := exp(

√−1a) is a non-compact abelian subgroup and σ|B = id.
Furthermore, we have a (generalized) Cartan decomposition

GC = G B KC.

Thus, B · o ' BKC/KC meets every G-orbit on GC/KC. Since σ acts antiholo-
morphically on GC/KC and preserves each G-orbit, the G-action on GC/KC is
strongly visible, and thus visible by Theorem 4.

§5.4. Examples of visible actions 4 — Hermitian symmetric case

This subsection studies visible actions on Hermitian symmetric spaces. We
start with the Poincaré disk G/K = SL(2,R)/SO(2):

Example 5.4.1. Let G = SL(2,R) and we define the following one-
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dimensional subgroups of G:

K :=

{(
cos θ− sin θ

sin θ cos θ

)
: θ ∈ R/2πZ

}
,

H :=

{(
a 0
0 a−1

)
: a > 0

}
,

N :=

{(
1 x

0 1

)
: x ∈ R

}
.

Then, both (G,K) and (G,H) are symmetric pairs, while N is a maximal
unipotent subgroup of G. Let us consider the left action of G (and its sub-
groups) on the Hermitian symmetric space G/K. Then, all of the actions of
the subgroups K, H and N on G/K are (strongly) visible, as one can easily see
from the following figures where G/K is realized as the Poincaré disk:

K-orbits H-orbits N -orbits

Figure 5.4.1 (a) Figure 5.4.1 (b) Figure 5.4.1 (c)

The first two cases of Example 5.4.1 are generalized into the following theorems:

Theorem 12 (visible action on Hermitian symmetric spaces, [39]). Let
G/K be a Hermitian symmetric space, and (G, H) a symmetric pair. Then,
the action of H on G/K is (strongly) visible.

Theorem 12 includes the following special case:

Corollary 13. Let X = G/K be a Hermitian symmetric space, and X

another Hermitian symmetric space G/K equipped with the complex conjugate
structure of X. Then,

1) The diagonal action of G on X ×X is visible.

2) The diagonal action of G on X ×X is visible.

The third case of Example 5.4.1 is generalized into the following:
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Theorem 14 ([39]). Let G/K be a Hermitian symmetric space without
compact factor, and N a maximal unipotent subgroup of G. Then, the action
of N on G/K is (strongly) visible.

Correspondingly to this geometric result, we shall see multiplicity-free the-
orems of representations (see Theorems 26, 33 and 34) in both finite and infinite
dimensional cases. An interesting geometric feedback includes:

Corollary 15 (sphericity). Let X be a compact Hermitian symmetric
space, and GC the group of biholomorphic transformations on X. Then X is
an HC-spherical variety (i.e. a Borel subgroup of HC has an open orbit on X)
for any HC such that (GC,HC) is a complex symmetric pair.

Proof. The Hermitian symmetric space X is biholomorphic to the gener-
alized flag variety GC/PC, where PC = KCU is a maximal parabolic subgroup of
GC with abelian unipotent radical U . If an irreducible rational representation
π of GC contains a PC-invariant line, π is a pan representation in the sense of
Definition 6.2.1, and its restriction to HC is multiplicity-free by Theorem 26 in
Section 6. Then, it follows from Vinberg and Kimelfeld [66, Corollary 1] that
GC/PC is HC-spherical.

Example 5.4.2. We consider the complex Grassmann variety Grp(Cn)
for which GC = GL(n,C) is the group of biholomorphic transformations. Ob-
viously, the action of G = U(n) is visible (Example 3.1.3). More than this,
applying Theorem 12 to the case where

(G,K, H) = (U(n), U(p)× U(n− p), U(k)× U(n− k)),

we see that the action of the group U(k)× U(n− k) on Grp(Cn) is (strongly)
visible for any p and k because (G,H) is a symmetric pair and G/K ' Grp(Cn).
Furthermore, it follows from Corollary 15 that Grp(Cn) is a spherical variety of
the group HC = GL(k,C)×GL(n−k,C) for any p and k. This fact played a key
role in determining explicitly the image and the kernel of the Radon-Penrose
transform for some non-compact complex homogeneous manifolds ([60, 61]).

§5.5. Examples of visible actions 5 — non-symmetric case

This subsection gives a refinement of Example 5.4.2.
Let n = n1 + n2 + · · ·+ nk be a partition of n, and L := U(n1)×U(n2)×

· · · × U(nk) be the natural subgroup of G := U(n). We note that (G,L) is
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a non-symmetric pair if k ≥ 3. The homogeneous space G/L is naturally
identified with the complex (generalized) flag variety Bn1,n2,...,nk

(Cn) consisting
of a sequence of complex vector subspaces l0 = {0} ⊂ l1 ⊂ l2 ⊂ · · · ⊂ lk ⊂ Cn

such that dim lj = dim lj−1 + nj . We note that Bp,n−p(Cn) = Grp(Cn) and
that B1,2,...,n(Cn) is the (full) flag variety B(Cn).

Let us consider the natural action of U(p)× U(q) (p + q = n) on the flag
variety Bn1,n2,...,nk

(Cn), and as its dual we shall also consider the natural action
of L on the Grassmann variety Grp(Cn).

Then the following theorem holds.

Theorem 16 (actions on the generalized flag variety, [38]). Suppose n1+
n2+· · ·+nk = p+q = n. Then the following four conditions on p, q, k, n1, . . . , nk

are equivalent:

i) The real Grassmann variety Grp(Rn) meets every orbit of the group U(n1)×
U(n2)× · · · × U(nk) on the complex Grassmann variety Grp(Cn).

ii) The real (partial) flag variety Bn1,n2,...,nk
(Rn) meets every orbit of the

group U(p)× U(q) on the complex flag variety Bn1,n2,...,nk
(Cn).

iii) One of (a), (b), (c) or (d) is satisfied:
a) min(p, q) = 1 (and n1, · · · , nk are arbitrary).
b) min(p, q) = 2 and k ≤ 3.
c) min(p, q) ≥ 3 and k ≤ 2.
d) min(p, q) ≥ 3, k = 3 and min(n1, n2, n3) = 1.

iv) (Spherical variety) A Borel subgroup of GL(n1,C) × GL(n2,C) × · · · ×
GL(nk,C) has an open orbit on Grp(Cn).

The following Corollary is straightforward by taking the natural complex
conjugation σ of Grp(Cn), Bn1,n2,...,nk

(Cn), and Grp(Cn) × Bn1,n2,...,nk
(Cn)

respectively.

Corollary 17 (visible actions on the generalized flag variety). Retain the
setting of Theorem 16. If the condition (iii) is satisfied, then the followings hold.

1) The action of U(n1)× · · · × U(nk) on Grp(Cn) is (strongly) visible.

2) The action of U(p)× U(q) on Bn1,n2,...,nk
(Cn) is (strongly) visible.

3) The diagonal action of U(n) on Grp(Cn) × Bn1,n2,...,nk
(Cn) is (strongly)

visible.
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We note that we have already examined two special cases of (iii), namely,
k = 2 in Example 5.4.2 and p = 1, k = n, n1 = · · · = nk = 1 in Example 5.1.3.

§5.6. Examples of visible actions 6 — linear multiplicity-free space

This subsection treats linear actions on vector spaces V and the represen-
tations on the space Pol(V ) of polynomials on V . Let H be a subgroup of
GLC(V ). V is called a multiplicity-free space of H if the natural represen-
tation of H on Pol(V ) is multiplicity-free. We shall present some few examples
of visible actions of H on V and multiplicity-free spaces V (see Example 5.6.1
and Theorem 19).

We start with the linear action of U(p)× U(q) on M(p, q;C) given by

(5.2) X 7→ AXB−1 (A ∈ U(p), B ∈ U(q)).

The following example is basic. Surprisingly, the geometry will also lead
to all spherical nilpotent orbits of GL(n,C) via the momentum map. We note
that spherical nilpotent orbits were classified by Panyushev [53] by a different
method (see Theorem 20).

Example 5.6.1.

1) The action of U(p)× U(q) on M(p, q;C) is visible.

2) Pol(M(p, q;C)) is multiplicity-free as a GL(p,C)×GL(q,C) module.

We shall observe that this example has three descendants, i.e., the isotropy
action on the tangent space of a Hermitian symmetric space (Theorem 18),
Kac’s example for multiplicity-free space (Theorem 19), and Panyushev’s ex-
ample of spherical nilpotent orbits (Theorem 20).

Proof. 1) Every orbit of U(p)× U(q) on M(p, q;C) meets the subspace
B of dimension min(p, q) in M(p, q;R) given by








a1
. . .

ap

O


 : a1, . . . , ap ∈ R



 (p ≤ q),

or







a1
. . .

aq

O


 : a1, . . . , aq ∈ R





(p ≥ q).
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Furthermore, it turns out that this action is strongly visible by the anti-
holomorphic map σ given by σ(X) := X (X ∈ M(p, q;C)), and therefore is
visible by Theorem 4.

2) This statement follows from Theorem 5.

Remark 5.6.2. The explicit decomposition formula of Pol(M(p, q;C)) is
also well-known. With notation as in Section 6.1, here is the formula:

Pol(M(p, q;C)) '





⊕
λ1≥···≥λp≥0

π(−λp,...,−λ1) ⊗ π(λ1,...,λp,0,...,0) (p ≤ q),

⊕
λ1≥···≥λq≥0

π(0,...,0,−λq,...,−λ1) ⊗ π(λ1,...,λq) (p ≥ q).

This formula is referred as the (GLp, GLq)-duality from Howe’s viewpoint of
dual pair correspondence ([18, 19]), and also as a special case of the K-type
formula of a holomorphic discrete series representation of the non-compact Lie
group U(p, q). See Remark 5.6.3 after Theorem 18.

Suppose G/K is a Hermitian symmetric space of non-compact type. We
write g = k + p for the Cartan decomposition of the Lie algebra g, and identify
p with the holomorphic tangent space To(G/K) at o = eK. Take a maximal
abelian subspace a in p, and we set M = {k ∈ K : Ad(k)|a = id}.

The isotropy representation of K on To(G/K) is holomorphic, and is iden-
tified with the adjoint representation of K on p. The action (5.2) is such an
example where (G,K) = (U(p, q), U(p) × U(q)). Then, Example 5.6.1 is a
special case of the following:

Theorem 18 (tangent action for Hermitian symmetric space). Retain the
above setting where G/K is a Hermitian symmetric space.

1) The adjoint action of K on p is (strongly) visible.

2) (Johnson [26], see also Schmid [59]) Pol(p) is multiplicity-free.

The statement (2) can be strengthened as:

3) Let µ be a K-module such that the restriction µ|M is multiplicity-free as an
M -module. Then, Pol(p)⊗ µ is multiplicity-free as a K-module.

Sketch of proof. 1) Realize G/K as a bounded symmetric domain in p.
Then, the statement follows from Theorem 12 (in the case H = K) because
the (strong) visibility is a local condition.

2) Follows from (1) and Theorem 5.
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3) This statement follows from Theorem 2. Here, the key point is that a

meets every K-orbit in p, and the group M in Theorem 2 is nothing but our
M in Theorem 18.

Remark 5.6.3. More than the abstract multiplicity-free property, the ex-
plicit decomposition formula of Pol(p) is also known (see Johnson [26], Schmid
[59]). We have given its generalization to infinite dimensional representations
in [30], which we shall review in Theorem 39 in Section 8.5.

Let us consider another generalization of Example 5.6.1. We extend (5.2)
to the action of U(p)×U(q) on M(p, q+1;C) ' M(p, q;C)⊕Cp in the following
two ways: for (A,B) ∈ U(p)× U(q),

M(p, q + 1;C) → M(p, q + 1;C), (X, Y ) 7→ (AXB−1, AY ),

M(p, q + 1;C) → M(p, q + 1;C), (X, Y ) 7→ (AXB−1, tA−1Y ).

Then our geometric approach gives a new proof that M(p, q+1;C) is a multiplicity-
free space of U(p)× U(q):

Theorem 19 (linear multiplicity-free space). In both cases, the follow-
ing statements hold.

1) ([36]) The action of U(p)× U(q) on M(p, q + 1;C) is (strongly) visible.

2) (Kac [28]) Pol(M(p, q+1;C)) is multiplicity-free as a GL(p,C)×GL(q,C)
module.

Proof. The proof is similar to that of Example 5.6.1. A key point is that
B ⊕ Rp ' Rmin(p,q) ⊕ Rp meets every orbit of U(p) × U(q) on M(p, q + 1;C)
(see [36, Proposition 2.8]). The second statement follows from Theorem 5.

Remark 5.6.4. As is well-known, and also as we have given a new ap-
proach in Theorem 18, p is a multiplicity-free space of K if G/K is a Hermitian
symmetric space. In addition to the examples that arise from symmetric spaces,
there are some few multiplicity-free spaces. For example, M(p + i, q + j) is a
multiplicity-free space of (the natural linear action of) U(p)×U(q) if and only if
(i, j) = (0, 0), (0, 1) or (1, 0). The case (i, j) = (0, 0) arises from the symmetric
space U(p+ q)/U(p)×U(q), while (i, j) = (0, 1) or (1, 0) does not (i.e. the non-
symmetric case). Victor Kac [28] classified irreducible (linear) multiplicity-free
spaces building on earlier work including a classification of irreducible preho-
mogeneous vector spaces due to Sato-Kimura [58]. The main machinery of this
classification is the open Borel orbit criterion.
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§5.7. Examples of visible actions 7 — spherical nilpotent varieties

Let N(2p1n−2p) be the set of nilpotent matrices of Jordan type (2p1n−2p)
in M(n,C). Then, N(2p1n−2p) is the single orbit of GL(n,C) that goes through




0 1
0 0

0 1
0 0

p

. . .

︷

︸︸

︷0 1
0 0

0
. . .

n− 2p

0

︷
︸︸

︷




by means of the adjoint representation on gl(n,C). In particular, it carries a
complex manifold structure.

Theorem 20 (spherical nilpotent orbits). Let 0 ≤ 2p ≤ n.

1) The action of U(n) on the nilpotent orbit N(2p1n−2p) is (strongly) visible.

2) (Panyushev) O(N(2p1n−2p)) is multiplicity-free.

Panyushev [53] classified all nilpotent orbitsN such thatO(N ) is multiplicity-
free. For the GLn case, the above nilpotent orbits N(2p1n−2p) (0 ≤ 2p ≤ n)
exhaust all such N .

Our proof (see below) for the multiplicity-free statement (see (2)) is again
built on the abstract multiplicity-free theorem in Section 2 combined with vis-
ible actions on nilpotent orbits (see (1)), and is different from [53].

A key idea is the observation that the visibility of U(n) action on nilpotent
orbits is inherited from the visibility of U(p) × U(q) action on M(p, q;C) via
the momentum map.

Proof. Let q = n−p. We denote by H the natural subgroup U(p)×U(q)
in G := U(n).

We define an embedding ι : M(p, q;C) → gl(n,C) (n = p + q) by X 7→(
O X

O O

)
. Then, the action of H on M(p, q;C) by means of the adjoint action

is identified with (5.2).
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Now, we define the following map:

(5.3) ϕ : G×H M(p, q;C) → gl(n,C), (g,X) 7→ gXg−1

Via the following identifications:

Grp(Cn) ' G/H,

T ∗Grp(Cn) ' G×H M(p, q;C),

gl(n,C) ' gl(n,C)∗,

the map ϕ is essentially the momentum map of the Hamiltonian action of U(n)
on Grp(Cn).

Furthermore, it turns out that the image of ϕ coincides with the closure
of N(2p1n−2p), namely,

N(2p1n−2p) = {X ∈ gl(n,C) : rank X ≤ p, X2 = 0}.
Let B ' Rmin(p,q) (= Rq) be the real subspace of M(p, q;C) as in the proof

of Example 5.6.1. Then, the proof of Example 5.6.1 asserts

H ·B = M(p, q;C).

Via the momentum map ϕ, this in turn implies

G · ι(B) = N(2p1n−2p) and G · ι(B′) = N(2p1n−2p),

where we set an open dense set B′ := (R×)q in B. Hence, the G-action on
N(2p1n−2p) is previsible. Furthermore, if we set σ(X) := X (X ∈ N(2p1n−2p)), we
see easily that the G-action on N(2p1n−2p) is strongly visible (Definition 3.3.1).
Therefore the G-action is visible by Theorem 4 andO(N(2p1n−2p)) is multiplicity-
free by Theorem 5.

§5.8. Examples of visible actions 8 — Stein extension of a
Riemannian symmetric space

Let G be a semisimple Lie group without compact factor, and K a maximal
compact subgroup of G. We write g = k + p for the Cartan decomposition of
the Lie algebra g, and take a maximal abelian subspace a of p.

For simplicity, we assume that G and K are contained in complexified Lie
groups GC and KC. The crown D of the Riemannian symmetric space G/K

is a G-invariant Stein domain in the complex manifold GC/KC, defined by

D := G exp
√−1 aπ

2
· o,
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where o = eKC and

aπ
2

:=
{

H ∈ a : | Spec(ad H)| < π

2

}
.

The domain D is also referred as the Akhiezer-Gindikin domain.
For any one-dimensional representation χ of K, we can extend χ to a

holomorphic representation of KC, and form a G-equivariant holomorphic line
bundle Lχ on D.

Theorem 21 (Riemannian symmetric space). Let G/K be a Rieman-
nian symmetric space of non-compact type.

1) The action of G on the crown D of G/K is (strongly) visible.

2) For any one dimensional representation χ of K, O(D,Lχ) is multiplicity-
free. In particular, O(D) is multiplicity-free.

The following Fact is a non-compact version of É. Cartan’s theorem ([7],
see Fact 29). Various proofs are known, including that of I. M. Gelfand ([13])
based on the commutativity of the Hecke algebra L1(K\G/K) of K-biinvariant
integrable functions with respect to convolution. Harish-Chandra and Helga-
son’s explicit Plancherel formula (e.g. [17]) also gives another proof of it. Yet,
Theorem 11 provides a new proof of this multiplicity-free property:

Fact 22. The regular representation L2(G/K) is multiplicity-free.

Proof. There is an injective intertwining operator L2(G/K) → O(D) (see
Krötz and Stanton [44] for the construction of such intertwining operator by
using the heat kernel). Thus, L2(G/K) is multiplicity-free by Theorem 21 (2).

It is well-known that the regular representation L2(G/K) is decomposed
into the direct integral of spherical principal series representations with multi-
plicity free. There is no discrete spectrum.

§6. Multiplicity-free representations — finite dimensional
examples

The aim of this section is to illustrate by finite dimensional examples the
idea as to how the abstract theorem (Theorem 2) gives rise to various kinds
of multiplicity-free result. The underlying geometry such as visible actions on
flag varieties will be also discussed.
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§6.1. Multiplicity-free tensor product representations

Throughout this section, gC will denote a complex reductive Lie algebra.
We take a Cartan subalgebra tC, and fix a positive system ∆+(gC, tC). For a
dominant integral weight λ ∈ t∗C, we write πλ for the irreducible finite dimen-
sional representation of gC with highest weight λ.

By using an invariant non-degenerate bilinear form on gC (e.g., the Killing
form if gC is semisimple), we identify g∗C with gC, and also t∗C with tC. For
λ ∈ t∗C, we write Xλ ∈ tC (⊂ gC) for the corresponding element, and define a
Levi subalgebra (gC)λ of gC by

(gC)λ := {Y ∈ gC : [Xλ, Y ] = 0}(6.1)

= {Y ∈ gC : λ([Y, Z]) = 0 for any Z ∈ gC}.

Theorem 23 ([36, Theorem 3.5]). The tensor product representation πλ⊗
πν decomposes as a multiplicity-free sum of irreducible representations of gC if
πν is multiplicity-free when restricted to (gC)λ.

Sketch of proof. For simplicity, assume gC is semisimple. Let G be a
simply connected, compact Lie group such that gC ' Lie(G) ⊗R C, and L the
isotropy subgroup of G at Xλ by means of the adjoint representation. (We
note that (gC)λ ' Lie(L)⊗RC.) Then, Theorem 23 follows from Theorem 2 by
applying (P,H, K, µ, B) = (G × G, diag(G), L × G,Cλ ⊗ πν , {e}). See [36] for
details.

The assumption of Theorem 23 is automatically fulfilled for any λ if πν is
weight multiplicity-free, i.e., if πν decomposes with multiplicity free when
restricted to a Cartan subalgebra (see [19, Theorem 4.6.3] for the classification
of weight multiplicity-free representations). In this special case, Theorem 23
reduces to the following well-known fact:

Fact 24. If F is weight multiplicity-free, then the tensor product rep-
resentation π ⊗ F is multiplicity-free for any irreducible representation π of
gC.

Example 6.1.1. The kth symmetric tensor representation Sk(Cn) is a
weight multiplicity-free representation of gC = gl(n,C) for any k = 0, 1, 2, . . . .
(As its highest weight is given by (k, 0, . . . , 0), Sk(Cn) is expressed as π(k,0,...,0)

in our notation.) The tensor product representation πλ ⊗ Sk(Cn) decomposes
into a multiplicity-free sum of irreducible representations of gC for any dominant
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integral weight λ = (λ1, . . . , λn) and for any k. The decomposition formula is
given by

πλ ⊗ π(k,0,...,0) '
⊕

µ1≥λ1≥···≥µn≥λn
nP

i=1
(µi−λi)=k

π(µ1,...,µn).

This formula is known as Pieri’s rule (the Clebsch-Gordan formula if
n = 2).

§6.2. Parabolic subalgebras with abelian nilradicals

Let πλ be an irreducible finite dimensional representation of a complex
reductive Lie algebra gC. Retain the notation as in Section 6.1.

Definition 6.2.1. We say πλ is a pan representation if (gC, (gC)λ) is
a symmetric pair (see (6.1)).

Here, “pan” stands for a parabolic subalgebra with abelian nilradical.
We note that the above condition on λ is equivalent to that the nilradical

of p(λ) is abelian, where p(λ) is the parabolic subalgebra of gC defined as the
sum of eigenspaces of

√−1 ad(Xλ) with non-negative eigenvalues. We also note
that the above condition on λ is clearly equivalent to the following condition:
there exists a Levi subalgebra lC containing tC such that

1) λ|tC∩[lC,lC] ≡ 0.

2) (gC, lC) is a symmetric pair.

Let us rewrite the above condition more explicitly, assuming that gC is sim-
ple. We fix a positive system ∆+(gC, tC) and label the simple roots α1, . . . , αn
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in the Dynkin diagram as follows:

(An) ◦
α1
−−−−◦

α2
−−−− · · · −−−−◦

αn−1
−−−−◦

αn

(Bn) ◦
α1
−−−−◦

α2
−−−− · · · −−−−◦

αn−1
==⇒◦

αn

(Cn) ◦
α1
−−−−◦

α2
−−−− · · · −−−−◦

αn−1
⇐==◦

αn

(Dn) ◦
α1
−−−−◦

α2
−−−− · · · −−−− −−−

−◦αn−1

◦
αn−2
−−−−◦

αn

(E6) ◦
α1
−−−−◦

α3
−−−− −−−

−◦α2

◦
α4
−−−−◦

α5
−−−−◦

α6

(E7) ◦
α1
−−−−◦

α3
−−−− −−−

−◦α2

◦
α4
−−−−◦

α5
−−−−◦

α6
−−−−◦

α7

We denote by ω1, . . . , ωn the fundamental dominant weights, that is, ωj

satisfies
2(ωi, αj)
(αj , αj)

= δij .

Then, we have the following lemma:

Lemma 6.2.2. πλ is a pan representation if and only if λ is of the form
λ = kωi (k ∈ N), where i is in the following list:

i = 1, 2, . . . , n for (An),

i = 1 for (Bn),

i = n for (Cn),

i = 1, n− 1, n for (Dn),

i = 1, 6 for (E6),

i = 1 for (E7).

List 6.2.2.
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Example 6.2.3. Let gC = gl(n,C) and λ = (λ1, . . . , λn) ∈ Zn, λ1 ≥
λ2 ≥ · · · ≥ λn. Then πλ is a pan representation if and only if

λ1 = · · · = λp ≥ λp+1 = · · · = λn

for some p (1 ≤ p ≤ n− 1). Then, (gC)λ is given by gl(p,C)+ gl(n− p,C). The
kth symmetric tensor representation Sk(Cn) (k ∈ N) and the kth exterior repre-
sentation Λk(Cn) (0 ≤ k ≤ n) are very special examples of pan representations
because the highest weight is given by (k, 0, . . . , 0) and (1, 1, . . . , 1, 0, . . . , 0),
respectively.

Okada [50] studied a specific class of irreducible finite dimensional repre-
sentations of classical Lie algebras, which he refers as “rectangular-shaped
representations”. This notion coincides with “pan representations” for the
type (An), (Bn), and (Cn). For the type (Dn), we note that the pan represen-
tations πkω1 (k ∈ N) do not belong to his rectangular representations.

As we shall see in Section 8, irreducible unitary highest weight represen-
tations of scalar type (see Definition 8.1.1) of a non-compact simple Lie group
of Hermitian type are an infinite-dimensional version of pan representation.

Here is an application of Theorem 1 to the multiplicity-free problem of
tensor product representations.

Theorem 25 ([34, Theorem 7.3]). The tensor product πλ ⊗ πµ of any
two pan representations πλ, πµ decomposes with multiplicity free.

In other words, we have:

Theorem 25′ (multiplicity-free tensor product: finite dimensional case).
The tensor product representation πkωi ⊗ πlωj of a simple Lie algebra decom-
poses with multiplicity free for any non-negative integers if i and j are in the
List 6.2.2.

For example, some of classical cases have been studied by case-by-case
combinatorial argument (see Okada [50], and references therein). A part of
Theorem 26 (namely, in the case where hC is the Levi part of some maximal
parabolic subalgebra of gC) was obtained in Littelmann [46] by a different
method, that is, by showing the existence of an open orbit of a Borel subgroup.

Example 6.2.4. If λ, µ ∈ Zn is of the form

λ = (a, · · · , a︸ ︷︷ ︸
p

, b, · · · , b︸ ︷︷ ︸
n−p

), µ = (x, · · · , x︸ ︷︷ ︸
k

, y, · · · , y︸ ︷︷ ︸
n−k

)
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for some p, k, a ≥ b and x ≥ y, then the tensor product representation πλ ⊗ πµ

of gl(n,C) decomposes with multiplicity free.

The tensor product representation can be regarded as a special case of
restrictions, namely, it is the restriction of a representation of the Lie algebra
gC ⊕ gC with respect to its diagonal subalgebra

diag gC := {(X,X) : X ∈ gC}.

In light that (gC ⊕ gC,diag gC) forms a symmetric pair, the following theorem
gives a generalization of Theorem 25.

Theorem 26 (multiplicity-free restriction for symmetric pairs). Let (gC, hC)
be a complex reductive symmetric pair. Then, for any irreducible pan represen-
tation πλ (see Definition 6.2.1), the restriction πλ|hC decomposes with multi-
plicity free.

As far as the author is aware, Theorems 26 in this generality is not known,
although some particular cases were previously known by different argument
such as the open Borel orbit criterion and combinatorial techniques. Our proof
of Theorem 25 and 26 is based on Theorem 1, for which we shall report in
another paper. There, Corollary 13 (1) and Theorem 12 (visible actions on
Hermitian symmetric spaces) play a key role in geometry. One of the advantages
of our approach is that it brings analogous multiplicity-free theorems of infinite
dimensional representations as well (see Theorems 34 and 40).

Example 6.2.5. Suppose πλ is an irreducible representation of gC =
gl(n,C) with highest weight

λ = (a, · · · , a︸ ︷︷ ︸
p

, b, · · · , b︸ ︷︷ ︸
n−p

) ∈ Zn (a ≥ b).

Then, πλ decomposes into a multiplicity-free sum of irreducible representations
of hC when restricted to the subalgebra hC of the following form:

hC =





gl(k,C)⊕ gl(n− k,C) (1 ≤ k ≤ n),

o(n,C),

sp(
n

2
,C) (n : even).

Explicit branching laws for some of classical cases are known in recent
years. For example, the branching laws of the restriction πλ|hC are obtained by
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Okada in the following special cases:

p = k, hC = gl(k,C)⊕ gl(n− k,C), [50, Theorem 2.1],

p =
[n

2

]
, hC = o(n,C) or sp

(n

2
,C

)
, [50, Theorem 2.6].

As one knows a priori by Theorem 26, Okada’s formulas are all multiplicity-
free. For some of exceptional symmetric pairs (gC, hC) such as (e6, f4), Alikawa
[1] has computed multiplicity-free branching laws of pan representations.

§6.3. Multiplicity-free tensor product representations of gl(n,C)

We end this section with multiplicity-free tensor product representations
of gl(n,C). We have already seen some of such examples in Example 6.2.4. The
main machinery there was Theorem 1. We recall that Theorem 1 is strength-
ened by Theorem 2. Then, it turns out that Theorem 2 combined with the
Grassmann geometry (see Theorem 16) yields the list of all multiplicity-free
tensor product representations of gl(n,C) as follows:

Suppose that λ is of the form

λ = ( a, . . . , a︸ ︷︷ ︸
p

, b, . . . , b︸ ︷︷ ︸
q

) ∈ Zn

for some p, q, a and b such that p + q = n and a ≥ b.

Theorem 27 (multiplicity-free tensor product of GLn, [36, 62]). The ten-
sor product representation πλ ⊗ πν decomposes with multiplicity free in the fol-
lowing cases (divided according to the condition on λ):

Case 1) min(a− b, p, q) = 1 (and ν is arbitrary).

Case 2) min(a− b, p, q) = 2, and ν is of the form

(6.2) ( x, . . . , x︸ ︷︷ ︸
n1

, y, . . . , y︸ ︷︷ ︸
n2

, z, . . . , z︸ ︷︷ ︸
n3

),

where x ≥ y ≥ z and n1 + n2 + n3 = n.

Case 3) min(a − b, p, q) ≥ 3, and ν is of the form (6.2) with min(x − y, y −
z, n1, n2, n3) = 1.
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Remark 6.3.1. Stembridge [62] gave a case-by-case combinatorial proof
of Theorem 27. He also proved that the above list exhausts all the multiplicity-
free cases up to switch of factor. Our proof of Theorem 27 (see [36, Theo-
rem 3.6]) is geometric, and is completely different from [62]. Some of explicit
decomposition formulas have been obtained recently; for example, see Kratten-
thaler [43] in the case n3 = 1.

§7. Multiplicity-free representations — compact examples

In Section 6, we have presented a number of multiplicity-free theorems for
finite dimensional representations of reductive Lie algebras gC. By the Weyl
unitary trick, they can be interpreted also as those of compact Lie groups G.

However, there are some other “intrinsic” representations of compact Lie
groups, some of which are multiplicity-free. The Peter-Weyl theorem is a typical
example. This section collects a few more examples of multiplicity-free repre-
sentations of this kind. A large part of the results in this section is known, yet
we shall see that all of them are covered again by our multiplicity-free theorem
(Theorem 2).

§7.1. Regular representation on symmetric spaces — scalar case

Let K be a compact Lie group. First of all, let us recall the Peter-Weyl
theorem, which gives a decomposition of the regular representation on L2(K)
as a sum of irreducible representations of the direct product group K ×K:

L2(K) '
∑⊕

µ∈ bK µ £ µ∗.

Among all, we pin down the following property:

Fact 28 (Peter-Weyl). The regular representation L2(K) is multiplicity-
free as a representation of G := K ×K.

Via the (K×K)-equivariant isomorphism K ' (K×K)/ diag K (see (5.1)),
Fact 28 can be regarded as a special case of the following statement:

Fact 29 (É. Cartan, [7, Sect. 17]). The regular representation L2(G/K)
on a compact symmetric space G/K is multiplicity-free as a representation of
G.
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This is a compact version of Fact 22 in Section 5. An explicit decomposition
formula for L2(G/K) can be read from the Cartan-Helgason theorem (see
[69, §3.3.1]) for a connected G.

From our viewpoint, the geometric background of Facts 28 and 29 is the
visibility of the (K × K)-action on KC (Theorem 10) and the G-action on
GC/KC (Theorem 11). We shall explain this viewpoint in the process of gen-
eralizing Fact 29 (see Theorem 30 below).

§7.2. Regular representation on symmetric spaces — vector
bundle case

This subsection discusses a generalization

Fact 28 ⇒ Fact 29 ⇒ Theorem 30

by replacing “functions” by “sections” for vector bundles. Again the main
machinery for this will be the complex geometric approach given in Theorem 2.

Let (G,K) be a compact symmetric pair, and we fix a (finite dimensional,
unitary) representation µ of K. Then we form a G-equivariant Hermitian vector
bundle G×K µ → G/K, and define a unitary representation of G on the Hilbert
space L2(G×K µ) consisting of L2-sections.

Unlike the scalar case L2(G/K), the unitary representation L2(G×K µ) is
not always multiplicity-free even though (G, K) is a compact symmetric pair.
Let us apply Theorem 2 to find the condition on µ for which L2(G ×K µ)
becomes multiplicity-free as a representation of G.

We write g = k + p for the Cartan decomposition of the Lie algebra g of
G. Take a maximal abelian subspace a of p, and we set

(7.1) M := {k ∈ K : Ad(k)X = X for any X ∈ a}.

Then, we have:

Theorem 30 (cf. Deitmar [8]). Let (G,K) be a compact symmetric pair,
and µ a finite dimensional representation of K. Then the regular representation
of G on L2(G×K µ) is multiplicity-free if the restriction µ|M is multiplicity-free
as a representation of M .

Proof. Our proof is built on the visible action of G on the complexified
symmetric space GC/KC (see Theorem 11 in Section 5).

What we need is to prove mπ ≤ 1 for all π ∈ Ĝ, where mπ is the multiplicity
defined by mπ := dimHomG(π, L2(G×K µ)).
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We extend µ to a holomorphic representation of KC (and still use the same
notation µ). Then, we have naturally a bundle map

G×K µ ↪→ GC ×KC µ

↓ ↓
G/K ↪→ GC/KC

which induces an injective G-homomorphism

(7.2) O(GC ×KC µ) ↪→ L2(G×K µ)

by the unicity theorem of holomorphic functions.
Since any matrix coefficient of a finite dimensional representation of G

extends holomorphically to GC, the image of the homomorphism (7.2) contains
an algebraic direct sum

⊕
π∈ bG mππ, which is a dense subspace of L2(G×K µ).

Take any π ∈ Ĝ, and we realize the multiple mππ ' π⊕· · ·⊕π of the unitary
representation π of G in O(GC ×KC µ). As in the proof of Theorem 11, we set
B := exp(

√−1a). We note that the subgroup M (see (7.1) for the definition)
coincides with ZG∩KC(B) = ZK(B), the centralizer of B in K. Then, applying
Theorem 2 to the setting where (P,H, K, µ, B) with the notation of Theorem 2
is (GC, G,KC, µ, B) with the notation here, we conclude that mπ = 1. Hence
Theorem 30 has been proved.

Example 7.2.1. The assumption on µ in Theorem 30 is obviously sat-
isfied if dimµ = 1, especially if µ is the trivial one dimensional representation.
Then, the above theorem is nothing but Theorem 29.

Example 7.2.2. The assumption in Theorem 30 is satisfied for any
µ ∈ K̂ if (G,K) = (U(n), U(1) × U(n − 1)) or (O(n), O(n − 1)). This will be
discussed in Examples 31 and 32.

Example 7.2.3 (Restriction U(n) ↓ O(n)). The assumption in Theo-
rem 30 is satisfied for µ = Λk(Cn) (0 ≤ k ≤ n) if (G,K) = (U(n), O(n)).
Hence, L2(U(n)×O(n) Λk(Cn)) is multiplicity-free as a U(n)-module for any k.
By the Frobenius reciprocity, this is also equivalent to the following statement:

dimHomO(n)(Λk(Cn), π|O(n)) ≤ 1

for any π ∈ Û(n) and for any k (0 ≤ k ≤ n).

Proof of Example 7.2.3. We observe that B ' Rn and M ' (Z/2Z)n

if (G,K) = (U(n), O(n)). Then, since the exterior representation Λk(Cn) is
multiplicity-free when restricted to M , Example 7.2.3 is led by Theorem 30.
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§7.3. Some finite dimensional applications

We end up this section with some applications of Theorem 30 to branching
laws. It is very well-known that the restriction from U(n) to U(n − 1), and
for O(n) to O(n − 1) is multiplicity-free. One way to see multiplicity-freeness
is of course to observe the explicit branching laws (e.g. [72]). An alternative
approach (e.g. [66]) is to show that a Borel subgroup of HC acts on the flag
variety of GC with an open orbit if

(GC,HC) =(GL(n,C), GL(n− 1,C))

or (O(n,C), O(n− 1,C)).

As an alternative approach from our viewpoint on visible actions, we shall show
that Theorem 30 implies these classical results:

Fact 31 (O(n) ↓ O(n− 1)). For any π ∈ Ô(n), the restriction π|O(n−1)

decomposes with multiplicity free.

Proof of Fact 31. By the Frobenius reciprocity, the assertion is equivalent
to:

(Pn) Let (G, K) = (O(n), O(n− 1)). Then L2(G×K µ) is multiplicity-free as

a representation of G for any µ ∈ K̂.

The statement (Pn) is obvious if n = 1. Suppose n ≥ 2. Then, the
restriction µ|M is multiplicity-free for any µ ∈ K̂ by the inductive assumption
(Pn−1) in light that (K,M) ' (O(n − 1), O(n − 2)). Hence, (Pn) holds by
Theorem 30. Therefore (Pn) is proved for any n by induction.

A similar proof also works for the restriction U(n) ↓ U(n− 1):

Fact 32 (U(n) ↓ U(n− 1)). For any π ∈ Û(n), the restriction π|U(n−1)

decomposes with multiplicity free.

As a third method, we should mention that Fact 32 can be shown also
directly from the visibility of the action of U(1) × U(n − 1) on the full flag
variety B(Cn) as explained Example 5.1.4. (This was the approach taken in
[36, Example 2.4].)

§8. Multiplicity-free representations — infinite dimensional
examples
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So far, we have discussed finite dimensional examples. This section pro-
vides a number of multiplicity-free theorems for infinite dimensional represen-
tations. Again, Theorem 1 (or Theorem 2) serves as a main machinery here.
One of the advantages of our approach is that we can treat the infinite dimen-
sional case in a parallel fashion to the finite dimensional case (see Section 6).
It should be noted that some of branching laws here contain continuous spec-
trum, which occurs with multiplicity free. Typical cases may be compared in
the following correspondences:

Section 8 Section 6
group non-compact ←→ compact
representations of highest weight ←→ of finite dimension
property scalar type ←→ pan type

§8.1. Unitary highest weight representations

We review some basic notion regarding highest weight modules. Let G be
a non-compact simple Lie group, θ a Cartan involution, and K := Gθ. We write
g = k+p for the Cartan decomposition of the Lie algebra g of G, corresponding
to the Cartan involution θ.

We say G is of Hermitian type if the center c(k) of k is non-trivial. Then,
dim c(k) = 1 and there exists a characteristic element Z ∈ c(k) so that

gC := g⊗ C = kC ⊕ p+ ⊕ p−

is the eigenspace decomposition of ad(Z) with eigenvalues 0,
√−1 and −√−1,

respectively. Then, the homogeneous space G/K becomes a Hermitian sym-
metric space of non-compact type.

Here is a list of Lie algebras corresponding to non-compact simple Lie
groups of Hermitian type:

su(p, q), sp(m,R), so(n, 2), so∗(2n), e6(−14), e7(−25),

where p, q, m ≥ 1 and n ≥ 3.
Suppose that (π,H) is an irreducible unitary representation of G, and HK

is the underlying (gC,K)-module. We define a subspace of HK by

(8.1) Hp+

K := {v ∈ HK : dπ(Y )v = 0 for any Y ∈ p+}.

Then, it is known that Hp+

K is either zero or irreducible as a representation of
K.
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Definition 8.1.1. We say (π,H) is an irreducible unitary highest
weight representation if Hp+

K 6= {0}. Furthermore, π is of scalar type if
dimHp+

K = 1.

An irreducible (unitary) highest weight representation (π,H) of G is deter-
mined uniquely by the K-module structure on Hp+

K . We fix a maximal abelian
subspace t of k, and a positive system ∆+(k, t). The representation (π,H) will
be denoted by πG(µ) if µ ∈ √−1t∗ is a highest weight of the K-module Hp+

K

with respect to the positive system ∆+(k, t).
An irreducible unitary highest weight representation π is called a (rel-

ative) holomorphic discrete series representation for G, if any matrix
coefficient of π is square integrable over G modulo its center. Lowest weight
representations and anti-holomorphic discrete series representations are defined
similarly with p+ replaced by p−.

The classification of irreducible unitary highest weight representations was
accomplished in Enright-Howe-Wallach [10] and Jakobsen [24] (see also [11]).
There exist infinitely many unitary highest weight representations of scalar type
for any non-compact simple Lie group of Hermitian type.

§8.2. Restriction to a unipotent subgroup N

Let G be a non-compact simple Lie group of Hermitian type, and N a
maximal unipotent subgroup of G. Then, our abstract multiplicity-free theorem
(Theorem 1) combined with the (strong) visibility of the action (Theorem 14)
leads us to the following multiplicity-free theorem:

Theorem 33 (restriction to a unipotent subgroup). If π is an irreducible
unitary highest weight representation of G, then the restriction π|N is multiplicity-
free.

Example 8.2.1 (Hardy space). The (classical) Hardy space is the
Fourier image of L2-functions supported on the positive half line. A group
theoretic aspect of this is the fact that the limit of holomorphic discrete series
representation π of G = SL(2,R) is decomposed into the direct integral of eixξ

(ξ ≥ 0) with multiplicity one, when restricted to a maximal unipotent subgroup
N ' R.

§8.3. Restriction to a symmetric subgroup
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We keep our setting that G is a non-compact simple Lie group of Hermitian
type. Here is a main multiplicity-free theorem in this section. It may be
regarded as an infinite dimensional version of Theorem 26.

Theorem 34 (multiplicity-free restriction for symmetric pairs, [30]). Sup-
pose π is an irreducible unitary highest weight representation of G of scalar type.
Then, the restriction π|H decomposes with multiplicity free for any subgroup H

such that (G,H) is a semisimple symmetric pair.

Here, we should note that the subgroup H is not necessarily compact.
Accordingly, the restriction π|H may contain continuous spectrum (see Fact 35
and Theorem 36 below for more details).

We refer to [34, Theorem A] for a proof of Theorem 34 based on our ma-
chinery, i.e., Theorem 1. For some classical cases, one could give an alternative
proof of Theorem 34 (and also Theorem 39 below) by case-by-case argument,
by using the idea of see-saw dual pairs ([18]). However, our approach to Theo-
rem 34 is simple and geometric . It connects branching problems π|H with the
geometry of the H-action on the Hermitian symmetric space, which is (strongly)
visible (see Theorem 12).

Suppose that (G,H) is a symmetric pair defined by an involutive auto-
morphism τ of G, namely, (Gτ )0 ⊂ H ⊂ Gτ . We may and do take a Cartan
involution θ of G such that τθ = θτ . Then, τ stabilizes K (= Gθ), its Lie
algebra k, and also the center c(k) of k. Since c(k) is of one dimension, τ acts
on c(k) by either +1 or −1 because τ2 = id.

Definition 8.3.1. We say a symmetric pair (G, H) is of holomorphic
type (respectively, of anti-holomorphic type) if τ acts on c(k) as the scalar
+1 (respectively, −1).

Then, the natural embedding H/H ∩K ↪→ G/K is holomorphic if (G,H)
is of holomorphic type, while it is totally real if (G,H) is of anti-holomorphic
type.

Here is a sharp contrast on the existence of continuous spectrum in the
branching law:

Fact 35 ([31, 32]). Suppose (G,H) is a symmetric pair of holomorphic
type and that π is a unitary highest weight representation of G. Then the
restriction π|H decomposes discretely.

Theorem 36. Suppose (G, H) is a symmetric pair of anti-holomorphic
type, and that π is a holomorphic discrete series representation of G.



Multiplicity-free Representations and Visible Actions 45

1) The restriction π|H always contains continuous spectrum.

2) There are at most a finite number of discrete spectrum in the branching law
of the restriction π|H .

3) If π is furthermore of scalar type, then there is no discrete spectrum in π|H .

Theorem 36 is a consequence of the result of Howe, Repka, Ólafsson
and Ørsted ([18, 56, 51]) that the restriction π|H is unitarily equivalent to
L2(H ×H∩K µ) if π = πG(µ). We should note that the restriction map from
(L2∩O)(G×K µ) to (L2(H×H∩K µ) is not unitary but has a dense image. For
π of scalar type, i.e. dim µ = 1, explicit Plancherel formula for the restriction
π|H has been recently studied by Neretin [49], etc.

We end this subsection with two exclusive examples of Theorem 34 accord-
ing to holomorphic and anti-holomorphic type (Definition 8.3.1) by assuming
furthermore that π is a holomorphic discrete series representation.

Example 8.3.2. The Hua-Kostant-Schmid formula gives the branching
law of π|K . It is multiplicity-free, and is a special case of Theorem 34 and
Fact 35.

Example 8.3.3. Suppose (G,H) is of anti-holomorphic type (see Def-
inition 8.3.1). Then the restriction π|H is an example of Theorems 34 and 36,
and gives rise to a “canonical representation” in the sense of Gelfand-Graev-
Vershik, which is unitarily equivalent to L2(H/H ∩K) as an abstract unitary
representation.

§8.4. Boundedness and uniform boundedness of multiplicities

This subsection reviews known facts on the multiplicity in the branch-
ing laws π|H with respect to a reductive symmetric pair (G,H) without any
assumption on π ∈ Ĝ, and examines the status of Theorem 34 from wider
perspectives.

For τ ∈ Ĥ and π ∈ Ĝ, we set

mπ(τ) := dim HomH(τ, π|H),

the dimension of the space of continuous H-homomorphisms.
Suppose (G,H) is a reductive symmetric pair. In general, mπ(τ) can be

infinity. Even finite multiplicities and infinite multiplicities can stand together
in the same branching law as below:
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Example 8.4.1 (see [33, Example 5.5]). Let (G,H) = (SO(5,C), SO(3, 2)),
and π be a (certain) principal series representation of G. Then,

1) π|H contains both continuous and discrete spectrum.

As for discrete spectrum, the following statements hold:

2) For some σ1 ∈ Ĥ, dimHomH(σ1, π|H) = ∞.

3) For some σ2 ∈ Ĥ, 0 < dim HomH(σ2, π|H) < ∞.

However, if the restriction decomposes discretely, we have a finiteness the-
orem of multiplicities like Harish-Chandra’s admissibility theorem. Here, we
just mention a special case where π is a discrete series representation of G (see
[33, Conjecture C] and [35, Section 3] for the background and more general
results):

Fact 37 (bounded multiplicity theorem, [31, Part III]). If the restriction
π|H is (infinitesimally) discretely decomposable, then mπ(τ) < ∞ for any
τ ∈ Ĥ.

The key machinery of the proof is the associated variety of π and the
asymptotic behavior of K-types. Since this method is out of the scope of this
article, we do not go into details here. See [31, Part III] and [37, Section 5].

We should remark that mπ(τ) is bounded but not always uniformly bounded
in Fact 37. This can happen even in the case H = K (a maximal compact sub-
group of G).

Example 8.4.2. Let (G,H) = (Sp(2,R), U(2)), and π be a non-holomorphic
discrete series representation. Then we have

1) mπ(τ) < ∞ for any π ∈ Ĥ.

2) sup
τ∈ bH mπ(τ) = ∞.

Thus, the following uniform-bounded property is noteworthy for any high-
est weight representations π (not necessarily of scalar type).

Theorem 38 (uniformly bounded multiplicity theorem, [34, Theorem B]).
Suppose (G, H) is a symmetric pair of holomorphic type, and π is a unitary
highest weight representation of G. Then, we have

sup
τ∈ bH mπ(τ) < ∞.
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Sketch of Proof. Use Theorem 34 and tensoring argument.

§8.5. A generalization of Hua-Kostant-Schmid formula

If a representation is known a priori to be multiplicity-free, one may be
tempted to find its decomposition formula explicitly.

In this subsection, we present a new explicit decomposition formula of the
restriction π|H which is known a priori to be multiplicity-free by Theorem 34.

Let (G,H) be of holomorphic type (Definition 8.3.1). We take a Cartan
subalgebra t of k such that tτ := t ∩ h is also a Cartan subalgebra of k ∩ h. We
write

(p+)−τ := {X ∈ p+ : τX = −X}.
Take a maximal set {ν1, . . . , νk} of strongly orthogonal roots in ∆((p+)−τ , tτ ).

We note that the cardinality k coincides with the real rank (sometimes called
the split rank) of the semisimple symmetric space G/H.

Theorem 39 (branching law for semisimple symmetric pairs, [30]). Re-
tain the setting as above. Let πG(µ) be a holomorphic discrete series representa-
tion of scalar type, and (G, H) a symmetric pair of holomorphic type such that
H is connected. Then, the representation πG(µ) decomposes into a discrete,
multiplicity-free sum of irreducible representations of H as follows:

(8.2) πG(µ)
∣∣∣
H
'

∑⊕

a1≥···≥ak≥0

a1,...,ak∈N

πH(µ
∣∣∣
tτ
−

k∑

j=1

ajνj).

We note that the Hermitian symmetric pair (G, K) itself is a holomorphic
type. In this special setting where H = K, all representations in the right side
of (8.2) are finite dimensional. In this case, the branching law (8.2) is due to
Hua (classical), Kostant (unpublished), and Schmid [59]. Johnson [26] gave an
alternative proof, again in the compact H case. In the general case with H

noncompact the formula was given by the author [30] with a sketch of proof.

§8.6. Multiplicity-free tensor product representations

Parallel to the multiplicity-free result (Theorem 34) for the reductive sym-
metric pair (G, H), we can also prove a multiplicity-free theorem for the tensor
product representations:

Theorem 40 (multiplicity-free tensor product: infinite dimensional case; [30, 34]).
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1) If π1 and π2 are irreducible unitary highest weight representations of scalar
type, then the tensor product representation π1⊗̂π2 decomposes discretely
into a sum of irreducible representations with multiplicity free.

2) If π1 (respectively, π2) is an irreducible unitary highest (respectively, lowest)
weight representation, then the tensor product π1⊗̂π2 is still multiplicity-
free.

Here, ⊗̂ denotes the Hilbert completion of an algebraic tensor product.

Remark 8.6.1.

1) We notice that the decomposition formula in the case (2) contains continu-
ous spectrum in general. In particular, this is the case if π1 is a holomorphic
discrete series representation and π2 is an anti-holomorphic discrete series
representation.

2) The underlying geometry which we need in the proof is the (strong) visibil-
ity of the diagonal action of G on the direct product manifold G/K×G/K

(see Corollary 13).

3) Theorem 40 can be regarded as an infinite dimensional version of the
multiplicity-free result (Theorem 25) for finite dimensional representations.

§9. The orbit method

In the spirit of the Kirillov-Kostant orbit method, we may expect that
multiplicity-free theorems of representations should be reflected by the geome-
try of coadjoint orbits.

This section introduces briefly this kind of results obtained jointly with
Nasrin [41], which is a counterpart of representation-theoretic results (Theo-
rems 34 and 40).

Let G be a non-compact simple Lie group such that G/K is a Hermitian
symmetric space. We shall identify the Lie algebra g with its dual g∗, and write
ζ ∈ g∗ for the corresponding element to the characteristic element Z ∈ c(k) (see
Section 8.1 for the notation). In the spirit of the orbit method, a unitary highest
weight module π of scalar type may “correspond to” the coadjoint orbit

OG
λ := Ad∗(G)(λζ) ⊂ √−1 g∗

for some λ ∈ √−1R.



Multiplicity-free Representations and Visible Actions 49

Suppose H is a subgroup of G, and we write pr : g∗ → h∗ for the natural
projection of the dual of Lie algebras.

Then the following theorem is a counterpart of the multiplicity-free prop-
erty of the branching law π|H (Theorem 34).

Theorem 41 (geometry of coadjoint orbit, [41, Theorem A]). If (G,H)
is a symmetric pair, then the intersection OG

λ ∩ pr−1(OH) is a single H-orbit
for any λ ∈ √−1R and for any coadjoint orbit OH in h∗, whenever it is non-
empty.

For a general coadjoint orbit OG in g∗, there may exist infinitely many
H-orbits on OG ∩ pr−1(OH). This can happen even when H = K. See [41] for
such a counterexample in the case (G,H) = (SL(n,R), SO(n)) (n ≥ 3).

Applying Theorem 41 to a connected H (by replacing the identity compo-
nent of H if necessary), we have the following topological observation:

Corollary 42. In the setting of Theorem 41, the intersection OG
λ ∩

pr−1(OH) is connected for any λ ∈ √−1R and for any coadjoint orbit OH

in h∗.

Next, let us consider the geometry of coadjoint orbits corresponding to the
tensor product representations π1⊗̂π2. For simplicity, we treat here the case
where π1 ' π2 or π1 ' π∗2 in Theorem 40.

The projection dual to the embedding, diag g ↪→ g⊕ g is given by

pr : g∗ ⊕ g∗ → g∗, (ν1, ν2) 7→ ν1 + ν2.

We writeOG×G
(λ1,λ2)

for the coadjoint orbit of G×G which goes through (λ1ζ, λ2ζ) ∈√−1 (g∗ ⊕ g∗) if λ1, λ2 ∈
√−1R.

Theorem 43 ([41, Theorem B]). The intersection OG×G
(λ,λ) ∩ pr−1(OG)

(respectively, OG×G
(λ,−λ) ∩ pr−1(OG)) is a single G-orbit acting diagonally on√−1(g∗ ⊕ g∗) for any λ ∈ √−1R and for any coadjoint orbit OG in

√−1 g∗,
whenever the intersection is non-empty.

The coadjoint orbit OG
λ carries naturally a symplectic structure, on which

G (and therefore H) acts by symplectic diffeomorphisms. The projection map
pr :

√−1g∗ → √−1h∗, when restricted to OG
λ , gives rise to the momentum

map
µ : OG

λ → h∗
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for the H-action on OG
λ . Then, Theorem 41 (and likewise Theorem 43) asserts

that the momentum map separates all H-orbits. Relevant results are known
by Brion [6], Huckleberry and Wurzbacher [21] for the action of a connected
compact Lie group on a projective variety in the context of spherical embed-
ding. It should be noted that the symplectic manifold OG

λ is non-compact and
that the group H is not necessary compact in Theorem 41.
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[7] E. Cartan, Sur la détermination d’un système orthogonal complet dans un espace de
Riemann symetrique clos, Rend. Circolo Mat. Palermo, 53 (1929), 217–252.

[8] A. Deitmar, Invariant operators on higher K-types, J. reine angew. Math., 412 (1990),
97–107.

[9] G. van Dijk and S. C. Hille, Canonical representations related to hyperbolic spaces, J.
Funct. Anal., 147 (1997), 109–139.

[10] T. Enright, R. Howe and N. Wallach, A classification of unitary highest weight modules,
Representation theory of reductive groups, Progress in Math., Birkhäuser, 40 (1983),
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[38] , A generalized Cartan decomposition for the double coset space (U(p) ×
U(q))\U(n)/(U(n1)× U(n2)× U(n3)), in preparation.

[39] , Visible actions on symmetric spaces, in preparation.
[40] , Multiplicity-free theorem for holomorphic vector bundles, in preparation.
[41] T. Kobayashi and S. Nasrin, Multiplicity one theorem in the orbit method, Lie Groups

and Symmetric Spaces: In memory of F. I. Karpelevich (ed. S. Gindikin), Translation
Series 2, American Mathematical Society, 210 (2003), 161–169.

[42] K. Koike and I. Terada, Young-diagrammatic methods for representation theory of the
classical groups of type Bn, Cn, Dn, J. Alg., 107 (1987), 466–511.

[43] C. Krattenthaler, Identities for classical group characters of nearly rectangular shape,
J. Algebra, 209 (1998), 1–64.
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