
STRANGE DUALITY FOR PARABOLIC SYMPLECTIC
BUNDLES ON A POINTED PROJECTIVE LINE

TAKESHI ABE

Abstract. We prove the strange duality for parabolic symplectic bundles on
a pointed projective line.

1. Introduction

Let C be a smooth projective curve over C. Global sections of a line bundle on
moduli of vector (or more generally principalG-) bundles on C are called generalized
theta functions as an analogue to ordinary theta functions on the Jacobian of C. In
this paper we study the so-called strange duality for symplectic bundles, which is a
duality of two vector spaces of generalized theta functions on two different moduli
of symplectic vector bundles.

For line bundle L on C, a symplectic (resp. orthogonal) bundle with values in
L on C is a vector bundle E on C together with a non-degenerate skew-symmetric
(resp. symmetric) bilinear form E ⊗ E → L. We denote by M2r(C;L) (resp.
N2r(C;L)) the moduli stack of symplectic (resp. orthogonal) bundles with values
in L of rank 2r on C.

A tensor product of two symplectic bundles is an orthogonal bundle. So we have
the tensor-product morphism

(1.1) τ : M2r(C;OC)×M2s(C;ωC)→ N4rs(C;ωC).

Let P be the pfaffian line bundle on N4rs(C;ωC), that is, the square-root of the
determinant line bundle, and let Θ be the canonical section of P. We have an
isomorphism

τ∗P ' Ξ⊗s
M2r

� Ξ⊗r
M2s

,

where ΞM2r and ΞM2s are the determinant line bundles onM2r(C;OC) andM2s(C;ωC).
The section τ∗Θ gives rise to the duality map

(1.2) H0
(
M2r(C;OC),Ξ⊗s

M2r

)∨ → H0
(
M2s(C;ωC),Ξ⊗r

M2s

)
.

We call this map a strange duality map for symplectic bundles. Beauville ([B06])
conjectured that the map (1.2) is an isomorphism. (The strange duality conjecture
for ordinary bundles has been proved by Belkale ([Bel08], [Bel07]) and Marian-
Oprea ([M-O]).)

In [A], the author generalized the strange duality map for symplectic bundles
to parabolic symplectic bundles. Let p(1), . . . , p(m) be points of C. A parabolic
symplectic bundle with values in L of rank 2r on the pointed curve (C;−→p ) is a
symplectic bundle E with values in L of rank 2r on C together with, for each
1 ≤ j ≤ m, a flag

E|p(j) ⊃ E(j)
r ⊃ · · · ⊃ E(j)

1 ⊃ E(j)
0 = 0

by isotropic subspaces E(j)
i with dimE

(j)
i = i. We denote by M2r(C,−→p ;L) the

moduli stack of parabolic symplectic bundles with values in L of rank 2r on C.
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When each point p(j) is labeled by an r-term non-increasing sequence Λ(j) = (s ≥
λ

(j)
1 ≥ · · · ≥ λ(j)

r ≥ 0) of non-negative integers less than or equal to s, we can define
a parabolic analogue of the morphism τ :

τ
(C;

−→
Λ)

: M2r(C,−→p ;OC)×M2s(C,−→p : ω(−→p ))→ N4rs(C;ωC).

We have an isomorphism of line bundles

τ∗
(C;

−→
Λ)
P ' Ξ(s;

−→
Λ)

M2r
� Ξ(r;

−→
Λ ∗)

M2s
,

where Ξ(s;
−→
Λ)

M2r
and Ξ(r;

−→
Λ ∗)

M2s
are certain line bundles on the moduli stacks (cf. Defini-

tion 2.5). Then as in the non-parabolic case, the section τ∗
(C;

−→
Λ)

Θ induces a duality
map

(1.3) H0

(
M2r(C,−→p ;OC),Ξ(s;

−→
Λ)

M2r

)∨
→ H0

(
M2s(C,−→p ;ωC(−→p )),Ξ(r;

−→
Λ ∗)

M2s

)
,

which we call the strange duality map for parabolic symplectic bundles. The strange
duality conjecture for parabolic symplectic bundles is the following.

Conjecture 1.1. The map (1.3) is an isomorphism.

The main result of [A] is that if the strange duality conjecture for parabolic
symplectic bundles holds for a 3-pointed P1, then it holds for a generic pointed curve
of any genus. In this paper we prove affirmatively the strange duality conjecture
for parabolic symplectic bundles for any pointed P1.

1.1. The rank-level duality of conformal blocks. In the theory of conformal
blocks, there is a phenomenon called the rank-level duality. Let ĝ be an affine Lie
algebra, and fix a positive integer l, the level. To points −→p = (p(1), . . . , p(m)) of P1

and integrable representations
−→
Λ = (Λ(1), . . . ,Λ(m)) of level l of ĝ, one can asso-

ciate a finite dimensional vector space V g†
P1 (−→p ;

−→
Λ) called the conformal block. The

rank-level duality is a duality of certain two conformal blocks. In [NT], Nakanishi
and Tsuchiya proved that a certain conformal block of ŝll of level r is dual to a
certain conformal block of ŝlr of level l. As mentioned in [NT, §6], one can consider
the rank-level duality of conformal blocks of ŝp2r and ŝp2s. There is a one-to-one
correspondence between the set of integrable representations of level l of ŝp2r and
the set of Young diagrams of type ≤(r, s) (cf. §3.3.2). (See §2.1 for the terminology
on Young diagrams.) We identify by this correspondence an integrable representa-
tion of level l of ŝp2r and the corresponding Young diagram of type ≤(r, s). Fix
points −→p = (p(1), . . . , p(m)) of P1 and Young diagrams

−→
Λ = (Λ(1), . . . ,Λ(m)) of

type ≤(r, s). When both m and
∑m

j=1 |Λ(j)| are even, we can define the rank-level
duality map (cf. §3.4)

(1.4) V
sp2r†

P1 (−→p ;
−→
Λ)∨level=s → V

sp2s†
P1 (−→p ;

−→
Λ ∗)level=r.

By [L-S], the vector space of global sections of a line bundle on a moduli stack
of parabolic G-bundle is isomorphic to a conformal block of the affine Lie algebra
ĝ, where G is a simple, simply-connected affine algebraic group and g = Lie(G).
For G = Sp, by this isomorphism, the strange duality map for parabolic symplectic
bundles is equal to the rank-level duality map of conformal blocks of ŝp (cf. §4).

1.2. Outline of the proof of the main result. The main result of this paper
is that the strange duality map for parabolic symplectic bundles on a pointed
projective line is an isomorphism. The strange duality and the rank-level duality
are equivalent, so we prove the rank-level duality of conformal blocks of ŝp.
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We follow closely the line of proof of the rank-level duality of conformal blocks of
ŝl in [NT]. We use the degeneration method, and a key fact used in the argument
is the compatibility of the factorization and the rank-level duality map. Given a
nodal curve C1 ∪ C2 with C1 and C2 isomorphic to P1 and intersecting only one
point u. Let p(1), . . . , p(a) be points of C1 \ {u}, and q(1), . . . , q(b) be points of
C2 \ {u}. The factorization theorem claims that a conformal block on the pointed
curve (C1 ∪ C2;−→p ∪ −→q ) is a direct sum of tensor products of conformal blocks on
(C1;−→p ∪ {u}) and C2;−→q ∪ {u}). By the compatibility of the factorization and the
rank-level duality map, we mean that by the factorization the rank-level duality
map of conformal blocks of ŝp2r and ŝp2s on (C1 ∪ C2;−→p ∪ −→q ) decomposes as a
direct sum of tensor products of rank-level duality maps of conformal blocks of ŝp2r

and ŝp2s on (C1;−→p ∪ {u}) and C2;−→q ∪ {u}). This implies that if the rank-level
duality maps are isomorphisms on both (C1;−→p ∪ {u}) and (C2;−→q ∪ {u}), then the
the rank-level duality map on (C1 ∪ C2;−→p ∪ −→q ) is an isomorphism.

When m = 4, Λ(3) = (1, 0, . . . , 0) and Λ(4) = (0, . . . , 0), the conformal blocks
appearing in (1.4) have dimension one. So we prove that the rank-level duality map
is an isomorphism by showing that it is non-zero (Proposition 6.3). The general
case follows from this special case by a degeneration argument similar to that in
[NT].

1.3. This paper is organized as follows.
In Section 2.1, 2.2, 2.3, we prepare the terminology on Young diagrams, flag

varieties and Grassmannians. In Section 2.4, 2.5, 2.6, after we define parabolic
symplectic bundles and the moduli stack of them and fix notation of line bundles
on the moduli stack, we recall the strange duality map for parabolic symplectic
bundles formulated in [A]. In Section 3.1 we recall the definition of conformal
blocks. In Section 3.2 we recall the factorization theorem of conformal blocks. In
Section 3.3 we compute the dimensions of some conformal blocks. In Section 3.4
we formulate the rank-level duality maps of conformal blocks of ŝp2r and ŝp2s. In
Section 3.5 we show the compatibility of the factorization and the rank-level duality
map. In Section 4.1 we recall the isomorphism of a space of generalized thetas and
a conformal block. In Section 4.2 and 4.3 we show that by the isomorphism the
strange duality map is nothing but the rank-level duality map. In Section 5.1 we
recall the definition of the KZ connection. In Section 5.2 we show that if the rank-
level duality map is an isomorphism for a pointed projective line, then so is it for
all pointed projective lines. In Section 6 we prove that the rank-level duality map
is an isomorphism.

2. Strange duality for parabolic symplectic bundles

In this section we recall the formulation of the strange duality for parabolic
symplectic bundles.

2.1. Young diagrams. We gather here the terminology on Young diagrams used
in this paper.

For positive integers r and s, a Young diagram Λ is said to be of type ≤(r, s) if
the number of rows of Λ is less than or equal to r and that of columns of Λ is less
than or equal to s.

By associating to a non-increasing sequence s ≥ λ1 ≥ · · · ≥ λr ≥ 0 of non-
negative integers the Young diagram whose i-th row has λi boxes, we obtain a one-
to-one correspondence between the set of all r-term non-increasing sequences λ1 ≥
· · · ≥ λr ≥ 0 of non-negative integers with λ1 ≤ s and the set of all Young diagrams
of type ≤(r, s). By this correspondence, we use the terms “Young diagram” and
“non-increasing sequence of integers” interchangeably.
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For a Young diagram Λ = (λ1 ≥ · · · ≥ λr) of type ≤(r, s), we denote by Λ̃ the
Young diagram of type ≤(s, r) that is obtained from Λ by interchanging rows and
columns. For example, if Λ is the Young diagram (4, 2, 1) of type ≤(3, 4), then Λ̃ is
the Young diagram (3, 2, 1, 1) of type ≤(4, 3).

For a Young diagram Λ = (λ1 ≥ · · · ≥ λr) of type ≤(r, s), we denote by cΛ
the Young diagram (s − λr ≥ s − λr−1 ≥ · · · ≥ s − λ1) of type ≤ (r, s). The
Young diagram Λ∗ of type ≤ (s, r) is defined to be c̃Λ. It is easy to see that if
Λ = (λ1 ≥ · · · ≥ λr) and Λ∗ = (µ1 ≥ · · · ≥ µs), then

{λ1 + r, λ2 + r − 1, . . . λr + 1} ∪ {µ1 + s, µ2 + s− 1, . . . , µs + 1} = {1, 2, . . . , r + s}.

For a Young diagram Λ, we denote by |Λ| the number of boxes in Λ.

2.2. Symplectic flag varieties. Let S be a scheme, P a line bundle on S, E
a vector bundle of rank 2r on S, and π : E ⊗ E → P a non-degenerate alternate
bilinear form. A full flag of E by isotropic subbundles means a filtration by isotropic
subbundles E ⊃ Er ⊃ · · · ⊃ E1 ⊃ E0 = 0 with rank Ei = i. (Here by “isotropic” we
mean that the restriction of π to Ei ⊗ Ei is zero.)

Let Fl(E) → S be the flag variety parameterizing full flags of E by isotropic
subbundles. Let

(E)Fl(E) ⊃ Er ⊃ Er−1 ⊃ · · · ⊃ E1 ⊃ E0 = 0

be the universal full flag by isotropic bundles. Given a tuple of integers −→q =
(q1, . . . , qr), we denote byOFl(E)(

−→q ) (or simplyO(−→q )) the line bundle
⊗r

i=1

(
E⊥i−1/E⊥i

)⊗qi

on Fl(E).
Let Sp(E) be the group scheme over S, which parameterizes symplectic auto-

morphisms of E . If E ⊃ Er ⊃ . . . E1 ⊃ E0 = 0 is a full flag by isotropic subbundles
and α : E → E is a symplectic automorphism, then E ⊃ α(Er) ⊃ · · · ⊃ α(E1) ⊃
α(E0) = 0 is again a full flag by isotropic subbundles. This gives rises to a left
action of Sp(E) on Fl(E). The action lifts to the action of each filter Ei of the
universal full flag by isotropic subbundles. Hence the vector bundle pr∗OFl(E)(

−→q )
on S becomes a (left) Sp(E)-module, where pr : Fl(E) → S is the projection. The
following proposition is well-known.

Proposition 2.1. Assume that S = Spec k with k an algebraically closed field of
characteristic zero. The k-vector space H0 (Fl(E),O(−→q )) is non-zero if and only if
q1 ≥ · · · ≥ qr ≥ 0. By the correspondence

(q1, . . . , qr)↔ H0 (Fl(E),O(−→q )) ,

there is a one-to-one correspondence between the set of all finite dimensional ir-
reducible representations of the symplectic group Sp(E) and the set of all −→q =
(q1, . . . , qr) with q1 ≥ · · · ≥ qr ≥ 0.

For later use, it would be convenient to prepare here numbering of the filters of
a full flag by isotropic subbundles with respect to a Young diagram.

Notation 2.2. Let Λ = (s ≥ λ1 ≥ · · · ≥ λr ≥ 0) be a Young diagram of type
≤(r, s). Given a full flag of E by isotropic subbundles

E• : E ⊃ Er ⊃ · · · ⊃ E1 ⊃ E0 = 0,

we put FΛ
i (E•) := El for s+ l − λl ≤ i < s+ l + 1− λl+1 for 0 ≤ i ≤ r + s.
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2.3. Orthogonal Grassmannians. Let (V, (−,−)V ) be a 2n-dimensional k-vector
space with a non-degenerate symmetric bilinear form. We assume that n is even.
Let OGrn(V ) be the orthogonal Grassmannian parameterizing isotropic subspaces
of V of dimension n. Then OGrn(V ) has two connected components OGr+

n (V )
and OGr−n (V ); U and U ′ ∈ OGrn(V ) lie in the same connected component if and
only if dimU ∩ U ′ is even.

On OGrn(V ), there is a short exact sequence

0→ U → V ⊗OOGrn(V ) → Q→ 0

given by the universal subbundle U and the universal quotient bundle Q. There is
a unique square root of the line bundle detQ, which we denote by (detQ)⊗

1
2 .

2.4. The morphism µΛ. Let (E, (−,−)E) and (G, (−,−)G) be k-vector spaces
with a non-degenerate alternate bilinear form of dimension 2r and 2s respectively.
We endow the tensor product E ⊗ G with the non-degenerate symmetric bilinear
form (−,−)E⊗G given by (e⊗g, e′⊗g′)E⊗G := (e, e′)E ·(g, g′)G. Let OGr2rs(E⊗G)
be the orthogonal Grassmannian parameterizing isotropic subspaces of E ⊗ G of
dimension 2rs. We name the connected components of OGr2rs(E ⊗G) such that
OGr+

2rs(E ⊗G) 3 E ⊗ U for an s-dimensional isotropic subspace U of G.
Let Λ be a Young diagram of type ≤(r, s). For full flags by isotropic subspaces

E• : E ⊃ Er ⊃ . . . E1 ⊃ E0 = 0 and G• : G ⊃ Gs ⊃ . . . G1 ⊃ G0 = 0,

we put

µΛ (E•, G•) :=
r+s∑
i=0

(
FΛ

i (E•)⊥ ⊗ FΛ∗

i (G•) + FΛ
i (E•)⊗ FΛ∗

i (G•)⊥
)
⊂ E ⊗G,

where we used Notation 2.2. You can easily check that µΛ(E•, G•) is a 2rs-
dimensional isotropic subspace of E ⊗ G. So associating µΛ(E•, G•) to (E•, G•),
we obtain a morphism

µΛ : Fl(E)× Fl(G)→ OGr2rs(E ⊗G).

Lemma 2.3 ([A], Lemma 3.2.1). We have ImµΛ ⊂ OGr+
2rs(E ⊗G) if |Λ| is even,

and ImµΛ ⊂ OGr−2rs(E ⊗G) if |Λ| is odd.

2.5. The moduli stack of parabolic symplectic bundles. In this section we
shall define a moduli stack of parabolic symplectic bundles, and introduce notation
for line bundles on the moduli stack. We shall work over an algebraically closed
field k of characteristic zero.

Let C be a smooth projective curve of genus g, p(1), . . . , p(m) be distinct smooth
points of C, and L a line bundle on C. Put −→p := (p(1), . . . , p(m)).

Definition 2.4. We define the moduli stack M2r(C,−→p ;L) as follows. For an affine
k-scheme T , an object of the groupoid M2r(C,−→p ;L)(T ) is the following data:
• a locally free OC×T -module E of rank 2r,
• a non-degenerate alternate bilinear form E ⊗ E → pr∗CL,
• for every point p(j) (1 ≤ j ≤ m), a full flag of E(j) := E|p(j)×T by isotropic

subbundles
E(j)
• : E(j) ⊃ E(j)

r ⊃ · · · ⊃ E(j)
1 ⊃ E(j)

0 = 0.

Isomorphisms of the groupoid M2r(C,−→p ;L)(T ) are defined obviously.
An object of M2r(C,−→p ;L)(T ) is called a parabolic symplectic bundle with values

in L on C parameterized by T , and an object of M2r(C,−→p ;L)(Spec k) is simply
called a parabolic symplectic bundle with values in L on C.
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Let (
Euniv, Euniv ⊗ Euniv → pr∗CL, E

univ(j)
• (1 ≤ j ≤ m)

)
be the universal object of the moduli stack M2r(C,−→p ;L).

Definition 2.5. Let n be an integer. Let each point p(j) (1 ≤ j ≤ m) be given a
tuple of integers Λ(j) = (λ(j)

1 , . . . , λ
(j)
r ), and put

−→
Λ := (Λ(1), . . . ,Λ(m)). We denote

by Ξ(n;
−→
Λ)

M2r(C,−→p ;L)
, or simply Ξ(n;

−→
Λ), the line bundle

(
det Rpr∗Euniv

)⊗(−n) ⊗
m⊗

j=1

r⊗
i=1

(
Euniv(j)⊥

i−1

Euniv(j)⊥
i

)⊗λ
(j)
i

on M2r(C,−→p ;L), where pr is the projection C ×M2r(C,−→p ;L)→M2r(C,−→p ;L).

For later use, we introduce notation for orthogonal bundles as well.

Definition 2.6. An orthogonal vector bundle with values in L on C is a vector
bundle F on C together with a non-degenerate symmetric bilinear form F⊗F → L.

We denote by N2t(C;L) the moduli stack of rank 2t orthogonal vector bundles
with values in L on C.

Consider the special case where L = ωC . The moduli stack N2t(C;ωC) is a
disjoint union of the open and closed substacks N+

2t(C;ωC) and N−
2t(C;ωC). Here

an orthogonal vector bundle F with values in ωC lies in the component N+
2t(C;ωC)

if and only if dim H0(C,F ) is even.
If Funiv is the universal orthogonal vector bundle on C ×N2t(C;ωC), then the

line bundle D :=
(
det Rpr∗Funiv

)∨ on N2t(C;ωC) is called the determinant bundle,
where pr : C × N2t(C;ωC) → N2t(C;ωC) is the projection. The determinant line
bundle D has a canonical square root P, the pfaffian bundle (cf. [L-S, Proposition
7.9]). Moreover the pfaffian bundle P has a canonical section Θ called the pfaffian
divisor whose square Θ⊗2 is the canonical section of the determinant bundle (cf.
[L-S, Section 7.10]).

2.6. Strange duality for parabolic symplectic bundles. In this section we
recall from [A] the formulation of the strange duality for parabolic symplectic bun-
dles.

Let C and p(1), . . . , p(m) be as in Section 2.5. Assume that each point p(j)

(1 ≤ j ≤ m) is given a Young diagram Λ(j) of type ≤(r, s).
For a rank 2r parabolic symplectic bundle

E :=
(
E,E ⊗ E → OC , E

(j)
• : E(j) ⊃ E(j)

r ⊃ · · · ⊃ E(j)
1 ⊃ E(j)

0 = 0 (1 ≤ j ≤ m)
)

and a rank 2s parabolic symplectic bundle

G :=
(
G,G⊗G→ ωC(−→p ), G(j)

• : G(j) ⊃ G(j)
s ⊃ · · · ⊃ G(j)

1 ⊃ G(j)
0 = 0 (1 ≤ j ≤ m)

)
,

let K be the kernel of the morphism

(2.1) E ⊗G→
m⊕

j=1

E(j) ⊗G(j)

µΛ(j)(E(j)
• , G

(j)
• )

,

where the vector space
(
E(j) ⊗G(j)

)
/µΛ(j)(E(j)

• , G
(j)
• ) is considered to be a skyscraper

sheaf at p(j). (Recall that E(j) := E|p(j) and G(j) := G|p(j) , and see Section 2.4 for
the definition of µΛ .)

The alternate bilinear forms of E and G determine a symmetric bilinear form
(E⊗G)⊗(E⊗G)→ ω(−→p ) of E⊗G. You can check easily that the restriction to K
of this symmetric bilinear form gives rise to a symmetric bilinear form K⊗K → ωC .
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Since degK = 4rs(g − 1), it is non-degenerate. Thus K is an orthogonal bundle
with values in ωC on C. We define the morphism

(2.2) τ
(C;

−→
Λ)

: M2r(C,−→p ;OC)×M2s(C,−→p ;ωC(−→p ))→ N4rs(C;ωC)

by (E,G) 7→ K. We have the following lemmas.

Lemma 2.7 ([A], Lemma 4.2.1). If
∑m

j=1 |Λ(j)| is even, then Imτ
(C;

−→
Λ)
⊂ N+

4rs(C;ωC).

If
∑m

j=1 |Λ(j)| is odd, then Imτ
(C;

−→
Λ)
⊂ N−

4rs(C;ωC).

Lemma 2.8 ([A], Lemma 4.2.2). Let P be the pfaffian bundle on N4rs(C;ωC).
Then we have an isomorphism

(2.3) τ∗
(C;

−→
Λ)
P ' Ξ(s;

−→
Λ)

M2r(C,−→p ;OC)
� Ξ(r;

−→
Λ ∗)

M2s(C,−→p ;ωC(−→p ))

of line bundles on M2r(C,−→p ;OC)×M2s(C,−→p ;ωC(−→p )), where
−→
Λ ∗ = (Λ(1)∗, . . . ,Λ(m)∗).

If Θ is the canonical section of the pfaffian bundle P (cf. Section 2.5), then
τ∗
(C;

−→
Λ)

Θ induces the duality map

(2.4)

H0

(
M2r(C,−→p ;OC),Ξ(s;

−→
Λ)

M2r(C,−→p ;OC)

)∗
→ H0

(
M2s(C,−→p ;ωC(−→p )),Ξ(r;

−→
Λ ∗)

M2s(C,−→p ;ωC(−→p ))

)
of vector spaces of global sections. The source and the target have the same di-
mension (cf. [A, §6]).

The following is the strange duality for parabolic symplectic bundles.

Conjecture 2.1. The morphism (2.4) is an isomorphism.

Remark 2.9. The (−1)-multiplication is an automorphism of parabolic symplectic
bundles. It induces the multiplication by (−1)

∑
|Λ(j)| on the fibers of the line bun-

dles Ξ(s;
−→
Λ)

M2r(C,−→p ;OC)
and Ξ(r;

−→
Λ ∗)

M2s(C,−→p ;ωC(−→p ))
. Thus if

∑m
j=1 |Λ(j)| is odd, then the vector

spaces H0
(
M2r(C,−→p ;OC),Ξ(s;

−→
Λ)
)

and H0
(
M2s(C,−→p ;ωC(−→p )),Ξ(r;

−→
Λ ∗)
)

are zero.
So the conjecture is trivially true.

Remark 2.10. Take a smooth point p(m+1) ∈ C \ −→p , and label it by the empty
Young diagram ∅ = (0 ≥ · · · ≥ 0). Put

−→
p′ = −→p ∪ {p(m+1)} and

−→
Λ′ =

−→
Λ ∪ {∅}.

By associating to an object

G =
(
G,G⊗G→ ωC(

−→
p′ ), G(j)

• (1 ≤ j ≤ m+ 1)
)
∈M2s(C,

−→
p′ ;ωC(

−→
p′ ))

the object(
G′, G′ ⊗G′ → ωC(−→p ), G(j)

• (1 ≤ j ≤ m)
)
∈M2s(C,−→p ;ωC(−→p ))

where G′ := Ker(G→ G|p(m+1)/G
(m+1)
s ), we have a morphism

g : M2s(C,
−→
p′ ;ωC(

−→
p′ ))→M2s(C,−→p ;ωC(−→p )).

Let

f : M2r(C,
−→
p′ ;OC)→M2r(C,−→p ;OC)

be the morphism that forgets the filtration at p(m+1). We have

f∗Ξ(s;
−→
Λ) ' Ξ(s;

−→
Λ′) and g∗Ξ(r;

−→
Λ ∗) ' Ξ(r;

−→
Λ′∗),
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and the diagram

(2.5) M2r(C,
−→
p′ ;OC)×M2r(C,

−→
p′ ;ωC(

−→
p′ ))

τ
(C;

−→
Λ′) //

f×g

��

N4rs(C;ωC)

M2r(C,−→p ;OC)×M2r(C,−→p ;ωC(−→p ))
τ(C;

−→
Λ) // N4rs(C;ωC)

commutes. This induces a commutative diagram

(2.6) H0
(
M2r(C,−→p ;OC),Ξ(s;

−→
Λ)
)∨

// H0
(
M2s(C,−→p ;ωC(−→p )),Ξ(r;

−→
Λ ∗)
)

'g∗

��

H0
(
M2r(C,

−→
p′ ;OC),Ξ(s;

−→
Λ′)
)∨(f∗)∨ '

OO

// H0
(
M2s(C,

−→
p′ ;ωC(

−→
p′ )),Ξ(r;

−→
Λ′∗)

)
,

where the horizontal arrows are strange duality maps. Here f∗ and g∗ are isomor-
phisms since f and g are flag-variety bundles.

By this, in order to see whether the strange duality map is an isomorphism or
not, we may add an extra point and label it by the empty Young diagram.

3. Conformal blocks

In this section we recall basic facts about conformal blocks. Our references are
[B96], [S], [TUY].

We use the following usual notations for Lie algebras.
• g is a simple Lie algebra, and h is a fixed Cartan subalgebra.
• G and T are the corresponding simple, simply-connected Lie group and its

maximal torus.
• h∗ ⊃ R(g, h) is the root system, and we fix a basis {α1, . . . , αn}.
• h∗ ⊃ P is the weight lattice, and P+ is the set of dominant weights.
• For λ ∈ P+, Vλ denotes the finite-dimensional irreducible g-module with

highest weight λ. A highest vector, unique up to scalar, is denoted by vλ.
• (−,−) is the normalized Killing form (i.e. (Hβ ,Hβ) = 2 for long roots β).

By this we identify h and h∗.
• θ is the highest root of R(g, h), and ρ is the half-sum of the positive roots.
• For l ∈ N, Pl := {λ ∈ P+|λ(Hθ) ≤ l}.
• g∗ := (ρ, θ) + 1.

3.1. Definition of conformal blocks. Let ĝ be the affine Lie algebra

ĝ := g⊗ C((z))⊕ Cc,

where c is a center and the bracket is given by

[X ⊗ f, Y ⊗ g] := [X,Y ]⊗ fg + (X|Y )Res(gdf) · c.

Put ĝ+ := g⊗ zC[[z]], ĝ− := g⊗ z−1C[z−1] and p := g⊕ Cc⊕ ĝ+.
To each λ ∈ Pl, we can associate an integrable ĝ-module Hĝ(λ; l) of level l, which

is characterized by the property:
The subspace annihilated by ĝ+ is isomorphic to Vλ as a g-module.
We sometimes simply write H(λ) for Hĝ(λ; l) when ĝ and l are clear from the

context. The construction of H(λ) is as follows. By letting ĝ+ act trivially on
Vλ, and c by l · IdVλ

, Vλ becomes a p-module. Put V(λ) := U(ĝ) ⊗U(p) Vλ. Let
Z(λ) ⊂ V(λ) be the ĝ-submodule generated by (Xθ ⊗ z−1)l−λ(Hθ)+1vλ. Then
H(λ) := V(λ)/Z(λ). We identify Vλ with the subspace 1⊗ Vλ ⊂ H(λ).
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Let C be a proper connected nodal algebraic curve over C, and p(1), . . . , p(m)

smooth points of C. We assume that each irreducible component of C contains at
least one of p(i). Put U := C \ {p(1), . . . , p(m)}. Note that by the assumption, U is
affine. We fix a formal parameter ÔC,p(i) ' C[[zi]] at p(i). For f ∈ O(U), fp(i) ∈
C[[zi]] denotes the Laurent expansion of f at p(i). For

−→
λ = (λ(1), . . . , λ(m)) ∈ P⊕m

l ,
put H(

−→
λ ) := H(λ(1))⊗ · · · ⊗H(λ(m)). The Lie algebra g⊗O(U) acts on H(

−→
λ ) by

(3.1) (X ⊗ f) · (v1 ⊗ · · · ⊗ vm) :=
∑

1≤i≤m

v1 ⊗ · · · ⊗ (X ⊗ fp(i))vi ⊗ · · · ⊗ vm.

The dual conformal block V g
C (−→p ;

−→
λ ) is defined to be H−→

λ
/(g ⊗ O(U))H−→

λ
, and

the conformal block V g†
C (−→p ;

−→
λ ) with level l is defined to be the dual vector space

of V g
C (−→p ;

−→
λ ). When g is clear from the context, we drop g from the notation and

simply write VC(−→p ;
−→
λ ) and V †

C(−→p ;
−→
λ ).

In the definition of conformal blocks, we used infinite-dimensional representations
Hλ of ĝ. We can replace some of them by finite-dimensional representations of g
as follows. Assume that each irreducible component of C contains at least one of
p(2), . . . , p(m). Put U ′ := C \ {p(2), . . . , p(m)} and

−→
λ′ := (λ(2), . . . , λ(m)). The Lie

algebra g⊗O(U ′) acts on Vλ(1) ⊗H(
−→
λ′ ) by

(X ⊗ f) · (v1 ⊗ · · · ⊗ vm) :=f(p(1))(Xv1)⊗ v2 ⊗ · · · ⊗ vm

+
∑

2≤i≤m

v1 ⊗ · · · ⊗ (X ⊗ fp(i))vi ⊗ · · · ⊗ vm.
(3.2)

Since the subspace Vλ(1) ⊂ H(λ(1)) is annihilated by ĝ+, this action is the restriction
to the Lie subalgebra g ⊗ O(U ′) of the action of g ⊗ O(U) on H(

−→
λ ) = H(λ(1)) ⊗

H(
−→
λ′ ). So we have the morphism

VC(
−→
P ;
−→
λ ) = H(

−→
λ )/(g⊗O(U))H(

−→
λ )→ (Vλ(1)⊗H(

−→
λ′ ))/(g⊗O(U ′))(Vλ(1)⊗H(

−→
λ′ )).

By [B96, Proposition 2.3] and [S, Proposition (2.3.4)], this morphism is an isomor-
phism.

3.2. Factorization theorem. Assume that C is a union of connected nodal curves
C1 and C2, and that C1 and C2 intersect at only one point u, which is a node.
Let p(1), . . . , p(m) be smooth points of C1, and q(1), . . . , q(n) smooth points of C2.
We assume that each irreducible component contains at least one marked point.
Put U := C \ {p(1), . . . , p(m), q(1), . . . , q(n)}, U1 := C1 \ {p(1), . . . , p(m)} and U2 :=
C2 \ {q(1), . . . , q(n)}. Let

n : C̃ := C1 t C2 → C = C1 ∪ C2

be the partial normalization at u. Put {u1, u2} := n−1(u) with ui ∈ Ci.
Fix
−→
λ ∈ P⊕m

l and −→µ ∈ P⊕n
l . For ν ∈ P+, let γν ∈ Vν ⊗ Vν∗ be a non-zero

element annihilated by g, uniquely determined up to scalar. Consider the injection
induced by γν

(3.3) H−→
λ
⊗H−→µ ↪→ H−→

λ
⊗ Vν ⊗ Vν∗ ⊗H−→µ .

Here the vector spaces Vν and Vν∗ are regarded as associated to the points u1 and
u2 respectively.

As in (3.2), H−→
λ
⊗Vν and Vν∗⊗H−→µ have the action of the Lie algebras g⊗OC1(U1)

and g⊗OC2(U2). As in (3.1), H−→
λ
⊗H−→µ has the action of g⊗OC(U). We have a

canonical injective map

g⊗OC(U) ↪→ (g⊗OC1(U1))⊕ (g⊗OC2(U2))
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and the injection (3.3) is compatible with the actions of the Lie algebras.
So we have a natural morphism

VC(−→p ∪ −→q ;
−→
λ ∪ −→µ )→ VC1(

−→p ∪ {u1};
−→
λ ∪ {ν})⊗ VC2(

−→q ∪ {u2};−→µ ∪ {ν∗}).

The following theorem is call the factorization theorem.

Theorem 3.1 ([TUY]Proposition 2.2.6). The morphism

(3.4) VC(−→p ∪−→q ;
−→
λ ∪−→µ )→

⊕
ν∈Pl

VC1(
−→p ∪{u1};

−→
λ ∪{ν})⊗VC2(

−→q ∪{u2};−→µ ∪{ν∗})

is an isomorphism.

3.3. Dimension of conformal blocks. In this section we calculate the dimensions
of some conformal blocks on a pointed P1.

Let s ' sl2 be the Lie subalgebra generated by Hθ, gθ and g−θ. A g-module
V decomposes as V = ⊕iV

(i) with V (i) a direct sum of sl2-modules isomorphic to
SiC2.

The following description of conformal blocks on a 3-pointed P1 is important.

Proposition 3.2 ([B96] Proposition 4.3). Fix 3 points a, b, c on P1, and λ, µ, ν ∈
Pl. The conformal block V †

P1(a, b, c;λ, µ, ν) is canonically isomorphic to the space
of g-equivariant linear maps ϕ : Vλ ⊗ Vµ → V ∨

ν such that the composite

V
(p)
λ ⊗ V (q)

µ → Vλ ⊗ Vµ → V ∨
ν → (V (r)

ν )∨

is zero if p+ q + r > 2l.

3.3.1. The case g = so2N with level one. Let V be a 2N -dimensional vector space
with a non-degenerate symmetric bilinear form Q. The Lie algebra so(V ) is

so(V ) := {f : V → V | Q(f(v), w) +Q(v, f(w)) = 0}.

If we choose a basis {e1, . . . , e2N} of V such that Q(ei, ej) = Q(eN+i, eN+j) = 0
and Q(ei, eN+j) = δij for 1 ≤ i, j ≤ N , then the Lie algebra so(V ) is identified
with

so2N :=
{
X ∈ Mat2N×2N |tXM2N +M2NX = 0

}
,

where

M2N =
(

0 IN
IN 0

)
.

Let h ⊂ so2N be the diagonal Cartan subalgebra. Put Hi := Ei,i − EN+i,N+i,
and let {Li} ⊂ h∗ be the dual basis, i.e. < Li,Hj >= δij . The roots of so2N are
{±Li±Lj}i<j . Take R+ := {Li±Lj}i<j as the positive roots. Then the root basis
is

L1 − L2, L2 − L3, . . . , LN−1 − LN , LN−1 + LN .

The highest root θ is L1 + L2. The weight lattice P is

{(a1L1 + . . . aNLN )/2 | ai ∈ Z and ai ≡ aj(mod 2)} .

Put α = (L1 + · · ·+ LN−1 + LN )/2 and β = (L1 + · · ·+ LN−1 − LN )/2. Then we
have

P1 = {0, L1, α, β}.

The representation VL1 is the standard representation C2N , and the representations
Vα, Vβ are called half-spin representations (cf. [FH, §20]).
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Proposition 3.3. Take three points a, b, c on P1 and weights λ, µ, ν ∈ {L1, α, β}.
Then for the conformal block V so2N†

P1 (a, b, c;λ, µ, ν) of level one, if N is even

dimV so2N†
P1 (a, b, c;λ, µ, ν) =

{
1 if {λ, µ, ν} = {L1, α, β}
0 otherwise

,

and if N is odd

dimV so2N†
P1 (a, b, c;λ, µ, ν) =

{
1 if {λ, µ, ν} = {L1, α, α} or {L1, β, β}
0 otherwise

.

Proof. We give the proof only for the case N even. The irreducible decompositions
of the tensor products of the so2N -modules VL1 , Vα and Vβ are as follows:

VL1 ⊗ VL1 ' VL1+L2 ⊕ V2L1 ⊕ V0

VL1 ⊗ Vα ' VL1+α ⊕ Vβ , VL1 ⊗ Vβ ' VL1+β ⊕ Vα

Vα ⊗ Vα ' V2α ⊕⊕N/2
i=1 VL1+···+LN−2i

, Vβ ⊗ Vβ ' V2β ⊕⊕N/2
i=1 VL1+···+LN−2i

Vα ⊗ Vβ ' ⊕N/2−1
i=1 VL1+···+LN−2i+1 .

This and the fact that V ∨
α ' Vα and V ∨

β ' Vβ for N even ([FH, Exercise 19.5])
imply that dimV so2N†

P1 (a, b, c;λ, µ, ν) = 0 unless {λ, µ, ν} = {L1, α, β}. In the case
{λ, µ, ν} = {L1, α, β}, the composite

V
(1)
L1
⊗ V (1)

α → VL1 ⊗ Vα → V ∨
β → (V (1)

β )∨

is zero since C2⊗C2 ' S2C2⊕C as sl2-modules. Hence dimV so2N†
P1 (a, b, c;L1, α, β) =

1.
The proof of the odd case, which is not used in this paper, is left to the reader. �

Corollary 3.4. Assume that N is even. Take points p(1), . . . , p(2a+2b) on P1. Then
we have

dimV so2N†
P1 (p(1), . . . , p(2a+2b);α2a, β2b) = 1.

Proof. By induction on the number of points, this follows from the above proposi-
tion and the fact that the dimensions of conformal blocks obey the fusion rule (cf.
[B96, Part II]). �

3.3.2. The case g = sp2r. Let V be a 2r-dimensional vector space with a non-
degenerate alternate bilinear form (−,−). The Lie algebra sp(V ) is

sp(V ) := {f : V → V |(f(v), w) + (v, f(w)) = 0} .
If we choose a basis {e1, . . . , e2r} of V such that (ei, ej) = (er+i, er+j) = 0 and
(ei, er+j) = δij for 1 ≤ i, j ≤ r, then sp(V ) is identified with

sp2r :=
{
X ∈ Mat2r×2r

∣∣tXJ2r + J2rX = 0
}
,

where

J2r =
(

0 Ir
−Ir 0

)
.

Let h ⊂ sp2r be the diagonal Cartan subalgebra. Put Hi := Ei,i − Er+i,r+i,
and let {Li} ⊂ h∗ be the dual basis, i.e. < Li,Hj >= δij . The roots of sp2r are
{±Li±Lj}i<j ∪{2Li}1≤i≤r Take R+ := {Li +Lj}i≤j ∪{Li−Lj}i<j as the positive
roots. Then the root basis is

L1 − L2, L2 − L3, . . . , Lr−1 − Lr, 2Lr.

The highest root θ is 2L1. The weight lattice P is {a1L1 + . . . arLr| ai ∈ Z} . A
weight λ = a1L1 + . . . arLr is dominant if and only if a1 ≥ · · · ≥ ar ≥ 0.
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We have
Pl = {a1L1 + . . . arLr ∈ P+| ar ≤ l} .

So there is a one-to-one correspondence between Pl and the set of all Young dia-
grams of type ≤(r, l).

The representation VL1 is the standard representation C2r. For −→a = (a1 ≥
· · · ≥ ar ≥ 0), the sp2r-module H0(Fl,O(−→a )) in Proposition 2.1 is isomorphic to
Va1L1+···+arLr . All the sp2r-modules are self-dual, i.e., V ∨

λ ' Vλ.

Proposition 3.5. Fix the level l. Take three points a, b, c on P1, and two weights
λ, µ ∈ Pl. Then the dimension of the conformal block V sp2r†

P1 (a, b, c;L1, λ, µ) of level
l is 1 if the Young diagram µ is obtained from λ by adding or deleting one box, and
0 otherwise.

Proof. By [L], for λ ∈ P+, we have

VL1 ⊗ Vλ '
∑

ν

Vν ,

where ν runs through all Young diagrams that are obtained from λ by adding or
deleting one box. This proves the part “ 0 otherwise” in the proposition. Assume
that the Young diagram µ is obtained from λ by adding or deleting one box. For a
sp2r-equivariant linear map ϕ : VL1 ⊗ Vλ → Vµ(' V ∨

µ ), the composite

V
(1)
L1
⊗ V (l)

λ → VL1 ⊗ Vλ → (Vµ)∨ → (V (l)
µ )∨

is zero since C2 ⊗ SlC2 does not contain SlC2 as an sl2-submodule. Hence by
Proposition 3.2, we have dimV

sp2r†
P1 (a, b, c;L1, λ, µ) = 1. �

3.4. Rank-level duality of conformal blocks for (sp2r, sp2s). In this section
we define the rank-level duality map for conformal blocks of sp2r and sp2s.

Let W2r and W2s be vector spaces of dimension 2r and 2s equipped with a non-
degenerate alternate bilinear form. Put N := 2rs. The tensor product W2N :=
W2r ⊗ W2s has the non-degenerate symmetric bilinear form determined by (x ⊗
y, x′ ⊗ y′)W2N

:= (x, x′)W2r (y, y
′)W2s .

Let L : sp(W2r) → so(W2r ⊗W2s) and R : sp(W2s) → so(W2r ⊗W2s) be the
morphism of Lie algebras given by sp(W2r) 3 ϕ 7→ ϕ⊗ idW2s ∈ so(W2r ⊗W2s) and
sp(W2s) 3 ψ 7→ idW2r ⊗ ψ ∈ so(W2r ⊗W2s). We define the morphisms

L̂ : ̂sp(W2r)(= sp(W2r)⊗ C((z))⊕ C · c)→ ̂so(W2N )(= so(W2N )⊗ C((z))⊕ C · c),

R̂ : ̂sp(W2s)(= sp(W2s)⊗ C((z))⊕ C · c)→ ̂so(W2N )(= so(W2N )⊗ C((z))⊕ C · c)
by

L̂(ϕ⊗ f(z) + a · c) = L(ϕ)⊗ f(z) + sa · c,

R̂(ψ ⊗ f(z) + a · c) = R(ψ)⊗ f(z) + ra · c.

Then L̂ and R̂ are morphisms of Lie algebras.
Fix symplectic bases {e1, . . . , e2r} ⊂W2r and {g1, . . . ,g2s} ⊂W2s, i.e.,

(ei, ej) = (er+i, er+j) = 0, (ei, er+j) = −(er+j , ei) = δij for 1 ≤ i, j ≤ r;
(gi,gj) = (gs+i,gs+j) = 0, (gi,gs+j) = −(gs+j ,gi) = δij for 1 ≤ i, j ≤ s.

Let {fl|1 ≤ l ≤ N} be the set {ei ⊗ gj |1 ≤ i ≤ 2r, 1 ≤ j ≤ s}. Determine
fN+1, . . . , f2N by the equalities

(fi, fN+j)W2N
= δij and (fN+i, fN+j)W2N

= 0 for 1 ≤ i, j ≤ N.
By these bases, we identify sp(W2r), sp(W2s), so(W2N ) with sp2r, sp2s, so2N re-
spectively.
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We identify Ps of sp2r with the set of Young diagrams of type ≤ (r, s), and Pr

of sp2s with the set of Young diagram of type ≤(s, r).
As in Section 3.3.1, we denote by α and β the weights

L1 + · · ·+ LN−1 + LN and L1 + · · ·+ LN−1 − LN

of the Lie algebra so2N respectively.
By the morphism

L̂+ R̂ : ŝp2r ⊕ ŝp2s → ŝo2N ,

a ŝo2N -module can be regarded as a (ŝp2r ⊕ ŝp2s)-module. If you regard the in-
tegrable ŝo2N -modules Hso2N (α; 1) and Hso2N (β; 1) as (ŝp2r ⊕ ŝp2s)-modules, then
they decompose as follows:

Theorem 3.6 ([Has] Theorem4.2, Theorem 3.2). We have isomorphisms of (ŝp2r⊕
ŝp2s)-modules

Hŝo2N (α; 1) '
⊕

|Λ|:even

Hŝp2r (Λ; s)⊗Hŝp2s(Λ∗; r)(3.5)

Hŝo2N (β; 1) '
⊕
|Λ|:odd

Hŝp2r (Λ; s)⊗Hŝp2s(Λ∗; r),(3.6)

where Λ runs through all Young diagrams of type ≤ (r, s) with |Λ| even in (3.5),
and with |Λ| odd in (3.6).

Moreover, by restricting these isomorphisms to the subspaces annihilated by ŝo2N+,
ŝp2r+, ŝp2s+, we have isomorphisms of sp2r ⊕ sp2s-modules:

Vα '
⊕

|Λ|:even

VΛ ⊗ VΛ∗(3.7)

Vβ '
⊕
|Λ|:odd

VΛ ⊗ VΛ∗ .(3.8)

This theorem implies that there is a unique (up to scalar) non-zero morphism

Hŝp2r (Λ; s)⊗Hŝp2s(Λ∗; r)→ Hŝo2N ((−1)|Λ|; 1),

of ŝp2r ⊕ ŝp2s-modules, where we understand that

Hŝo2N (1; 1) := Hŝo2N (α; 1) and Hŝo2N (−1; 1) := Hŝo2N (β; 1).

Fix smooth points p(1), . . . p(e) on a projective nodal curve C of arithmetic genus
0, and Young diagrams Λ(1), . . . ,Λ(e) of type ≤(r, s). Put U := C \ {p(1), . . . , p(e)},
−→p := (p(1), . . . , p(e)),

−→
Λ := (Λ(1), . . . ,Λ(e)) and

−→
Λ ∗ := (Λ(1)∗, . . . ,Λ(e)∗). Assume

that U is affine. Taking a tensor product of non-zero morphisms of ŝp2r ⊕ ŝp2s-
modules

Hŝp2r (Λ(i); s)⊗Hŝp2s(Λ(i)∗; r)→ Hŝo2N ((−1)|Λ
(i)|; 1)

for 1 ≤ i ≤ e, we have

(3.9)

{
e⊗

i=1

Hŝp2r (Λ(i); s)

}
⊗

{
e⊗

i=1

Hŝp2s(Λ(i)∗; r)

}
→

e⊗
i=1

Hŝo2N ((−1)|Λ
(i)|; 1).

By (the tensor product of ) the formula (3.1), the Lie algebra (sp2r⊕sp2s)⊗OC(U)
acts on the source of (3.9), and the Lie algebra so2N ⊗OC(U) acts on the target of
(3.9). The morphism (3.9) is compatible with these actions. Hence (3.9) induces a
morphism

(3.10) V
sp2r

C (−→p ;
−→
Λ)⊗ V sp2s

C (−→p ;
−→
Λ ∗)→ V so2N

C (−→p ;−→ε ),

where −→ε := ((−1)|Λ
(1)|, . . . , (−1)|Λ

(e)|). (Recall that here we understand that +1 =
α and −1 = β.)
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Taking the dual, we have

(3.11) V so2N†
C (−→p ;−→ε )→ V

sp2r†
C (−→p ;

−→
Λ)⊗ V sp2s†

C (−→p ;
−→
Λ ∗).

Now assume that both e and
∑e

j=1 |Λ(j)| are even. Then by Corollary 3.4, we have

dimV so2N†
C (−→p ;−→ε ) = 1.

Hence the morphism (3.11) induces the morphism

(3.12) V
sp2r†
C (−→p ;

−→
Λ)∗ → V

sp2s†
C (−→p ;

−→
Λ ∗).

This map is called a rank-level duality map.

3.5. Compatibility of factorization and rank-level duality. In this section
we show that the factorization isomorphism (3.4) is compatible with the rank-level
duality map. This is not a new result. It is the commutative [NT, (2.14)]. In terms
of generalized theta functions, the compatibility is also proved in [A].

Let C = C1 ∪ C2 be a projective nodal curve of arithmetic genus 0 with each
Ci connected, and C1 and C2 intersecting at only one point u transversely. Let
p(1), . . . , p(m) be smooth points of C1 \ {u}, and q(1), . . . , q(n) smooth points of
C2 \ {u}. Let

n : C̃ := C1 t C2 → C = C1 ∪ C2

be the partial normalization map at u, and put {u1, u2} := n−1(u) with ui ∈ Ci.
We assign a Young diagram ∆(i) of type ≤(r, s) to each p(i) for 1 ≤ i ≤ m, and

Γ(j) to each q(j) for 1 ≤ j ≤ n. Assume that
m∑

i=1

|∆(i)| ≡
n∑

j=1

|Γ(j)| (mod 2),

and put η = (−1)
∑m

i=1 |∆
(i)|. Put

Hŝp2r (
−→
∆; s) :=

m⊗
i=1

Hŝp2r (∆(i); s), Hŝp2r (
−→
Γ ; s) :=

n⊗
j=1

Hŝp2r (Γ(j); s),

Hŝp2s(
−→
∆∗; r) :=

m⊗
i=1

Hŝp2s(∆(i)∗; s), Hŝp2s(
−→
Γ ∗; s) :=

n⊗
j=1

Hŝp2s(Γ(j)∗; s),

Hŝo2N (−→ε1 ; 1) :=
m⊗

i=1

Hŝo2N ((−1)|∆
(i)|; 1), Hŝo2N (−→ε2 ; 1) :=

n⊗
j=1

Hŝo2N ((−1)|Γ
(j)|; 1).

Let

ϕ(i) : Hŝp2r (∆(i); s)⊗Hŝp2s(∆(i)∗; r)→ Hŝo2N ((−1)|∆
(i)|; 1),

ψ(j) : Hŝp2r (Γ(j); s)⊗Hŝp2s(Γ(j)∗; r)→ Hŝo2N ((−1)|Γ
(j)|; 1)

be non-zero morphisms of (ŝp2r ⊕ ŝp2s)-modules.
If A is a Young diagram of type ≤(r, s), we have an isomorphism VA ' (VA)∨ of

sp2r-modules. Hence there is a unique (up to scalar) nonzero morphism

(3.13) C→ VA ⊗ VA

of sp2r-modules. Similarly we have morphisms

C→ VA∗ ⊗ VA∗(3.14)

C→ Vη ⊗ Vη(3.15)

of sp2s-modules and so2N -modules respectively. (Here recall our convention that
for so2N -modules V+1 = Vα and V−1 = Vβ .)
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Now consider the diagram

(3.16)
Hŝp2r (

−→
∆; s)⊗Hŝp2s(

−→
∆∗; r)

⊗
Hŝp2r (

−→
Γ ; s)⊗Hŝp2s(

−→
Γ ∗; r)

(⊗ϕ(i))
⊗

(⊗ψ(j))
//

� _

��

Hŝo2N (−→ε1 ; 1)
⊗

Hŝo2N (−→ε2 ; 1)
� _

��

⊗
A



Hŝp2r (
−→
∆; s)⊗Hŝp2s(

−→
∆∗; r)

⊗
VA ⊗ VA∗

⊗
VA ⊗ VA∗

⊗
Hŝp2r (

−→
Γ ; s)⊗Hŝp2s(

−→
Γ ∗; r)


//

Hŝo2N (−→ε1 ; 1)
⊗
Vη

⊗
Vη

⊗
Hŝo2N (−→ε2 ; 1),

where A runs through all Young diagrams of type ≤(r, s) with (−1)|A| = η, and the
vertical arrows are induced by (3.13), (3.14) and (3.15), and the lower horizontal
arrow is induced by (3.7) or (3.8).

Lemma 3.7. The above diagram is commutative, if necessary, after adjusting the
non-zero morphism VA ⊗ VA∗ → Vη of (sp2r ⊕ sp2s)-modules by scalar.

Proof. The morphism (3.15) induces an isomorphism Vη → V ∨
η of so2N -modules.

Composing it with the isomorphisms (3.7) or (3.8), we have an isomorphism

(3.17)
⊕

A s.t. (−1)|A| = η

VA ⊗ VA∗ '
⊕

A s.t. (−1)|A| = η

(VA ⊗ VA∗)∨

of (sp2r ⊕ sp2s)-modules. This is a direct sum of isomorphisms

VA ⊗ VA∗ → (VA ⊗ VA∗)∨

of (sp2r ⊕ sp2s)-modules, which is induced by the tensor product of (3.13) and
(3.14). �

Put
−→
p′ := −→p ∪{u1},

−→
q′ := −→q ∪{u2},

−→
∆′ :=

−→
∆∪{A},

−→
Γ′ :=

−→
Γ∪{A},

−→
ε′i := −→εi∪{η}.

The diagram (3.16) induces the following diagram:
(3.18)

V
sp2r

C1∪C2
(−→p ∪ −→q ;

−→
∆ ∪

−→
Γ )⊗ V sp2s

C1∪C2
(−→p ∪ −→q ;

−→
∆∗ ∪

−→
Γ ∗) //

��

V so2N

C1∪C2
(−→p ∪ −→q ;−→ε1 ∪ −→ε2 )

��

⊕
A


V

sp2r

C1
(
−→
p′ ;
−→
∆′) V

sp2s

C1
(
−→
p′ ;
−→
∆′∗)

⊗ ⊗ ⊗
V

sp2r

C2
(
−→
q′ ;
−→
Γ′) V

sp2s

C2
(
−→
q′ ;
−→
Γ′ ∗)

 //
V so2N

C1
(
−→
p′ ;
−→
ε′1 )

⊗
V so2N

C2
(
−→
q′ ;
−→
ε′2 ).

Assume that both m and n are odd. Then both the source and the target of the
right vertical arrow are 1-dimensional, and it is an isomorphism. So we have the
compatibility of the rank-level duality map and the factorization.
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Proposition 3.8. We have a commutative diagram:
(3.19)

V
sp2r†
C1∪C2

(−→p ∪ −→q ;
−→
∆ ∪

−→
Γ )∗ // V sp2s†

C1∪C2
(−→p ∪ −→q ;

−→
∆∗ ∪

−→
Γ ∗)

⊕
A s.t. (−1)|A| = η

V
sp2r†
C1

(
−→
p′ ;
−→
∆′)∗

⊗
V

sp2r†
C2

(
−→
q′ ;
−→
Γ′)∗

'

OO

// ⊕
A s.t. (−1)|A| = η

V
sp2s†
C1

(
−→
p′ ;
−→
∆′∗)

⊗
V

sp2s†
C2

(
−→
q′ ;
−→
Γ′ ∗)

,

'

OO

where the vertical arrows are factorization isomorphisms, and the horizontal arrows
are rank-level duality maps.

4. strange duality is rank-level duality

In this section we first recall the isomorphism of a space of generalized thetas
and a conformal block. Then we shall show that by the isomorphism the strange
duality for parabolic symplectic bundles is the rank-level duality for (sp2r, sp2s).

4.1. Isomorphism of spaces of generalized thetas and conformal blocks.
In this section we recall the isomorphism of a space of generalized thetas and a
conformal block. Here we give a rather sketchy explanation. For details, see [L-S]
(especially §8.9).

We use the notation listed at the beginning of Section 3.
Let G be the simple and simply connected algebraic group with TeG = g. Let

T be the maximal torus with Te(T ) = h, and B the Borel subgroup such that
TeB = h⊕

⊕
α>0 gα.

Let C be a smooth projective curve, and p(1), . . . , p(m) points of C. Let P (1), . . . , P (m)

be parabolic subgroups containingB. A parabolicG-bundle1 of type
−→
P = (P (1), . . . , P (m))

on a pointed curve (C;−→p = (p(1), . . . , p(m))) is a G-bundle E on C together with an
element σ(j) ∈ E(G/P (j))|p(j) for 1 ≤ j ≤ m. Denote by MPar

G (−→p ;
−→
P ) the moduli

stack of parabolic G-bundles of type
−→
P on (C;−→p ).

Fix a point p ∈ C \ {p(1), . . . , p(m)} and an isomorphism ÔC,p ' C[[z]]. Put
U := C \ {p}, D := Spec ÔC,p and D∗ := Spec Frac(ÔC,p).

Let LG be the loop group of G, which is by definition the C-group defined by
R 7→ G (R((z))). The subgroup L+G of LG is defined by R 7→ G (R[[z]]). We
denote by QG the quotient C-space LG/L+G. Put

QPar
G (
−→
P ) := QG ×

m∏
j=1

G/P (j).

Given Φ ∈ G (C((z))) and a(j) ∈ G/P (j) for 1 ≤ j ≤ m, if we glue two trivial G-
bundles G×D and G×U on D∗ by Φ : G×D|D∗ → G×U |D∗ , we obtain a parabolic
G-bundle of type

−→
P on (C;−→p ). If we substitute ΦB for Φ with B ∈ G (C[[z]]),

then we obtain an isomorphic parabolic G-bundle. So we have a morphism

π : QPar
G (
−→
P )→MPar

G (−→p ;
−→
P ).

The C-group LCG defined by R 7→ G (R⊗O(U)) acts on QPar
G (
−→
P ) from the left,

and we have LCG\QPar
G (
−→
P ) =MPar

G (−→p ;
−→
P ) ([L-S, Theorem 8.5]).

1This is call a quasi-parabolic G-bundle in [L-S]
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By [L-S, Proposition 8.7], we have

PicQPar
G (
−→
P ) = ZOQG

(1)×
m∏

j=1

Pic (G/P (j)).

By [L-S, Theorem 1.1], the map

π∗ : PicMPar
G (−→p ;

−→
P )→ PicQPar

G (
−→
P )

is bijective if G is of classical or G type.
As explained in [L-S, §4], there exists an extension of LG by Gm

0→ Gm → L̂G→ LG→ 0

such that Lie(LG) = ĝ. We can express that QG = L̂G/L̂+G. The line bundle
OQG

(1) has a L̂G-linearization. So the vector space H0(QG,OQG
(l)) becomes a

ĝ-module. There is an isomorphism

(4.1) H0(QG,OQG
(l)) ' Hĝ(0; l)∗

of ĝ-modules. (See [L-S, §4] for details.)
Fix a positive integer l, and

−→
λ := (λ(1), . . . , λ(m)) ∈ P⊕m

l . Assume that each
λ(j), considered as a character of T , extends to a character of the parabolic subgroup
P (j). We denote by L−λ(j) the line bundle on G/P (j) associated to the character
−λ(j) : P (j) → C×. We denote by L(l;

−→
λ ) the line bundle on MPar

G (−→p ;
−→
P ) such

that π∗L(l;
−→
λ ) = OQG

(l)⊗
⊗m

j=1 L−λ(j) . In this paper, we are concerned with the

case of G being of type C or D. If G is of type C, then L(1;
−→
0 ) is the determinant

line bundle. If G is of type D, then L(1;
−→
0 ) is the pfaffian line bundle (cf [L-S,

Theorem1.1]).
The line bundle π∗L(l;

−→
λ ) on QPar

G (
−→
P ) has a LCG-linearization. The vector

space of global sections

(4.2) H0(QPar
G (
−→
P ), π∗L(l;

−→
λ )) = H0(QG,OQG

(l))⊗
m⊗

j=1

H0(G/P (j),L−λ(j))

becomes a g ⊗ O(U)-module by differentiating the LCG-action, which, by (4.1),
turns out to be canonically isomorphic as a g⊗O(U)-module to

Hĝ(0; l)∗ ⊗
m⊗

j=1

V ∗
λ(j) ,

where the g⊗O(U)-module structure is given by

(X ⊗ f)(θ ⊗ ϕ1 ⊗ · · · ⊗ ϕm) = ((X ⊗ fp)θ)⊗ ϕ1 ⊗ · · · ⊗ ϕm

+
m∑

j=1

f(p(j))ϕ1 ⊗ · · · ⊗ (Xϕj)⊗ · · · ⊗ ϕm.
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We have isomorphisms

H0(MPar
G (−→p ;

−→
P ),L(l;

−→
λ )) ' H0(QPar

G (
−→
P ),O(l)⊗

m⊗
j=1

L−λ(j))LCG

'

H0(QG,O(l))⊗
m⊗

j=1

H0(G/P (j),L−λ(j))


LCG

'

H0(QG,O(l))⊗
m⊗

j=1

H0(G/P (j),L−λ(j))


g⊗O(U)

'

Hĝ(0; l)∗ ⊗
m⊗

j=1

V ∗
λ(j)


g⊗O(U)

.

(4.3)

As explained in Section 3.1, we have isomorphisms

Hĝ(0; l)∗ ⊗
m⊗

j=1

V ∗
λ(j)


g⊗O(U)

'←−

Hĝ(0; l)∗ ⊗
m⊗

j=1

Hĝ(λ(j); l)∗


g⊗O(U\{p(1),...,p(m)})

'−→


m⊗

j=1

Hĝ(λ(j); l)∗


g⊗O(C\{p(1),...,p(m)})

= V g†
C (−→p ;

−→
λ ).

(4.4)

Combining the isomorphisms (4.3) and (4.4), we have an isomorphism

(4.5) H0(MPar
G (−→p ;

−→
P ),L(l;

−→
λ )) ' V g†

C (−→p ;
−→
λ ).

4.2. Reformulation of the strange duality for parabolic symplectic bun-
dles. In this section we reformulate the strange duality in terms of Sp-bundles,
not vector bundles with a non-degenerate alternate form. We use the notation in
Section 3.4. Moreover we assume that fN = er+1 ⊗ gs.

We denote by (W2r)std•, (W2s)std• and (W2N )std• respectively the standard fil-
trations

< e1, . . . , er >⊃< e1, . . . , er−1 > · · · ⊃< e1, e2 >⊃< e1 >⊃ 0,
< g1, . . . ,gs >⊃< g1, . . . ,gs−1 > · · · ⊃< g1,g2 >⊃< g1 >⊃ 0,
< f1, . . . , fN >⊃< f1, . . . , fN−1 > · · · ⊃< f1, f2 >⊃< f1 >⊃ 0.

Let B2r and B2s be the subgroups of Sp(W2r) and Sp(W2s) that stabilize the
filtrations (W2r)std• and (W2s)std• respectively. Let B ⊂ SO(W2N ) be the subgroup
that stabilizes the filtration (W2N )std•. For a Young diagram Λ of type ≤(r, s),
we denote by PΛ ⊂ SO(W2N ) the stabilizer group of the maximal isotropic vector
subspace µΛ ((W2r)std•, (W2s)std•) ⊂W2N . By the assumption that fN = er+1⊗gs,
both the parabolic subgroups P(0,...,0) and P(1,0,...,0) contain the Borel subgroup B.
We write P+1 and P−1 instead of P(0,...,0) and P(1,0,...,0) respectively.

Let
c : Spin(W2N )→ SO(W2N )

be the canonical covering map. Let

t : Sp(W2r)× Sp(W2s)→ SO(W2N )



STRANGE DUALITY 19

be the tensor morphism. Since the symplectic groups are simply connected, there
is a unique morphism

t̃ : Sp(W2r)× Sp(W2s)→ Spin(W2N )

such that c ◦ t̃ = t. In the following, for a subgroup H ⊂ SO(W2N ), H̃ denotes
c−1(H).

For a Young diagram Λ of type ≤(r, s), let
(4.6)
µ′Λ : Sp(W2r)/B2r × Sp(W2s)/B2s → Spin(W2N )/P̃(−1)|Λ| = SO(W2N )/P(−1)|Λ|

be the morphism determined by the commutative diagram

Sp(W2r)/B2r × Sp(W2s)/B2s

µ′Λ //

'
��

SO(W2N )/P(−1)|Λ|

'(∗)
��

Fl(W2r)× Fl(W2s)
µΛ // OGr(−1)|Λ|(W2N ),

where (∗) is the SO-equivariant isomorphism such that 1 7→ µ(0,...,0)((W2r)std•, (W2s)std•)
if |Λ| is even, and 1 7→ µ(1,0,...,0)((W2r)std•, (W2s)std•) if |Λ| is odd.

Let (C;−→p ) = (p(1), . . . , p(m)) be a smooth projective curve with smooth points.
Each point p(j) is assigned a Young diagram Λ(j) of type ≤(r, s).

Put −→ε := (ε(1), . . . , ε(m)) with ε(j) = (−1)|Λ
(j)|, and

−→
Pε := (Pε(1) , . . . , Pε(m)),

−−→
B2r := (B2r, . . . , B2r) and

−−→
B2s := (B2s, . . . , B2s). Let

(4.7) τ ′
(C;

−→
Λ)

:MPar
Sp2r

(−→p ;
−−→
B2r)×MPar

Sp2s
(−→p ;
−−→
B2s)→MPar

Spin2N
(−→p ;
−→
Pε)

be the morphism of stacks that associates to a pair(
E,
{
aj ∈ E(Sp2r/B2r)|p(j)

}
1≤j≤m

;F,
{
bj ∈ F (Sp2s/B2s)|p(j)

}
1≤j≤m

)
the object(

(E ×C F )(Spin2N),
{
µ′Λ(j)((aj , bj)) ∈ (E ×C F )(Spin2N/P̃ε(j))

}
1≤j≤m

)
.

Assuming that m is even, let us compare τ ′
(C;

−→
Λ)

in the above and τ
(C;

−→
Λ)

in (2.2).
Given an object(

E,
{
aj ∈ E(Sp2r/B2r)|p(j)

}
1≤j≤m

)
∈MPar

Sp2r
(−→p ;
−→
B 2r),

by considering the standard representation of Sp2r and the isomorphism Sp2r/B2r '
Fl(C2r) given by 1 7→ (W2r)std•, we obtain a parabolic symplectic bundle (in the
sense of Definition 2.4). Conversely, from a parabolic symplectic bundle, we can
construct a parabolic Sp2r-bundle of type

−−→
B2r. Thus we have as isomorphism

(4.8) MPar
Sp2r

(−→p ;
−−→
B2r) 'M2r(C,−→p ;OC).

By the isomorphism, the line bundle L(s;
−→
Λ) on MPar

Sp2r
(−→p ;
−−→
B2r) is isomorphic to

the line bundle Ξ(s;
−→
Λ) on M2r(C,−→p ;OC).

Since we are assuming thatm is even, we can take a square root of the line bundle

ωC(−→p ). We fix a square root (ωC(−→p ))⊗
1
2 and an isomorphism

(
(ωC(−→p ))⊗

1
2

)⊗2

'
ωC(−→p ).

Then the above construction plus tensoring by (ωC(−→p ))⊗
1
2 gives rise to an iso-

morphism of stacks

(4.9) MPar
Sp2s

(−→p ;
−−→
B2s) 'M2s(C,−→p ;ωC(−→p )).
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Given an object

(4.10)
(
F,
{
cj ∈ F (Spin2N/P̃ε(j))|p(j)

}
1≤j≤m

)
∈MPar

Spin2N
(−→p ;
−→
Pε),

by considering the standard representation of SO, and the isomorphism (∗), we
obtain an orthogonal bundle F (W2N ) with values in OC , together with, for each
1 ≤ j ≤ m, a maximal isotropic subspace U (j) ⊂ F (W2N )|p(j) . By associating to
the object (4.10) the orthogonal bundle with value in ωC

Ker

F (W2N )→
m⊕

j=1

F (W2N )|p(j)/U (j)

⊗ (ωC(−→p ))⊗
1
2 ,

we obtain a morphism of stacks

ξ :MPar
Spin(−→p ;

−→
Pε)→ N2N (C;ωC).

By construction, the diagram

(4.11) MPar
Sp2r

(−→p ;
−−→
B2r)×MPar

Sp2s
(−→p ;
−−→
B2s)

'
��

τ ′
(C;

−→
Λ) //MPar

Spin2N
(−→p ;
−→
Pε)

ξ

��
M2r(C,−→p ;OC)×M2s(C,−→p ;ωC(−→p ))

τ(C;
−→
Λ) // N2N (C;ωC)

is commutative, and ξ∗P ' L(1;−→ε ), where P is the pfaffian bundle, and we under-
stand +1 = α and −1 = β as before.

By Lemma 2.7, we have

Im ξ ⊂ N
∏m

j=1 ε(j)

2N (C;ωC).

Now we assume moreover that C = P1 and
∏m

j=1 ε
(j) = 1. Then by Corollary 3.4,

the dimension of the conformal block V so2N†
P1 (−→p ;−→ε ) of level one is one. So we have

dim H0(MPar
Spin2N

(−→p ;
−→
Pε),L(1;−→ε )) = 1.

AbbreviatingMPar
Sp2r

(−→p ;
−−→
B2r),MPar

Sp2s
(−→p ;
−−→
B2s),MPar

Spin2N
(−→p ;
−→
Pε), M2r(C,−→p ;OC)

and M2s(C,−→p ;ωC(−→p )) toMPar
Sp2r

,MPar
Sp2s

,MPar
Spin2N

, M2r and M2s respectively, we
have a commutative diagram

(4.12) H0(MPar
Sp2r

,L(s;
−→
Λ))⊗H0(MPar

Sp2s
,L(r;

−→
Λ ∗)) H0(MPar

Spin2N
,L(1;−→ε ))

τ ′
(C;

−→
Λ)

∗

oo

H0(M2r,Ξ(s;
−→
Λ))⊗H0(M2s,Ξ(r;

−→
Λ ∗))

'

OO

CΘ,

ξ∗

OO

τ(C;
−→
Λ)

∗

oo

where Θ is the canonical section of the pfaffian bundle.

Lemma 4.1. The pull-back ξ∗Θ is not zero.

Proof. We find a parabolic Spin2N -bundles

F =
(
F, σj ∈ F (Spin2N/P̃ε(j))|p(j) (1 ≤ j ≤ m)

)
such that the pfaffian section Θ does not vanish at ξ(F). We assume that ε(j) = 1
for 1 ≤ j ≤ 2a, and ε(j) = −1 for 2a < j ≤ m.
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Consider the SO2N -bundle F := W2N ⊗C OP1 . We define the maximal isotropic
subspaces U+, U

′
+, U−, U

′
− of W2N by

U+ := {f1, . . . , fN} U ′+ := {fN+1, . . . , f2N}
U− := {f1, . . . , fN−1, f2N} U ′− := {fN+1, . . . , f2N−1, fN}.

To each point p(j) we assign a maximal isotropic subspace U (j) of F |p(j) so that
U (j) is U+ for 1 ≤ j ≤ a, U ′+ for a < j ≤ 2a, U− for 2a < j ≤ m/2 + a, and U ′− for
m/2 + a < j ≤ m. Then the vector bundle

Ker

F → m⊗
j=1

F |p(j)/U (j)

⊗ ωP1(−→p )

is a direct sum of OP1(−1), so its H0 is zero. This means that the pfaffian section
Θ does not vanish there.

It remains to show that the SO2N -bundle F comes from a Spin2N -bundle, but
this is clear because it is a trivial bundle. �

By the lemma, ξ∗ is an isomorphism. So we have a commutative diagram

(4.13) H0
(
MPar

Sp2r
,L(s;

−→
Λ)
)∨ (]) //

'
��

H0
(
MPar

Sp2s
,L(r;

−→
Λ ∗)

)

H0
(
M2r,Ξ(s;

−→
Λ)
)∨

// H0
(
M2s,Ξ(r;

−→
Λ ∗)
)
,

'

OO

where (]) is induced by τ ′
(C;

−→
Λ)

∗, and the lower horizontal arrow is induced by

τ
(C;

−→
Λ)

∗, that is, it is the map (2.4).
The map (]) is a reformulation of the strange duality map for parabolic sym-

plectic bundles in terms of Sp-bundles.

4.3. Strange duality is rank-level duality. In the previous section, when m
(the number of marked points) is even, we reformulated the strange duality for
parabolic symplectic bundles on (P1;−→p ) in terms of parabolic Sp-bundles. In this
section we show that the reformulated strange duality map (]) in (4.13) is equal to
the rank-level duality map (3.12).

Proposition 4.2. Let (P1;−→p = (p(1), . . . , p(m)) be a pointed P1. Let Λ(j) (1 ≤ j ≤
m) be a Young diagram of type ≤(r, s). Assume that both m and

∑m
j=1 |Λ(j)| are

even. Then the following diagram is commutative.

(4.14) H0(MPar
Sp2r

(−→p ;
−−→
B2r),L(s;

−→
Λ))∨

(]) // H0(MPar
Sp2s

(−→p ;
−−→
B2s),L(r;

−→
Λ ∗))

'
��

V
sp2r†

P1 (−→p ;
−→
Λ)∨

'

OO

// V sp2s†
P1 (−→p ;

−→
Λ ∗),

where the lower horizontal arrow is (3.12), and the vertical arrows are (4.5).

By this proposition and the commutative diagram (4.13), we know that the
strange duality map (2.4) is an isomorphism if and only if the rank-level duality
map (3.12) is an isomorphism.

We denote by ν the morphism

ν : QSp2r
×QSp2s

→ QSpin2N

induced by t̃ : Sp2r × Sp2s → Spin2N .
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For the proof of the proposition, we need the following lemma:

Lemma 4.3. For a Young diagram Λ of type ≤(r, s), we have a commutative (up
to scalar) diagram:
(4.15)

H0(Spin2N/P̃(−1)|Λ| ,O(1))
µ′Λ

∗
// //

'
��

H0(Sp2r/B2r,O(Λ))⊗H0(Sp2s/B2s,O(Λ∗))

'

��
V ∗

(−1)|Λ|
// // V ∗

Λ ⊗ V ∗
Λ∗ ,

where the lower horizontal arrow is a nonzero (sp2r⊕sp2s)-module homomorphism,
which is unique up to scalar by (3.7) or (3.8).

Proof. The non-trivial part is the surjectivity of µ′Λ
∗. This follows from [A, Corol-

lary 3.3.2]. �

Before starting the proof of Proposition 4.2, we observe the following:
By [Has, Theorem 2.4b (i) and Theorem 4.2], we have a (ŝp2r ⊕ ŝp2s)-module

homomorphism

Hŝp2r (0; s)⊗Hŝp2s(0; r)→ Hŝo2N (0; 1)

such that v0 ⊗ v0 7→ v0. So we have a commutative diagram

(4.16) QSp2r
×QSp2s

ν //

��

QSpin2N

��

P
(
Hŝp2r (0; s)

)
× P

(
Hŝp2s(0; r)

)
// P
(
Hŝo2N (0; 1)

)
,

where the right vertical arrow is defined by

QSpin2N
= LSpin2N/L

+Spin2N 3 [g] 7→ [g · v0] ∈ P
(
Hŝo2N (0; 1)

)
,

and the left vertical arrow is defined similarly.
This induces a commutative diagram

(4.17) H0(QSp2r
,O(s))⊗H0(QSp2s

,O(r)) H0(QSpin2N
,O(1))

(♥)oo

Hŝp2r (0; s)∗ ⊗Hŝp2s(0; r)∗

'

OO

��

Hŝo2N (0; 1)∗oo

��

'

OO

C(v0 ⊗ v0)∗ C(v0)∗.
'oo

Now let us begin the proof of the proposition.

Proof of Proposition 4.2. The commutative diagram

(4.18) QPar
Sp2r

(
−−→
B2r)×QPar

Sp2s
(
−−→
B2s)

ν×
∏m

j=1 µ′
Λ(j) //

��

QPar
Spin2N

(
−→
Pε)

��
MPar

Sp2r
(−→p ;
−−→
B2r)×MPar

Sp2s
(−→p ;
−−→
B2s)

τ ′
(P1;

−→
Λ)//MPar

Spin2N
(−→p ;
−→
Pε)
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induces a commutative diagram
(4.19)

H0(QSp2r
,O(s))
⊗

⊗m
j=1H

0(Sp2r/B2r,O(Λ(j)))
⊗

H0(QSp2s
,O(r))
⊗

⊗m
j=1H

0(Sp2s/B2s,O(Λ(j)∗))

H0(QSpin2N
,O(1))

⊗
⊗m

j=1H
0(Spin2s/P̃ε(j) ,O(1))

(∗∗)oo

H0(MPar
Sp2r

,L(s,
−→
Λ))⊗H0(MPar

Sp2s
,L(r,

−→
Λ ∗))

OO

H0(MPar
Spin2N

,L(1,
−→
Pε)),oo

OO

where (∗∗) is a tensor product of (♥) and µ′
Λ(j)

∗. By the commutative diagrams
(4.15) and (4.17), we have a commutative diagram
(4.20)

H0(QSp2r
,O(s))
⊗

⊗m
j=1H

0(Sp2r/B2r,O(Λ(j)))
⊗

H0(QSp2s
,O(r))
⊗

⊗m
j=1H

0(Sp2s/B2s,O(Λ(j)∗))

'
��

H0(QSpin2N
,O(1))

⊗
⊗m

j=1H
0(Spin2s/P̃ε(j) ,O(1))

(∗∗)oo

'
��

Hŝp2r (0; s)∗

⊗
⊗m

j=1V
∗
Λ(j)

⊗
Hŝp2s(0; r)∗

⊗
⊗m

j=1V
∗
Λ(j)∗

Hŝo2N (0; 1)∗

⊗
⊗m

j=1V
∗
ε(j)

oo

Hŝp2r (0; s)∗

⊗
⊗m

j=1Hŝp2r (Λ(j); s)∗
⊗

Hŝp2s(0; r)∗

⊗
⊗m

j=1Hŝp2s(Λ(j)∗; r)∗

OOOO

����

Hŝp2s(0; r)∗

⊗
⊗m

j=1Hŝo2N (ε(j); 1)∗

����

oo

OOOO

C(v0)∗

⊗
⊗m

j=1Hŝp2r (Λ(j); s)∗
⊗

C(v0)∗

⊗
⊗m

j=1Hŝp2s(Λ(j)∗; r)∗

C(v0)∗

⊗
⊗m

j=1Hŝo2N (ε(j); 1)∗.
oo

Combining the commutative diagrams (4.19) and (4.20), and tracing back the con-
struction of the isomorphism (4.5), we obtain the commutativity of the diagram
(4.14). �

The following corollary claims that to see whether the rank-level duality map is
an isomorphism or not, we may add even number of points and label them by the
empty Young diagram:

Corollary 4.4. Let (P1;−→p = (p(1), . . . , p(m))) and
−→
Λ = (Λ(1), . . . ,Λ(m)) be as in

Proposition 4.2.
Let p(m+1), . . . , p(m′) ∈ P1\−→p be an even number of points, and Λ(m+1), . . . ,Λ(m′)

be the empty Young diagrams. Put
−→
p′ = (p(1), . . . , p(m′)) and

−→
Λ′ = (Λ(1), . . . ,Λ(m′)).

Then the rank-level duality map

V
sp2r†

P1 (−→p ;
−→
Λ)∨ → V

sp2s†
P1 (−→p ;

−→
Λ ∗)

is an isomorphism if and only if

V
sp2r†

P1 (
−→
p′ ;
−→
Λ′)∨ → V

sp2s†
P1 (

−→
p′ ;
−→
Λ′∗)
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is an isomorphism.

Proof. This is a consequence of Proposition 4.2 and Remark 2.10. �

5. KZ connection

In this section we recall the KZ connection on a family of conformal blocks. We
show that the rank-level duality map is compatible with the connections. This
implies that if the rank-level duality map is an isomorphism for a pointed P1, then
so is it for all pointed P1. In the non-parabolic case, this is proved in Belkale [Bel07].

We use the notation listed at the beginning of Section 3. Fix the level l.

5.1. KZ connection. For X ∈ g, we put X(n) := X ⊗ zn. The normal ordering
◦
◦

◦
◦ is defined by

◦
◦X(n)Y (m) ◦◦ =


X(n)Y (m) if n < m
1
2 (X(n)Y (m) + Y (m)X(n)) if n = m

Y (m)X(n) if n > m.

We put

Lĝ
n :=

1
2(g∗ + l)

∑
k∈Z

dim g∑
a=1

◦
◦ J

a(k)Ja(n− k) ◦◦ ,

where {J1, J2, . . . } is an orthonormal basis of g with respect to the normalized
Killing form.

Put
Bm := {(z1, . . . , zm) ∈ Am | zi 6= zj} .

Let u be the affine coordinate of A1 ⊂ P1 = A1 ∪ {∞}. Let

π : P1 ×Bm → Bm

be the projection, and p(j) be the section of π given by

Bm 3 (z1, . . . , zm) 7→ (zj , (z1, . . . , zm)) ∈ P1 ×Bm.

Put ξj := u − zj , then ξj vanishes along the section p(j) with order one. If h is
a meromorphic function on a neighborhood of the section p(j) having poles only
along p(j), then h can be expanded to a Laurent series with respect to ξ, which we
denote by tj(h) ∈ OBm((ξj)).

Let
−→
Λ = (Λ(j), . . . ,Λ(m)) ∈ P⊕m

l . We can extend straightforwardly the defini-
tion of dual conformal blocks and conformal blocks for a fixed curve given in Section
3.1 to a family of curves, and we obtain a family of dual conformal blocks and a fam-
ily of conformal blocks, which we denote by V g

P1×Bm/Bm
(−→p ;
−→
Λ) and V g†

P1×/Bm
(−→p ;
−→
Λ)

respectively. These are vector bundles on Bm.
The KZ connection on the vector bundle V g

P1×Bm/Bm
(−→p ;
−→
Λ) is defined as follows.

First we define a connection on H(
−→
Λ)⊗OBm = H(Λ(1))⊗C · · ·⊗CH(Λ(m))⊗COBm

by

∇ĝ
∂

∂zj

(ϕ1 ⊗ · · · ⊗ ϕm ⊗ f) =ϕ1 ⊗ · · · ⊗ ϕm ⊗
∂f

∂zj

+ ϕ1 ⊗ · · · ⊗ Lĝ
−1ϕj ⊗ · · · ⊗ ϕm ⊗ f.

Then by ∇ĝ
∂

∂zj

, the subsheaf
(
g⊗O(P1 ×Bm \ −→p )

)
· H(
−→
Λ)⊗OBm is mapped into

itself. So we have a connection

∇ĝ : V g
P1×Bm/Bm

(−→p ;
−→
Λ)→ V g

P1×Bm/Bm
(−→p ;
−→
Λ)⊗OBm

Ω1
Bm

.

This is a flat connection and is called the KZ connection ([KZ]).
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The dual connection of ∇ĝ on V g†
P1×Bm/Bm

(−→p ;
−→
Λ) is also denoted by ∇ĝ.

5.2. Compatibility of the connections for (sp2r⊕sp2s, so4rs). We can construct
the morphism (3.10) for the family π : P1×Bm → Bm of m-pointed projective lines,
and obtain

(5.1) V
sp2r

P1×Bm/Bm
(−→p ;
−→
Λ)⊗OBm

V
sp2s

P1×Bm/Bm
(−→p ;
−→
Λ ∗)→ V so2N

P1×Bm/Bm
(−→p ;−→ε ).

The source has the flat connection ∇ŝp2r⊗ id+id⊗∇ŝp2s , and the target has ∇ŝo2N .

Proposition 5.1. The morphism (5.1) is compatible with the connection.

Proof. Let
Hŝp2r (Λ; s)⊗Hŝp2s(Λ∗; r) ↪→ Hŝo2N ((−1)|Λ|; 1)

be a non-zero (ŝp2r ⊕ ŝp2s)-module homomorphism. By [Has, Proposition 4.1 (i)],
for ∀ϕ⊗ θ ∈ Hŝp2r (Λ; s)⊗Hŝp2s(Λ∗; r), we have

L
ŝp2r
−1 (ϕ)⊗ θ + ϕ⊗ Lŝp2s

−1 (θ) = Lŝo2N
−1 (ϕ⊗ θ).

Now the proposition follows from this equality and the definition of the KZ con-
nection. �

Corollary 5.2. If the rank-level duality map (3.12) is an isomorphism for an m-
pointed P1, then it is an isomorphism for any m-pointed P1.

Proof. Let

(5.2) V
sp2r†

P1×Bm/Bm
(−→p ;
−→
Λ)∨ ⊗OBm

V so2N†
P1×Bm/Bm

(−→p ;−→ε )→ V
sp2s†

P1×Bm/Bm
(−→p ;
−→
Λ ∗)

be the family of the rank-level duality map. Both the source and the target have
flat connections, and the map is compatible with the connections. If we locally take
flat frames of the vector bundles, the map (5.2) is expressed by a constant matrix.
Hence the rank of the map is constant over Bm. �

6. Proof of the rank-level duality for (sp2r, sp2s)

In this section we prove the following theorem. The proof is similar to that of
the rank-level duality for (ŝlr, ŝll) in [NT].

Theorem 6.1. Let (P1,−→p = (p(1), . . . , p(m))) be an m-pointed P1, and
−→
Λ =

(Λ(1), . . . ,Λ(m)) be an m-tuple of Young diagrams of type ≤ (r, s). Assume that
both m and

∑m
j=1 |Λ(j)| are even. Then the rank-level duality map

(6.1) V
sp2r†

P1 (−→p ;
−→
Λ)∨ → V

sp2s†
P1 (−→p ;

−→
Λ ∗)

is an isomorphism.

First we start with the case m = 2.

Proposition 6.2. If m = 2, then the rank-level duality map (6.1) is an isomor-
phism.

Proof. When m = 2, the dimension of the conformal block is one if Λ(1)∗ = Λ(2),
and zero otherwise. So we have only to prove that the rank-level duality map is
non-zero if Λ(1)∗ = Λ(2). By Proposition 4.2, it suffices to prove the corresponding
strange duality map is non-zero.

For this, in view of the definition of the strange duality map, we have only to
find a pair of parabolic symplectic bundles

(E,G) ∈M2r(P1,−→p ;OC)×M2s(P1,−→p ;ωP1(−→p ))
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such that the canonical pfaffian section Θ does not vanish at the point τ
(P1;

−→
Λ)

(E,G) ∈
N4rs(P1;ωP1).

Let

E =
2r⊕

i=1

OP1 · ei and G =
2s⊕

i=1

OP1 · gi.

The symplectic forms are given by

(ei, ej) = (er+i, er+j) = 0, (ei, er+j) = δij 1 ≤ i, j ≤ r
(gi,gj) = (gs+i,gs+j) = 0, (gi,gs+j) = δij 1 ≤ i, j ≤ s.

(6.2)

We put

e(1)
i = ei 1 ≤ i ≤ 2r, g(1)

i = gi 1 ≤ i ≤ 2s

e(2)
i = er+i, e(2)

r+i = ei 1 ≤ i ≤ r

g(2)
i = gs+i, g(2)

s+i = fi 1 ≤ i ≤ s.

(6.3)

For j = 1, 2, we define the the filtrations of E|p(j) and G|p(j) by

E|p(j) =
2r⊕

i=1

Cei ⊃< e(j)
1 , . . . , e(j)

r >⊃ · · · ⊃< e(j)
1 , e(j)

2 >⊃< e(j)
1 >⊃ 0

G|p(j) =
2s⊕

i=1

Cgi ⊃< g(j)
1 , . . . ,g(j)

s >⊃ · · · ⊃< g(j)
1 ,g(j)

2 >⊃< g(j)
1 >⊃ 0.

(6.4)

Let E and G be the parabolic symplectic bundles with these parabolic structures.
Then the orthogonal bundle τ

(P1;
−→
Λ)

(E,G) becomes a direct sum of OP1(−1) (cf.
Figure 1 and 2), so it has no global sections.

∗ ∗ ∗ ∗ ∗ e1

∗ ∗ ∗ ∗ e2

∗ ∗ e4

∗ e3

g1 g2 g3 g6 g5 g4

Figure 1. The isotropic subspace µΛ(1)(E|p(1)•, G|p(1)•) for
(r, s) = (2, 3) and Λ(1) = (2, 1).

∗ e1

∗ ∗ e2

∗ ∗ ∗ ∗ e4

∗ ∗ ∗ ∗ ∗ e3

g1 g2 g3 g6 g5 g4

Figure 2. The isotropic subspace µΛ(2)(E|p(2)•, G|p(2)•) for
(r, s) = (2, 3) and Λ(1) = (2, 1).

This means that the canonical pfaffian section Θ does not vanish at τ
(P1;

−→
Λ)

(E,G).
�

Next we treat a special case with m = 4.
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Proposition 6.3. Let (P1,−→p = (p(1), p(2), p(3), p(4))) be a 4-pointed P1, and
−→
Λ =

(Λ(1),Λ(2),Λ(3),Λ(4)) a 4-tuple of Young diagrams of type ≤(r, s) such that Λ(3) =
(1 ≥ 0 ≥ · · · ≥ 0) and Λ(4) = (0 ≥ 0 ≥ · · · ≥ 0). Assume that

∑4
j=1 |Λ(j)| is even.

Then the map (6.1) is an isomorphism.

Proof. By Proposition 4.2, it suffices to prove that the corresponding strange duality
map is an isomorphism. By Remark 2.10, we may ignore the point p(4). In this
case, by Proposition 3.5, the dimension of the target and the source of the duality
map is one if Λ(2) is obtained from Λ(1) by adding or deleting one box, and zero
otherwise. We may assume that Λ(2) is obtained from Λ(1) by adding one box in
the a-th row from the top and in the b-th column from the left.

As in the proof of Proposition 6.2, we have only to find a pair of parabolic
symplectic bundles (E,G) on a 3-pointed P1 such that the canonical pfaffian section
Θ does not vanish at the point τ

(P1;
−→
Λ)

(E,G) ∈ N4rs(P1;ωP1).
Let

E =
2r⊕

i=1

OP1 · ei and G =
s⊕

i=1

OP1 · gi ⊕
2s⊕

i=s+1

OP1(1) · gi.

The symplectic forms are given by (6.2), and for j = 1, 2, e(j)
i and g(j)

i are defined
by (6.3). We put

e(3)
1 = ea, e(3)

a = e1, e(3)
r+1 = er+a, e(3)

r+a = er+1,

e(3)
i = ei for i ∈ {1, . . . , 2r} \ {1, a, r + 1, r + a},

g(3)
s+1−b = gs, g(3)

s = gs+1−b, g(3)
2s+1−b = g2s, g(3)

2s = g2s+1−b,

g(3)
i = gi for i ∈ {1, . . . , 2s} \ {s+ 1− b, s, 2s+ 1− b, 2s}.

We define the the filtrations of E|p(j) and G|p(j) by (6.4). If we let E and G be the
parabolic symplectic bundles with these parabolic structures, then the orthogonal
bundle τ

(P1;
−→
Λ)

(E,G) becomes again a direct sum of OP1(−1). �

In the next proposition we shall consider them-pointed case where all the marked
points except two of them are labeled by the Young diagrams (0 ≥ 0 ≥ · · · ≥ 0) or
(1 ≥ 0 ≥ · · · ≥ 0).

Proposition 6.4. Let (P1,−→p ) and
−→
Λ be as in Theorem 6.1. Assume that, for

3 ≤ ∀j ≤ m, Λ(j) is either (0 ≥ 0 ≥ · · · ≥ 0) (i.e. the empty Young diagram) or
(1 ≥ 0 ≥ · · · ≥ 0). Then the rank-level duality map (6.1) is an isomorphism.

Proof. By Corollary 4.4, we can add or delete points labeled by the empty Young
diagram. If Λ(j) is the empty Young diagram for all 3 ≤ j ≤ m, then the proposition
follows from Proposition 6.2. We may assume that m ≥ 4, and that for 3 ≤ j ≤
m/2 + 1, Λ(j) is (0 ≥ 0 ≥ · · · ≥ 0), and for m/2 + 2 ≤ j ≤ m, (1 ≥ 0 ≥ · · · ≥ 0).
We proceed by induction on m.

If m = 4, then the proposition follows from Proposition 6.3. Let m ≥ 6. We
make P1 degenerate to an m-pointed nodal curve C1 ∪ C2 with C1 and C2 iso-
morphic to P1 and intersecting transversely only one point u such that under the



28 TAKESHI ABE

degeneration, the points p(1), p(3), p(m/2+2) on P1 specialize to points on C1, de-
noted also by p(1), p(3), p(m/2+2), and the other marked points to points on C2.

PPPPPPPPPPPP   
   

   
   

   
   

   
 

•
u

C1 C2

•
•

•

p(m/2+2)
p(3)

∅
p(1)

Λ(1)

�
•
p(2)

Λ(2) •
p(4)

∅
....

•
p(m/2+1)

∅
•
p(m)

�

•
p(m/2+3)

� ....
....

Put
−→p1 = (p(1), p(3), p(m/2+2)) and −→p2 = −→p \ −→p1,

−→
Λ1 = (Λ(1),Λ(3),Λ(m/2+2)) and

−→
Λ2 =

−→
Λ \
−→
Λ1.

By induction hypothesis, for any Young diagram Γ of type ≤ (r, s) with |Γ| ≡∑3
j=1 |Λ(j)| (mod 2), the rank-level duality maps

V
sp2r†
C1

(−→p1 ∪ {u};
−→
Λ1 ∪ {Γ})∨ → V

sp2s†
C1

(−→p1 ∪ {u};
−→
Λ1

∗ ∪ {Γ∗}),

V
sp2r†
C2

(−→p2 ∪ {u};
−→
Λ2 ∪ {Γ})∨ → V

sp2s†
C2

(−→p2 ∪ {u};
−→
Λ2

∗ ∪ {Γ∗})

are isomorphisms.
By the compatibility of the rank-level duality and the factorization (Proposition

3.19), the rank-level duality map

V
sp2r†
C1∪C2

(−→p ;
−→
Λ)∨ → V

sp2s†
C1∪C2

(−→p ;
−→
Λ ∗)

is an isomorphism. Since the property that the rank-level duality map is an iso-
morphism is an open property, the proposition holds for a generic m-pointed P1.
By Corollary 5.2, it holds for all m-pointed P1. �

In the proof of Proposition 6.4, we derived the fact that the rank-level duality
on the generic fiber is an isomorphism from the fact that it is an isomorphism on
the special fiber. This was possible because the property that the morphism is an
isomorphism is an open property.

Contrarily, in (one of the steps in) the proof of Theorem 6.1, we shall show that
the rank-level duality map is an isomorphism on the special fiber by proving that it
is an isomorphism on the generic fiber. Roughly speaking, we shall argue as follows.
We consider a certain family C → T of pointed nodal curves with labels by Young
diagrams over a 2-dimensional scheme T with a point o ∈ T . On T , we have the
family of rank-level duality maps

V
sp2r†
C/T (−→p ;

−→
Λ)∨ → V

sp2s†
C/T (−→p ;

−→
Λ ∗)

between the families of conformal blocks. We prove that it is an isomorphism over
T \{o}. From this it follows that the rank-level duality map must be an isomorphism
over the point o as well, taking into account the fact that the family of conformal
blocks is a vector bundle on T by virtue of [TUY].

In the proof of Theorem 6.1 we need a family C → T of nodal curves of arithmetic
genus zero with sections q(1), . . . , q(a), r(1), . . . , r(b), s(1), s(2) having the following
properties (♠):

• For each t ∈ T , the points q(1)t , . . . , q
(a)
t , r

(1)
t , . . . , r

(b)
t , s

(1)
t , s

(2)
t ∈ Ct are

distinct smooth points.
• T is a variety of dimension 2. There are curves D1 and D2 on T with the

following properties.
• For each t ∈ T \ (D1 ∪D2), Ct is smooth, i.e., isomorphic to P1.
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• For each t ∈ D1 \D2, Ct = C1 ∪C2 with Ci isomorphic to P1, q(i), s(i) ∈ C1

and r(i) ∈ C2.
• For each t ∈ D2 \D1, Ct = C1 ∪C2 with Ci isomorphic to P1, q(i) ∈ C1 and
s(i), r(i) ∈ C2.

• For each t ∈ D1∩D2, Ct = C1∪C2∪C3 with Ci isomorphic to P1, Ci∩Cj 6= ∅
if and only if |i− j| ≤ 1, q(i) ∈ C1, s(i) ∈ C2 and r(i) ∈ C3.

Such a family can be constructed explicitly by blowing up P1 × A2 suitably (cf.
Remark 6.5).

Now let us move on to the proof of Theorem 6.1.

Proof of Theorem 6.1. The first step is the most essential part of the proof.
Step 1. We prove the theorem when m = 4 and Λ(4) is the empty Young diagram.

Fix odd integers a and b with a ≥ |Λ(1)| and b ≥ |Λ(2)|. Let(
C π−→ T, q(j) (1 ≤ j ≤ a), r(j) (1 ≤ j ≤ b), s(1), s(2)

)
be a family of nodal curves of arithmetic genus zero and its sections having the
properties (♠) above. We label the sections q(j), r(j), s(j) by Young diagrams Λ(i)

q ,
Λ(i)

r , Λ(i)
s of type ≤(r, s) as follows:

Λ(i)
q =

{
(1 ≥ 0 ≥ · · · ≥ 0) for 1 ≤ i ≤ |Λ(1)|
(0 ≥ 0 ≥ · · · ≥ 0) for |Λ(1)| < i ≤ a,

Λ(i)
r =

{
(1 ≥ 0 ≥ · · · ≥ 0) for 1 ≤ i ≤ |Λ(2)|
(0 ≥ 0 ≥ · · · ≥ 0) for |Λ(2)| < i ≤ b,

Λ(1)
s = Λ(3) and Λ(2)

s = Λ(4)(= (0 ≥ · · · ≥ 0)).

On T , we have a family of rank-level duality maps

ρ : V sp2r†
C/T (−→q ∪ −→r ∪ −→s ;

−→
Λq ∪

−→
Λr ∪

−→
Λs)∨ → V

sp2s†
C/T (−→q ∪ −→r ∪ −→s ;

−→
Λq

∗ ∪
−→
Λr

∗ ∪
−→
Λs

∗).

For each t ∈ T \(D1∪D2), Ct is smooth, hence ρt is an isomorphism by Proposition
6.4. For t ∈ D1 \D2, we have Ct = C1 ∪ C2 with q(i), s(i) ∈ C1 and r(i) ∈ C2. Put
{u} := C1 ∩ C2, and let Γ be a Young diagram of type ≤(r, s) with |Γ| ≡ |Λ(2)|
(mod 2). Then for both pointed nodal curves with labeling by Young diagrams(

C1;−→q ∪ −→s ∪ {u};
−→
Λq ∪

−→
Λs ∪ {Γ}

)
and

(
C2;−→r ∪ {u};

−→
Λr ∪ {Γ}

)
,

the rank-level duality maps are isomorphisms by Proposition 6.4. From this and the
compatibility of the rank-level duality map and the factorization, it follows that ρt

is an isomorphism. Likewise for t ∈ D2 \D1, ρt is an isomorphism. Then ρ must be
an isomorphism because ρ is an isomorphism outside of the codimension 2 subset
D1∩D2 and the families of conformal blocks are vector bundles by virtue of [TUY].

For t ∈ D1 ∩ D2, we have Ct = C1 ∪ C2 ∪ C3 with q(i) ∈ C1, s(i) ∈ C2 and
r(i) ∈ C3. Put {u} := C1 ∩ C2 and {u′} := C2 ∩ C3. The rank-level duality map
ρt is, by the factorization, a direct sum of tensor products of the rank-level duality
maps

V
sp2r†
C1

(−→q ∪ {u};
−→
Λq ∪ {Γ})∨ → V

sp2s†
C1

(−→q ∪ {u};
−→
Λq

∗ ∪ {Γ∗}),(6.5)

V
sp2r†
C2

(−→s ∪ {u, u′};
−→
Λs ∪ {Γ,Γ′})∨ → V

sp2s†
C2

(−→s ∪ {u, u′};
−→
Λs

∗ ∪ {Γ∗,Γ′∗}),(6.6)

V
sp2r†
C3

(−→r ∪ {u′};
−→
Λr ∪ {Γ′})∨ → V

sp2s†
C3

(−→r ∪ {u′};
−→
Λr

∗ ∪ {Γ′∗}),(6.7)

where Γ and Γ′ are Young diagrams of type ≤(r, s) such that |Γ| ≡ |Λ(1)| (mod 2)
and |Γ′| ≡ |Λ(2)| (mod 2). Since ρt is an isomorphism, each direct summand, the
tensor product of the above three rank-level duality maps, is an isomorphism. In
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particular, take Γ = Λ(1) and Γ′ = Λ(2). Then conformal blocks appearing in (6.5)
and (6.7) are nonzero. (This follows from Proposition 3.5 using the fusion rule of
dimensions of conformal blocks.) Hence the map (6.6) must be an isomorphism.
Step 2. We prove the theorem when m = 4.

Take extra points p(5), p(6) ∈ P1\−→p and label them by the empty Young diagram.
We make P1 degenerate to a nodal curve C1 ∪ C2 with Ci isomorphic to P1 such
that the points p(1), p(2), p(5) on P1 specialize to points on C1, and p(3), p(4), p(6) on
P1 to points on C2. By abuse of notation, the specialization of the point p(i) ∈ P1

to C1 ∪ C2 is also denote by p(i). Put {u} := C1 ∩ C2.
By Step 1, for a Young diagram Γ of type≤(r, s) with |Γ| ≡

∑
i=1,2 |Λ(i)| (mod 2),

the rank-level duality maps for the 4-pointed P1 with labeling by Young diagrams(
C1; (p(1), p(2), p(5), u); (Λ(1),Λ(2), ∅,Γ)

)
,(

C2; (p(3), p(4), p(6), u); (Λ(3),Λ(4), ∅,Γ)
)

are isomorphisms. hence again by Proposition 3.19, the rank-level duality map for(
C1 ∪ C2;−→p ∪ {p(5), p(6)};

−→
Λ ∪ {∅, ∅}

)
is an isomorphism. So the rank-level duality map for(

P1;−→p ∪ {p(5), p(6)};
−→
Λ ∪ {∅, ∅}

)
is an isomorphism if (P1;−→p ∪{p(5), p(6)}) is generic. By Corollary 4.4, the rank-level
duality map for a generic 4-pointed P1 is an isomorphism. By Corollary 5.2, it is
an isomorphism for all 4-pointed P1.
Step 3. The general case follows again by degeneration method and induction
on m. Make (P1;−→p ) degenerate to a pointed nodal curve (C1 ∪ C2;−→p ) with Ci

isomorphic to P1 such that p(1), p(2), p(3) ∈ C1 and p(j) ∈ C2 for 4 ≤ j ≤ m. Then
argue as in Step 2. �

Remark 6.5. We remark that a family C → T of nodal curves of arithmetic
genus zero together with sections q(1), . . . , q(a), r(1), . . . , r(b), s(1), s(2) having the
properties (♠) can be constructed explicitly by blowing up P1 × A2 suitably.

Let pr : P1 × A2 → A2 be the second projection. Let (z1, z2) be the affine
coordinate of A2, u be the affine coordinate of A1 ⊂ P1 = A1∪{∞}. Put u′ = u−1.
Let {α1, . . . , αa}, {β1, . . . , βb} and {γ1, γ2} be sets of distinct complex numbers with
γi 6= 0, 1 for i = 1, 2. We define closed subschemes of P1 × A2 by

L1 : u = z1 = 0, L2 : u′ = z2 = 0,

q̄(i) : u′ = αiz2, r̄(i) : u = βiz1, s̄(i) : u = γi.

Let bl : B → P1 × A2 be the blowing-up along the subscheme L1 t L2. Let
q(i), r(i), s(i) be the strict transforms in B of q̄(i), r̄(i), s̄(i). We denote by π the
composite pr ◦ bl : B → A2. Then over the origin o ∈ T , q(i), r(i), s(i) give distinct
smooth points of the fiber. Take a Zariski open neighborhood o ∈ T ⊂ A2 small
enough that for each t ∈ T , q(i), r(i), s(i) give distinct smooth points of the fiber Bt.
If we let Di := {zi = 0} ⊂ T , then the family C := π−1(T )→ T has the properties
(♠).
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