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Abstract

In this paper, we establish a novel duality relationship between node-capacitated
multiflows and tree-shaped facility locations. We prove that the maximum value of
a tree-distance-weighted maximum node-capacitated multiflow problem is equal to
the minimum value of the problem of locating subtrees in a tree, and the maxi-
mum is attained by a half-integral multiflow. Utilizing this duality, we show that
a half-integral optimal multiflow and an optimal location can be found in strongly
polynomial time. These extend previously known results in the maximum free mul-
tiflow problems. We also show that the set of tree-distance weights is the only class
having bounded fractionality in maximum node-capacitated multiflow problems.

1 Introduction

A node-capacitated network (V, E, S, b, c) consists of an undirected graph (V,E), a spec-
ified node subset S ⊆ V , called a terminal set, a nonnegative integral node-capacity
b : V → Z+, and a nonnegative integral edge-capacity c : E → Z+. A path connecting
distinct terminals is called an S-path. A multiflow (multicommodity flow) is a pair (P, λ)
of a set P of S-paths and a nonnegative flow-value function λ : P → R+ satisfying the
capacity constraint:∑

{λ(P ) | P ∈ P, x ∈ V P} ≤ b(x) (x ∈ V ),∑
{λ(P ) | P ∈ P, e ∈ EP} ≤ c(e) (e ∈ E),

where V P and EP denote the sets of nodes and edges in P , respectively. Let µ :
(
S
2

)
→

Q+ be a nonnegative rational-valued function defined on the set
(
S
2

)
of terminal pairs.

For a multiflow f = (P, λ), the total flow-value val(µ, f) with respect to µ is defined by∑
P∈P µ(sP , tP )λ(P ), where sP and tP denote the ends of P . We consider the following

problem:

(1.1) Maximize val(µ, f) over all multiflows f in (V,E, S, b, c).

Example 1. Consider the case S = {s, t} and µ(s, t) = 1. This is a maximum flow
problem. By the max-flow min-cut theorem or a version of Menger’s theorem, the
maximum flow value is equal to the minimum cut value, and there exists an integral
maximum flow in (1.1).
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Example 2. Consider the case where |S| ≥ 3 and µ(s, t) = 1 for all terminal pairs
s, t. Then (1.1) is the fractional S-path packing problem, or called the maximum free
multiflow problem. In this case, the integrality theorem does not hold. In edge-only-
capacitated case (b → +∞), Lovász [18] and Cherkassky [2] proved the existence of a
half-integral optimal multiflow, and a combinatorial min-max formula. Also, in node-
capacitated case, a similar property holds. Vazirani [30] proved the dual half-integrality.
Pap [23, 24] proved the primal half-integrality and gave a strongly polynomial time
algorithm to find a half-integral optimal multiflow; see also a further algorithmic devel-
opment [1].

The main contribution of this paper is to extend this half-integrality result to more
general weights µ related to trees, with establishing a combinatorial min-max relation
by a tree-shaped facility location on the tree associated with µ. A rational terminal
weight µ :

(
S
2

)
→ Q+ is called a tree distance if there exist a positive rational γ, a tree

Γ = (V Γ, EΓ ), and a family {Rs | s ∈ S} of its subtrees indexed by S such that

µ(s, t) = γdΓ (Rs, Rt) (s, t ∈ S).

Here subtree Rs is regarded as a node subset, and dΓ (Rs, Rt) denotes the shortest
path distance between Rs and Rt. Namely µ(s, t) is represented as distances among
subtrees {Rs} in a tree Γ with uniform edge-length γ. We also say that µ is realized
by (Γ, {Rs}s∈S ; γ). We particularly call µ a tree metric if each Rs is a single node. As
far as we know, tree distances were first studied by [6] although tree metrics have been
well studied in connection with phylogenetic trees [26]. Now suppose that µ is a tree
distance realized by (Γ, {Rs}s∈S ; γ). Let FΓ ⊆ 2V Γ be a set of all subtrees in Γ . For
a subtree F , the diameter diamF is defined by the maximum distance of nodes in F .
Consider the following subtree location problem:

Min. γ
∑
y∈V

b(y)diamF (y) + γ
∑

xy∈E

c(xy)dΓ (F (x), F (y))(1.2)

s.t. F : V → FΓ,

F (s) ∩Rs ̸= ∅ (s ∈ S).

This problem can be read as follows. We associate each x with a tree-shaped facility F (x)
in Γ . Facilities F (x) have the communication cost which is a nondecreasing function
of distances dΓ (F (x), F (y)) among subtrees. So if subtrees become large, then the
communication cost becomes small. However this could be balanced by the size cost
which is a nondecreasing function of diameters diamF (x). Then the problem is to find
the subtree configuration of the smallest cost. Our main theorem establishes the duality
between (1.1) and (1.2) together with half-integrality property:

Theorem 1.1. Let µ be a tree distance on S realized by (Γ, {Rs}s∈S ; γ). For any net-
work (V, E, S, b, c), the maximum value of (1.1) is equal to the minimum value of (1.2).
Moreover there exists a half-integral optimal solution in (1.1).

We also show that a half-integral optimal multiflow and an optimal subtree map can
be found in strongly polynomial time.

The problem of locating several tree-shaped facilities in a tree network was studied
by Tamir and Lowe [27] and Hakimi, Schmeichel, and Labbe [4], extending single tree-
shaped facility location by Minieka [20]. In their model, subtrees are imposed to be
disjoint, and the size cost (constraint) is the number of edges, instead of the diameter
in our model. Many problem formulations (center, median, and etc) were shown to be
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NP-hard [4]. So the polynomial time solvability of (1.2) has own interest in the location
theory.

Consider the case where the network is edge-only-capacitated (b→ +∞). Then the
diameter of each subtree F (x) must be zero, i.e., F (x) is a single point. Thus (1.2)
reduces to a point-location problem on a tree:

Min. γ
∑

xy∈E

c(xy)dΓ (ρ(x), ρ(y))(1.3)

s.t. ρ : V → V Γ,

ρ(s) ∈ Rs (s ∈ S).

The location problem of this type has been well studied in the literature [28]. In the
multiflow theory (of edge-only-capacitated), the corresponding duality relationship has
been discovered by Karzanov [16, 17], and further developed by the author [7, 8, 9], for
more general weights beyond tree distances. So our main theorem is a node-capacitated
variation of these results.

In examples below, networks are supposed to be node-only-capacitated; see the
above-cited references for edge-only-capacitated examples. In this case, for each edge
xy ∈ E, two facilities F (x) and F (y) must intersect, i.e., dΓ (F (x), F (y)) = 0. Then
(1.2) reduces to:

Min. γ
∑
y∈V

b(y)diamF (y)(1.4)

s.t. F : V → FΓ,

F (x) ∩ F (y) ̸= ∅ (xy ∈ E),
F (s) ∩Rs ̸= ∅ (s ∈ S).

This problem gives a unified interpretation of combinatorial dual solutions as follows.
For simplicity, we assume that the node-capacity of each terminal s is sufficiently large
(b(s)→ +∞), and there is no edge joining terminals.

Example 3. Consider single flows; S = {s, t} and µ(s, t) = 1. Obviously µ is a tree
metric realized by one edge vsvt with Rs = {vs} and Rt = {vt} and γ = 1. Then (1.2)
is given by

Min.
∑

y∈V \{s,t}

b(y)diamF (y)(1.5)

s.t. F : V → {{vs}, {vs, vt}, {vt}},
F (x) ∩ F (y) ̸= ∅ (xy ∈ E),
(F (s), F (t)) = ({vs}, {vt}).

For a feasible solution F in (1.5), the inverse image of {vs, vt} is an (s, t)-node cut since
there is no edge between F−1({vs}) and F−1({vt}). Moreover the objective value is the
sum of the node-capacity over F−1({vs, vt}). Hence the maximum flow value is equal to
the minimum capacity of (s, t)-node cuts.

Example 4. Consider the free multiflows; S = {s1, s2, . . . , sk} and µ(si, sj) = 1 for each
i, j. Then µ is a tree metric realized by a star Γ of k leaves v1, v2, . . . , vk with center v0,
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edge-length γ = 1/2, and Rsi = {vi} for i = 1, 2, . . . , k. Then (1.2) is given by

Min.
1
2

∑
y∈V \S

b(y)diamF (y)(1.6)

s.t. F (x) = {vi}, {vj , v0}, or {v0, v1, v2, . . . , vk} (x ∈ V ),
F (x) ∩ F (y) ̸= ∅ (xy ∈ E),
F (sj) = {vj} (j = 1, 2, . . . , k).

This problem can also be represented as

Min. b(U0) +
1
2

k∑
i=1

b(BdUi)(1.7)

s.t. disjoint node subsets U0, U1, U2, . . . , Uk,
si ∈ Ui (i = 1, 2, . . . , k),

where Bd(Ui) is the set of nodes in Ui incident to V \ (Ui ∪ U0). This min-max formula
coincides with one given in [30, Section 19.3], and can also be derived from Mader’s
S-path theorem [19]; see [24]. The equivalence between (1.6) and (1.7) can be seen as
follows. For U0, U1, U2, . . . , Uk feasible to (1.7), define subtree map F : V → FΓ by

F (x) =


{v0, v1, v2, . . . , vk} if x ∈ U0,
{v0, vi} if x ∈ BdUi,
{vi} if x ∈ Ui \ BdUi,
{v0} otherwise

Then F is feasible to (1.6) with the same objective value. Conversely, for a feasible
subtree map F in (1.6), let U0 = {x ∈ V | F (x) = {v0, v1, v2, . . . , vk}} and Ui = {x ∈ V |
F (x) = {vi} or {v0, vi}}. Then U0, U1, . . . , Uk are feasible to (1.7) and does not increase
the objective value by BdUi ⊆ F−1({v0, vi}).

The rest of the paper is organized as follows. In Section 2, we give some preliminary
results for linear programming dual to (1.1), fractional b-matchings, and tree distances.
In Section 3, we prove the former part of Theorem 1.1, which follows from a key fact
(Lemma 3.2) that every minimal dual solution of (1.1) can be represented as distances
and diameters of subtrees in a geometric realization of tree Γ . Then the LP-dual of (1.1)
reduces to a continuous tree-shaped facility location problem, and its extreme solutions
correspond to subtree maps in the discrete one (1.2). In Section 4, we prove a stronger
half-integral assertion: there exists a half-integral optimal multiflow of minimum total
cost. This extends a classical result by Karzanov on minimum cost free multiflows [12],
and its node-capacitated extension by Pap [23, 24]. Also in the minimum cost prob-
lem, its LP-dual reduces to a convex-cost continuous tree-shaped facility location. Our
proof is a combination of this subtree representation and the ideas of Karzanov [14]
(construction of an optimal multiflow from a dual optimum) and of Pap [24] (use of
fractional b-matchings). By the optimality criterion with an optimal subtree map F ∗,
we can construct a half-integral fractional b-matching ζ∗, which coincides with the flow-
support of some optimal multiflow. From ζ∗, we can recover a half-integral optimum
f∗. These constructions can be done in a strongly polynomial time by using Tardos’
method [29]. A design of a combinatorial strongly polynomial algorithm is still open. In
Section 5, we prove that the set of tree distances is the only class admitting the half-
integrality theorem, more strongly, if µ is not a tree distance, then there is no positive
integer k such that (1.1) has a 1/k-integral optimal solution for every network. This
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completes the fractionality problem in maximum node-capacitated multiflows; recently
the edge-capacitated version of this problem was solved in [9]. In Section 6, we give
some concluding remarks.

Notation. Let R, Q, and Z denote the sets of reals, rationals, and integers, respec-
tively and let R+, Q+, and Z+ denote the sets of nonnegative reals, rationals, and
integers, respectively. For a subset S ⊆ V , the characteristic function (vector) of S is
denoted by χS , i.e., χS(x) = 1 if x ∈ S and χS(x) = 0 otherwise. For a function b on a
set V and S ⊆ V , let b(S) denote the sum of b(s) over s ∈ S. Throughout the paper, a
graph G = (V, E) is an undirected graph without parallel edges and loops. For a node
x ∈ V , the set of all edges incident to x is denoted by δx. By a path we mean a simple
path, and denote it by a chain of nodes, such as P = (x1, x2, . . . , xm). For a set V , let
EV denote the edge set of the complete graph on V , i.e., EV =

(
V
2

)
. We often do not

distinguish {x} and x.

2 Preliminaries

Here we present some preliminary results.

LP formulations. A naive LP dual to (1.1) is given by

Min.
∑
y∈V

b(y)h(y) +
∑

xy∈E

c(xy)d(xy)(2.1)

s.t. h(V P ) + d(EP ) ≥ µ(sP , tP ) (P : an S-path),
(h, d) ∈ RV

+ ×RE
+.

This LP has the following extended formulation of polynomial size:

Min.
∑
y∈V

b(y)h(y) +
∑

xy∈E

c(xy)d(xy)(2.2)

s.t. d(xy) + d(yz)− d(xz) + h(y) ≥ 0 (xz ∈ EV , y ∈ V \ {x, z}),
d(st) + h(s) + h(t) ≥ µ(s, t) (st ∈ ES),
(h, d) ∈ RV

+ ×REV
+ .

Indeed, take (h, d) feasible to (2.2), and project d to RE . Then, for any S-path P =
(x0, x1, x2, . . . , xm), we have

h(V P ) + d(EP ) = d(x0xm) + h(x0) + h(xm)

+
m−2∑
i=0

[d(xixi+1) + d(xi+1xm)− d(xixm) + h(xi)] ≥ µ(x0, xm).

Therefore (h, d) is feasible to (2.1). Conversely, take (h, d) feasible to (2.1). Consider
d : EV → R+ defined by

d(xy) = min{h(V P \ {x, y}) + d(EP ) | P is a path connecting x and y} (xy ∈ EV ).

Then d(xy) ≤ d(xy) for xy ∈ E, and (h, d) is feasible to (2.2).
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Fractional b-matching. We note a basic fact of fractional b-matchings. Let G =
(V, E) be a graph. Let b, b : V → R+ be a lower- and a upper-bound functions on V . A
fractional b-matching is a nonnegative function ζ : E → R+ on edges satisfying

b(y) ≤ ζ(δy) ≤ b(y) (y ∈ V ).

Let P (b, b) be the polyhedron formed by all fractional b-matchings.

Lemma 2.1. Suppose that both b and b are integral. Then P (b, b) is half-integral. More-
over, for each extreme point ζ∗ and each node y ∈ V , ζ∗(δy) is integral.

The latter property, noted by [24], plays a key role in constructing a half-integral
multiflow f∗ from the flow-support ζ∗. We give a proof for completeness.

Proof. As is well known, any fractional b-matching can be obtained by a circulation in a
directed network constructed from (V, E, b, b) as follows. For each node x ∈ V , consider
two nodes x+, x− with directed edge x+x− from x+ to x− of lower capacity b(x) and
upper capacity b(x). For each edge xy ∈ V , consider two directed edges y−x+ and x−y+

of lower capacity 0 and upper capacity ∞. Consider a circulation ϕ in the resulting
directed network. Let ζ : E → R be defined by ζ(xy) := (ϕ(x−y+) + ϕ(y−x+))/2 for
xy ∈ E. Then ζ is a fractional b-matching. Conversely, every fractional b-matching can
be obtained in this way. So every extreme point ζ∗ of P (b, b) is the image of an extreme
point ϕ∗ of the circulation polyhedron defined by integral capacity, Thus ϕ∗ is integral,
and ζ∗ is half-integral. By construction, we have ζ∗(δx) = ϕ∗(x+x−) ∈ Z.

On the complexity of tree distances. Here we briefly discuss the complexity of a
realization (Γ, {Rs}s∈S ; γ) of a tree distance µ. One can check in a strongly polynomial
time whether a given weight µ :

(
S
2

)
→ Q+ is a tree distance [5, 6]; also see Theorem 5.2

in Section 5. If µ is a tree distance, then one can decompose µ into a nonnegative sum
of cut distances for a laminar cut family in a strongly polynomial time [5, Section 4];
in this reference, a laminar family of cuts is called a compatible family of partial cuts.
It is known that the number of cuts is bounded by O(|S|2) [5, Remark 4.15]. From
this decomposition, one can obtain a tree Γ̄ = (V Γ̄ , EΓ̄ ), a positive edge-length l, and
a family {R̄s}s∈S of subtrees with µ(s, t) = dΓ̄ ,l(R̄s, R̄t) (s, t ∈ S), where dΓ̄ ,l denotes
the shortest path distance with respect to edge-length l. Here there is a one-to-one
correspondence between cuts and edges in Γ ; this is a variation of a tree representation
of a laminar family. So the number of edges is bounded by O(|S|2). Note that these
procedure are not fast, compared with existing algorithms for (well-studied) tree metrics.
By subdivision, one obtain a realization (Γ, {Rs}s∈S ; γ) of µ. The size of Γ is not
polynomially bounded in general. However one can easily manipulate these subdivided
points by a polynomial expression (Γ̄ , {R̄s}s∈S , l).

Remark 2.2. If µ is an integer-valued tree distance, then µ can be realized by a tree of
edge-length γ = 1/2. One can easily verify it; in a minimal expression (Γ̄ , {R̄s}s∈S , l),
edge-length l(e) can be represented as l(e) = (µ(s, t) + µ(u, r) − µ(s, u) − µ(t, r))/2 for
(not necessarily distinct) s, t, u, r ∈ S.

3 Proof of combinatorial duality relation

Here we prove the former part of Theorem 1.1. We consider a natural continuous re-
laxation of the subtree location problem (1.2). Let µ be a tree distance realized by
(Γ, {Rs}s∈S ; γ). By scaling, we assume γ = 1. A geometric realization Γ of tree Γ is a
subset of some Euclidean space Rn such that for some injective map ϕ : V Γ → Rn
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(1) Γ =
∪

uv∈EΓ [ϕ(u), ϕ(v)],

(2) ∥ϕ(u)− ϕ(v)∥2 = 1 for uv ∈ EΓ , and

(3) for two edges uv, u′v′ ∈ EΓ , [ϕ(u), ϕ(v)] ∩ [ϕ(u′), ϕ(v′)] ̸= ∅ implies {u, v} ∩
{u′, v′} ̸= ∅.

By a subtree in Γ we mean a closed connected subset in Γ . The set of all subtrees in
Γ is denoted by FΓ . For a subtree Rs in Γ , the corresponding subtree in Γ is denoted
by Rs, i.e., Rs :=

∪
uv∈EΓ,u,v∈Rs

[ϕ(u), ϕ(v)]. We identify u ∈ V Γ with ϕ(u) ∈ Γ ; in
particular V Γ ⊆ Γ . For two points p, q ∈ Γ , the distance dΓ (p, q) is the Euclidean
length of a unique path connecting p and q in Γ . Also, for two subtrees F, F ′ in Γ , the
Euclidean length of a unique shortest path connecting F and F ′ is denoted by dΓ (F, F ′);
if F ∩ F ′ ̸= ∅, then dΓ (F, F ′) = 0. The diameter diamF of a subtree F is the maximum
distance of points in F .

Given a network (V, E, S, b, c), consider the following continuous relaxation of (1.2):

Min.
∑
y∈V

b(y)diamF (y) +
∑

xy∈E

c(xy)dΓ (F (x), F (y))(3.1)

s.t. F : V G→ FΓ ,

F (s) ∩Rs ̸= ∅ (s ∈ S).

The goal of this section is to prove the following, that implies the former part of the
main theorem.

Proposition 3.1. The optimal values of three problems (1.2), (2.2), and (3.1) are same.

Before the proof, we need further notions. A leaf of subtree F is a point u in
F such that there are no p, q ∈ F \ u with dΓ (p, q) = dΓ (p, u) + dΓ (u, q). Clearly
the diameter diamF is attained by a pair of leaves. We call it a maximum distant
pair. For a subtree F , let pF be the midpoint of a unique path in F connecting a
maximum distant pair u, v. We remark that the point pF is determined independently
on the choice of a maximum distant pair. Indeed, let p′F be the midpoint of another
maximum distant pair u′, v′. If p′F ̸= pF , then for some (w, w′) ∈ {u, v} × {u′, v′} we
have dΓ (w,w′) = dΓ (w, pF ) + dΓ (pF , p′F ) + dΓ (p′F , w′) > diamF ; a contradiction. We
call pF the center of F . We will often use the following obvious property:

(3.2) Suppose diamF > 0. A pair u, v of leaves in F is maximum distant if and
only if dΓ (u, pF ) = dΓ (v, pF ) = diamF/2, and u and v belong to distinct
components of Γ \ pF .

For a positive integer k, a 1/k-point p is a point in Γ represented as l/ku + (k − l)/kv
for some edge uv ∈ EΓ and a nonnegative integer l ≤ k. Let V kΓ denote the set of
all 1/k-points; in particular V Γ = V 1Γ . A subtree map F : V → FΓ is said to be
1/k-integral if for each x ∈ V each leaf of F (x) belongs to V kΓ .

3.1 Subtree lemma

The first step is to establish the relationship between LP-dual (2.2) and continuous
subtree location (3.1). We recast the inequalities in (2.2):

d(xy) + d(yz)− d(xz) + h(y) ≥ 0 (xz ∈ EV , y ∈ V \ {x, z}),(3.3)
d(st) + h(s) + h(t) ≥ µ(s, t) (st ∈ ES).
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For a subtree map F : V → FΓ , define (hF , dF ) ∈ RV
+ ×REV

+ by

hF (y) = diamF (y) (y ∈ V ),(3.4)
dF (xy) = dΓ (F (x), F (y)) (xy ∈ EV ).

The next lemma immediately implies the equivalence between (2.2) and (3.1).

Lemma 3.2. Let F : V → FΓ be a subtree map satisfying Rs∩F (s) ̸= ∅ for each s ∈ S.
Then (hF , dF ) satisfies (3.3). Conversely, for (h, d) ∈ RV

+ ×REV
+ satisfying (3.3), there

exists a subtree map F : V → FΓ such that

(1) diamF (y) ≤ h(y) for y ∈ V ,

(2) dΓ (F (x), F (y)) ≤ d(xy) for xy ∈ EV ,

(3) Rs ∩ F (s) ̸= ∅ for s ∈ S, and

(4) if (h, d) is 1/k-integral, then F is 1/k-integral.

Moreover such a subtree map can be found in strongly polynomial time.

Proof. First we verify that (hF , dF ) fulfills (3.3). Let xz ∈ EV and y ∈ V \ {x, z}. Take
(px, py) ∈ F (x) × F (y) with dΓ (px, py) = dΓ (F (x), F (y)) and (pz, p

′
y) ∈ F (z) × F (y)

with dΓ (pz, p
′
y) = dΓ (F (z), F (y)). Obviously dΓ (px, py) + dΓ (py, p

′
y) + dΓ (p′y, pz) ≥

dΓ (px, pz) ≥ dΓ (F (x), F (z)) = dF (xz). Since dΓ (py, p
′
y) ≤ diamF (y) = hF (y), we have

dF (xy)+hF (y)+dF (yz) ≥ dF (xz). Let st ∈ ES . Take ps ∈ F (s)∩Rs, pt ∈ F (t)∩Rt, and
(qs, qt) ∈ F (s) × F (t) with dΓ (qs, qt) = dF (st). Then diamF (s) + dF (st) + diamF (t) ≥
dΓ (ps, qs) + dΓ (qs, qt) + dΓ (qt, pt) ≥ dΓ (ps, pt) ≥ dΓ (Rs, Rt) = µ(s, t).

Next we show the latter part. For a subtree R and a nonnegative real r, let B(R, r) =
{p ∈ Γ | dΓ (R, p) ≤ r}, i.e., B(R, r) is the closed ball around R with radius r. Let
V = {x1, x2, . . . , xn}. We recursively define F (xj) by an subtree H satisfying following
properties:

(i) H ∩B(F (xk), d(xkxj)) ̸= ∅ for k = 1, 2, . . . , j − 1.

(ii) H ∩B(Rs, r
s
xj

) ̸= ∅ for s ∈ S, where rs
xj

:=
{

h(s) + d(sxj) if xj ̸= s,
0 if xj = s.

(iii) diamH ≤ h(xj).

We show that such a subtree does exist for j = 1, 2, . . . , n. Then the resulting F : V →
FΓ fulfills (1-3). Indeed, F (xj) ∩ B(F (xk), d(xkxj)) ̸= ∅ implies dΓ (F (xk), F (xj)) ≤
d(xkxj). Also, by definition of rs

xj
in (ii), Rs ∩ F (s) ̸= ∅ holds.

Let Hk := B(F (xk), d(xkxj)) for k = 1, 2, . . . , j − 1, and let Hs := B(Rs, r
s
xj

) for
s ∈ S. Consider the intersection graph I = (V I, EI) of subtrees Hu (u ∈ {1, 2, . . . , j −
1}∪S), i.e., V I := {1, 2, . . . , j− 1}∪S and EI := {uv | Hu∩Hv ̸= ∅}. Consider the set
K ⊆ 2V I of all maximal cliques of I. By the Helly property of subtrees, HK :=

∩
u∈K Hu

is nonempty for all K ∈ K. By maximality, HK (K ∈ K) are disjoint subtrees. Let H
be a (uniquely determined) minimal subtree meeting all HK (K ∈ K).

We show that this subtree H satisfies (i-iii). The properties (i) and (ii) are obvious.
Indeed, for each u ∈ {1, 2, . . . , j − 1} ∪S, there is a maximal clique K containing u, and
HK ⊆ Hu. Therefore H meets Hu. Next we show (iii) diamH ≤ h(xk). If |K| = 1,
then H is a singleton, and hence this is obvious. Suppose not. The diameter of H is
attained by some leaf pair (p, q). By minimality of H, there are K, K ′ ∈ K such that
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H ∩HK = {p}, H ∩HK′ = {q}, and diamH = dΓ (HK ,HK′) = dΓ (p, q). Since each HK

is the intersection of subtrees Hu (u ∈ K), there is (u, v) ∈ K×K ′ with (p, q) ∈ Hu×Hv

with dΓ (Hu,Hv) = dΓ (p, q) = diamH. We verify dΓ (Hu,Hv) ≤ h(xk) for three cases:
(a) (u, v) = (i, k) for 1 ≤ i < k ≤ j − 1, (b) (u, v) = (i, s) for 1 ≤ i ≤ j − 1 and
s ∈ S, and (c) (u, v) = (s, t) for s, t ∈ S. Here, recall that Hu is the closed ball around
F (xk) (resp. Rs) with radius d(xkxj) (resp. rs

xj
). For case (a), we have dΓ (Hu,Hv) =

dΓ (F (xi), F (xk))−d(xixj)−d(xkxj) ≤ d(xixk)−d(xixj)−d(xkxj) ≤ h(xj), where we use
induction with property (i) on the second inequality. Suppose case (b). If s ̸= xj , then
dΓ (Hu,Hv) = dΓ (F (xi), B(Rs, h(s))) − d(xixj) − d(sxj) ≤ d(xis) − d(xixj) − d(sxj) ≤
h(xj), where we use induction with property (ii) on the second inequality. If s = xj , then
dΓ (Hu,Hv) = dΓ (F (xi), Rs)− d(xis) ≤ d(xis) + h(s)− d(xis) ≤ h(s) = h(xj). For case
(c), if s ̸= xj and t ̸= xj , then dΓ (Hu, Hv) = dΓ (Rs, Rt)−h(s)−h(t)−d(sxj)−d(txj) =
µ(s, t)−h(s)−h(t)−d(sxj)−d(txj) ≤ d(st)−d(sxj)−d(txj) ≤ h(xj). If s = xj and t ̸= xj ,
then dΓ (Hu,Hv) = dΓ (Rs, Rt)− h(t)− d(ts) = µ(s, t)− h(t)− d(st) ≤ h(s) = h(xj).

If (h, d) is 1/k-integral, then each ball Hv and each intersection HK are 1/k-integral,
and consequently H is 1/k-integral. The construction of H can be done in strongly
polynomial time. Indeed, we use a polynomial expression (Γ̄ , {R̄s}s∈S , l) in Section 2.
We can subdivide Γ̄ so that each ball Hv can be regarded as a subtree in a graph
theoretical sence, and the size of Γ̄ is polynomial in |V | and |S|. Each HK can be
obtained by considering all subtrees Hv including a fixed edge in Γ̄ . In particular |K| is
polynomially bounded. From this we obtain H in strongly polynomial time.

3.2 Rounding

The second step is to round a map F : V → FΓ into V → FΓ , not increasing the
objective value. Now suppose that F : V → FΓ is obtained from rational solution
(h, d) ∈ QV

+ ×QEV
+ satisfying (3.3) via Lemma 3.2. Then there is a positive integer k

such that F is 1/k-integral.
Our goal is to show the existence of maps Fi : V → FΓ (i = 1, 2, . . . , k) with

properties:

(i) Fi is integral for i = 1, 2, . . . , k,

(ii) dΓ (F (x), F (y)) =
∑k

i=1 dΓ (Fi(x), Fi(y))/k for each x, y ∈ V , and

(iii) diamF (x) =
∑k

i=1 diamFk(x)/k for each x ∈ V .

This means that (hF , dF ) is a convex combination of (hFi , dFi). Therefore, if true, then
we can always take an integral optimal solution F in (3.1), and get an optimal solution
of (1.2) by restricting each F (x) to F (x) ∩ V 1Γ .

We fix an orientation of Γ with property that each node is a source or a sink, i.e.,
regard Γ as a bipartite graph of bipartition (A, B), and orient each edge from A to B. Let
Γ k be an undirected graph on the set of 1/k-points with edge set {uv | dΓ (u, v) = 1/k}.
Namely Γ k is the k-subdivision of Γ . We can regard F : V → FΓ as V → FΓ k. For an
edge uv ∈ EΓ , if oriented as −→uv, then the subdivided edge u′v′ corresponding to segment
[(k− i+1)/ku+(i−1)/kv, (k− i)/ku+ i/kv] is called the i-th edge of uv. For 1 ≤ i ≤ k,
we define Fi : V → FΓ as follows. Contract all edges except i-th edges in Γ k. Then
the resulting graph coincides with Γ . So we obtain a map φi : V Γ k → V Γ by defining
φi(x) to be a contracted node. Obviously φi ◦ F (x) is a subtree in Γ , and the image of
a leaf in F (x) is a leaf in φi ◦F (x). Let Fi := φi ◦F . We show that F1, F2, . . . , Fk fulfill
properties (i-iii). (i) is obvious by construction. For (ii) and (iii), we first remark the
following property:
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(3.5) For a shortest path P connecting u and v in Γ k, φi(P ) is also a shortest
path connecting φ(u) and φ(v) in Γ .

We verify (ii). If F (x) ∩ F (y) ̸= ∅, then Fi(x) ∩ Fi(y) ̸= ∅, and thus (ii) is obvious.
Therefore F (x) ∩ F (y) = ∅. Take a unique shortest path P connecting F (x) and F (y).
Then φi(P ) is also shortest Fi(x) and Fi(y), and its length dΓ (Fi(x), Fi(y)) is the number
of i-th edges in P . From this we have (ii).

Next we verify (iii). For x ∈ V , take a maximum distant pair (u, u′) of leaves in
F (x). It suffices to show

(3.6) dΓ (φi(u), φi(u′)) = diamFi(x) (i = 1, 2, . . . , k).

Namely (φi(u), φi(u′)) is again a maximum distant pair in Fi(x). If true, then we can
apply the argument above to a shortest path connecting u and u′. In the sequel dΓ is
simply denoted by d. Take the center p = pF (x) of F (x) and recall (3.2). Take an edge
qq′ ∈ EΓ such that segment [q, q′] contains p. We may assume d(q, p) ≤ d(q′, p) < 1. If
diamF (x)/2 ≤ d(q, p), then F (x) is a path in [q, q′], and hence (3.6) is obvious. Sup-
pose diamF (x)/2 > d(q, p). For a leaf v in F (x), let v∗ denote its nearest (integral)
point in F (x) ∩ V 1Γ . Then d(φi(v), q) = d(v∗, q) + 1 if [v, v∗] contains an i-th edge and
d(φi(v), q) = d(v∗, q) otherwise. Let K ′ be the connected component of Γ \ p containing
q′, and let K = F (x) \K ′. We may assume (u, u′) ∈ K ×K ′. Let r = d(u∗, q). Take
any leaf v( ̸= p) in K. Obviously d(v∗, q) ≤ r. Recall the orientation and the numbering
of edges; nodes at distance r from q are either all sources or all sinks. Thereofore, if
d(v∗, q) = r and [v, v∗] contains an i-th edge, then so does [u, u∗] by d(v, v∗) ≤ d(u, u∗).
Thus we have (∗1) d(φi(v), q) ≤ d(φi(u), q). Similarly we have (∗2) d(φi(v′), q) ≤
d(φi(u′), q) for any leaf v′ of F (x) in K ′. Let r′ = d(u′

∗, q). Then r ≤ r′ ≤ r + 1. Let
(w, w′) be an arbitrary pair of leaves in F (x). It suffices to show d(φi(w), φi(w′)) ≤
d(φi(u), φi(u′)). If (w,w′) ∈ K × K ′, then by (∗1-2) we have d(φi(w), φi(w′)) =
d(φi(w), q) + d(φi(w′), q) ≤ d(φi(u), q) + d(φi(u′), q) = d(φi(u), φi(u′)). If (w, w′) ∈
K ′ × K ′ (necessarily r′ ≥ 1), then d(φi(w), φi(w′)) ≤ d(φi(w), q) + d(φi(w′), q) −
2 ≤ 2d(φi(u′), q) − 2 ≤ d(φi(u), q) + d(φi(u′), q) ≤ d(φi(u), φi(u′)), where we use
d(φi(u′), q) ≤ r′ + 1 ≤ r + 2 ≤ d(φi(u), q) + 2. Suppose (w, w′) ∈ K ×K. Then we have
d(φi(w), φi(w′)) ≤ d(φi(w), q) + d(φi(w′), q) ≤ 2d(φi(u), q). Here suppose r = r′ − 1.
Then d(φi(u), q) ≤ r + 1 = r′ ≤ d(φi(u′), q). Suppose r = r′; u∗ and u′

∗ are either
both sinks or both sources. By d(u, u∗) ≤ d(u′, u′

∗), if [u, u∗] contains an i-th edge,
then so does [u′, u′

∗]. Thus we have d(φi(u), q) ≤ d(φi(u′), q). Consequently we have
d(φi(w), φi(w′)) ≤ d(φi(u), φi(u′)). The proof is complete.

Corollary 3.3. Suppose that µ is a tree distance on S realized by a tree of unit edge-
length γ = 1. For any set V containing S, the following polyhedron is integral:

{(h, d) ∈ RV
+ ×REV

+ | (h, d) satisfies (3.3)}+ RV
+ ×REV

+ .

Corollary 3.4. There exists a strongly polynomial time algorithm to find an optimal
subtree map in (1.2).

Proof. Solving LP (2.2) by Tardos’ method [29], we obtain an optimal minimal extreme
solution (h, d). We may assume that γ = 1. Then (h, d) is integral by the previous
corollary. By Lemma 3.2, we obtain an integral optimal subtree map F : V → FΓ .
These constructions can be done in strongly polynomial time.
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4 Half-integral minimum cost multiflows

In this section, we prove a minimum cost version of the half-integrality assertion in
Theorem 1.1. Here a network (V, E, S, b, c) is supposed to be node-only-capacitated
(c → +∞); the edge-capacity can be converted into node-capacity by subdividing each
edge e and by defining the node-capacity of the subdivided node by c(e). Further we
are given a nonnegative node-cost a : V → Q+. For a multiflow f = (P, λ), the cost
cost(a, f) is defined by

∑
x∈V a(x)

∑
P∈P:x∈V P λ(P ). We consider the following minimum

cost multiflow problem:

(4.1) Maximize val(µ, f)− cost(a, f) over all multiflows f in (V, E, S, b, c).

The goal of this section is to prove the following:

Theorem 4.1. Let µ be a tree distance on S. For any network (V, E, S, b, c) and any
node-cost a : V → Q+, there exists a half-integral optimal solution in (4.1).

By letting µ← pµ for a sufficiently large positive p > 0, any optimal solution in (4.1)
is also optimal solution in (1.1) having the smallest cost.

For simplicity, we further assume that

(4.2) each terminal s is incident to only one inner node, and has a sufficiently
large node-capacity b(s)→ +∞ and zero cost a(s) = 0.

We can always make the input network fulfill this assumption. Indeed, for each terminal
s, add new inner node s∗, join s∗ and s, replace each edge xs incident to s by xs∗, set
(b(s∗), a(s∗)) := (b(s), a(s)), and reset (b(s), a(s)) := (+∞, 0). Then the LP-dual of (4.1)
is given by

Min.
∑

y∈V \S

b(y)η(y)(4.3)

s.t. d(xy) + d(yz)− d(xz) + η(y) + a(y) ≥ 0 (xz ∈ EV , y ∈ V \ {x, z}),
d(st) + η(s) + a(s) + η(t) + a(t) ≥ µ(s, t) (st ∈ ES),
η(s) = 0 (s ∈ S), d(xy) = 0 (xy ∈ E), (η, d) ∈ RV

+ ×REV
+ .

Changing variable η by h := η + a, one obtain

Min.
∑

y∈V \S

b(y) max{0, h(y)− a(y)}(4.4)

s.t. d(xy) + d(yz)− d(xz) + h(y) ≥ 0 (xz ∈ EV , y ∈ V \ {x, z}),
d(st) + h(s) + h(t) ≥ µ(s, t) (st ∈ ES),
h(s) = 0 (s ∈ S), d(xy) = 0 (xy ∈ E), (h, d) ∈ RV

+ ×REV
+ .

Suppose that µ is realized by (Γ, {Rs}s∈S ; 1) (by scaling). Let Γ be a geometric realiza-
tion of Γ . Note that min{0, h(y)− a(y)} is a monotone nondecreasing function on h(y).
Therefore, by subtree lemma (Lemma 3.2), this LP reduces to a convex-cost continuous
subtree location:

Min.
∑

y∈V \S

b(y)max{0, diamF (y)− a(y)}(4.5)

s.t. F : V → FΓ ,

F (x) ∩ F (y) ̸= ∅ (xy ∈ E),
F (s) is a single point in Rs (s ∈ S).
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Our analysis is based on this problem. We need some notation. For a multiflow f =
(P, λ), the flow-support ζf : E → R+ is defined by ζf (e) :=

∑
{λ(P ) | P ∈ P, e ∈ EP}

for e ∈ E. Recall the notation δy (the set of edges incident to node y). The following
obvious relations are useful for us:

ζf (δy) = 2
∑
{λ(P ) | P ∈ P, y ∈ V P} (y ∈ V \ S),∑

y∈V \S

diamF (y)ζf (δy)/2 =
∑
P∈P

λ(P )(diamF )(V P ),

where (diamF )(V P ) =
∑

x∈V P diamF (x) and we use diamF (s) = 0 (s ∈ S) in the
second equation.

We derive an optimality criterion of primal-dual type. For a multiflow f = (P, λ)
and a subtree map F feasible to (4.5), the duality gap is given by∑

y∈V \S

b(y)max{0, diamF (y)− a(y)} − (val(µ, f)− cost(a, f))

=
∑

x∈V \S

b(y)max{0, diamF (y)− a(y)} − ζf (δy)(diamF (y)− a(y))/2

+
∑
P∈P

λ(P ){(diamF )(V P )− dΓ (RsP , RtP )}.

Here we note (diamF )(V P ) ≥ dΓ (RsP , RtP ). Indeed, let P = (x0, x1, . . . , xm) be an
S-path. We can take points pi ∈ F ∗(xi)∩F ∗(xi+1) for i = 0, 1, . . . , m− 1 since F ∗(xi)∩
F ∗(xi+1) is nonempty. Then we have

(4.6) (diamF )(V P ) =
m−1∑
i=1

diamF (xi) ≥
m−1∑
i=1

dΓ (pi−1, pi) ≥ dΓ (Rs, Rt).

An S-path P is said be F -shortest if (diamF )(V P ) = dΓ (RsP , RtP ). Thus we have:

Lemma 4.2. A multiflow f and a feasible subtree map F are both optimal if and only
if

(1) ζf (δy) =
{

2b(y) if diamF (y) > a(y)
0 if diamF (y) < a(y)

for y ∈ V \ S, and

(2) each path in f with positive flow-value is F -shortest.

Let F ∗ be an optimal subtree map in (4.5). In the sequel we construct an edge-weight
ζ : E → R+ that can be represented as ζ = ζf for some multiflow f satisfying (1-2). By
a small perturbation to a, we may prove Theorem 4.1 under assumption:

(4.7) a(y) is positive for all inner nodes y.

By Lemma 4.2 (1) and this positive cost assumption, there is no flow passing an inner
node y with diamF ∗(y) < a(y). Therefore we can delete all such inner nodes. In
particular, diamF ∗(y) is positive for all inner nodes y. The shape of F ∗(y) gives us the
important information of how flow passes through y. The condition (1) in Lemma 4.2
is a b-matching condition for the flow-support ζf . We study the condition (2). For this
purpose, we need some notions. Let y be an inner node. Recall definitions of the center
of a subtree (Section 3). A leaf v of F ∗(y) is said to be admissible if dΓ (pF ∗(y), v) =
diamF ∗(y)/2. By (3.2) and (4.6), we get a local criterion for an S-path to be F ∗-shortest:
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Lemma 4.3. An S-path (s = x0, x1, x2, . . . , xm−1, xm = t) is F ∗-shortest if and only if

(1) F ∗(xi) ∩ F ∗(xi+1) is an admissible leaf of both F ∗(xi) and F ∗(xi+1) for i =
0, 1, 2 . . . , m− 1,

(2) Rs ∩ F ∗(x1) = F ∗(s), Rt ∩ F ∗(xm−1) = F ∗(t), and

(3) F ∗(xi−1) and F ∗(xi+1) belong to distinct connected components of Γ \ pF ∗(xi) for
i = 1, 2, . . . , m− 1.

In particular, we can delete all edges xy such that F ∗(x)∩F ∗(y) is not an admissible
leaf of both of F ∗(x) and F ∗(y); such an edge never has nonzero flow-support. Also
we can delete a terminal s and its unique incident edge sx with Rs ∩ F ∗(x) ̸= F ∗(s).
Motivated by (3), for an inner node y, let XF ∗

(y) be the partition of δy defined as: xy
and zy belong to the same part in XF ∗

(y) if and only if F ∗(x) and F ∗(z) belong to the
same connected component of Γ \pF ∗(y) (well-defined by diamF ∗(y) > 0). Now consider
the polyhedron Q formed by ζ : E → R+ satisfying the following inequalities:

ζ(δy) = 2b(y) (y ∈ V \ S : diamF ∗(y) > a(y)),(4.8)
0 ≤ ζ(δy) ≤ 2b(y) (y ∈ V \ S : diamF ∗(y) = a(y)),(4.9)
ζ(U) ≤ ζ(δy \ U) (y ∈ V \ S, U ∈ XF ∗

(y)).(4.10)

For every optimal multiflow f , its flow-support ζf fulfills these inequalities; in particular
Q is nonempty. Indeed the first and the second correspond to Lemma 4.2 (1) and the
capacity constraint, respectively. The third means that flow coming from U must escape
into δy\U by Lemma 4.3 (3). It will turn out that the converse also holds; see Lemma 4.5
below. Before it, we establish the half-integrality of polyhedron Q:

Lemma 4.4. Every extreme point ζ∗ of Q is half-integral, and moreover ζ∗(δx) is inte-
gral for x ∈ V \ S.

Proof. Let ζ∗ be an extreme point of Q. We adapt the idea of Pap [24] expressing ζ∗

as the projection of an extreme point of a fractional b-matching polyhedron for another
graph G′ with lower- and upper-bound functions b, b on its node set. Delete all edges
e with ζ∗(e) = 0. For each (inner) node y without active constraint in (4.10), set
(b(y), b(y)) = (0, 2b(y)). Take an inner node y ∈ V \ S having active constraint ζ∗(U) =
ζ∗(δy \ U) for some U ∈ XF ∗

(y). Then other constraint in (4.10) is never active if
|XF ∗

(y)| > 2; if |XF ∗
(y)| = 2, then (4.10) is one constraint ζ∗(U) = ζ∗(U c) for U c :=

δy\U ∈ XF ∗
(y) and is always active. Then split y into two nodes yU and yUc . Reconnect

each edge in U to yU , and reconnect each edge in U c to yUc . Let (b(yU ), b(yU )) =
(b(yUc), b(yUc)) = (0, b(y)). Apply it to all inner nodes having active constraint (4.10).
Let G′ be the resulting graph with b, b. Then ζ∗ can be extended to a fractional b-
matching ζ∗ in the new graph by setting ζ∗(yUyUc) = b(y) − ζ∗(δy)/2 for each inner
node y having active constraint in (4.10). Therefore the original ζ∗ is an extreme point
of the projection of the polyhedron P (b, b) of fractional b-matching defined by integral
node-capacity. By construction, the extended ζ is also extreme in P (b, b), and is half-
integral by Lemma 2.1. Consequently the original ζ∗ is also half-integral, and ζ∗(δy) is
integral.

The next lemma completes the proof of Theorem 4.1.

Lemma 4.5. For every extreme point ζ∗ of Q, there exists a half-integral multiflow f∗

such that ζf∗
= ζ∗ and each path in f∗ is F ∗-shortest. Moreover such a multiflow can

be found in strongly polynomial time.
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Proof. We can construct such a multiflow in a greedy way. Delete all edges e with
ζ∗(e) = 0. Take a terminal s and its unique incident edge sx with ζ∗(sx) > 0. We extend
sx to an S-path as follows. By constraint (4.10), there is a node x1 incident to x such that
ζ∗(xx1) > 0, and sx and xx1 belong to distinct parts of XF ∗

(x). Here, if some constraint
ζ∗(U) ≤ ζ∗(δx\U) in (4.10) is active with sx ∈ δx\U , then take xx1 from U . Extend path
(s, x) to (s, x, x1). Consider node x1. Suppose that x1 is not a terminal. Again we can
take a node x2 incident to x1 such that ζ∗(x1x2) > 0, and xx1 and x1x2 belong to distinct
parts of XF ∗

(x1), as above. Extend path (s, x, x1) to (s, x, x1, x2), and consider node x2.
Repeat it. By construction, this path induces a sequence of subtrees with properties (1-3)
in Lemma 4.3, and thus meets every node at most once. So after O(|V |) steps, we arrive
some terminal t = xm and obtain an F ∗-shortest S-path P1 = (s, x, x1, x2, . . . , xm = t).
Let λ(P1) := max{λ ≥ 0 | (ζ∗ − λχEP1) is nonnegative and keeps (4.10)}. Then λ(P1)
is positive half-integral since ζ∗(U)− ζ∗(δy \ U) is integral by ζ∗(δy) ∈ Z (Lemma 4.4).
Let ζ∗ ← ζ∗ − λ(P1)χEP1 . Again ζ∗(δy) is integral for each inner node y. Repeat
this process until there is no edge in G. After that, we obtain a required half-integral
multiflow f∗ = (P1, P2, . . . , Pk; λ(P1), λ(P2), . . . , λ(Pk)). These construction can be done
in strongly polynomial time. Indeed, after getting path Pi, the number of edges decreases
or some constraint (4.10) for U ∈ XF ∗

(y) becomes active. Once active, it keeps active
in the sequent process (as long as U is nonempty).

Corollary 4.6. There exists a strongly polynomial time algorithm to find a half-integral
optimal solution in (4.1).

Proof. Solving (4.4) by Tardos’ method [29], we obtain an optimal dual solution (h∗, d∗).
By subtree lemma (Lemma 3.2), we obtain an optimal subtree map F ∗. Next take an
extreme point ζ∗ of Q again by Tardos’ method. Finally, according to Lemma 4.5, we
obtain a half-integral optimal multiflow f∗ with ζf∗

= ζ∗. These construction can be
done in strongly polynomial time.

Remark 4.7. Suppose that µ and a are integer-valued. By the standard TDI-argument,
there exists a half-integral optimal dual solution (h, d) in (4.4). By the integrality of µ,
we can realize µ by a tree Γ with edge-length γ = 1/2 (Remark 2.2). By Lemma 3.2,
we can take an optimal subtree map F ∗ such that each leaf of each F ∗(y) belongs to
V 1Γ . Thus the maximum value of (4.1) is equal to the minimum value of the following
nonlinear discrete subtree location problem:

Min.
∑

y∈V \S

b(y) max{0,diamF (y)/2− a(y)}(4.11)

s.t. F : V → FΓ,

F (x) ∩ F (y) ̸= ∅ (xy ∈ E),
F (s) is a single point in Rs (s ∈ S).

See Section 6 for related arguments.

In the case where Γ is a path. Then XF ∗
(y) is a bipartition and (4.10) is always

active. From this, one can easily see that the graph G′ in the proof of Lemma 4.4 is bipar-
tite. Recall that the fractional b-matching polytope in a bipartite graph coincides with
the (integral) b-matching polytope. Consequently any extreme solution ζ∗ is integral,
and moreover ζ∗(δy) is even for each inner node y. Thus we obtain an integral optimal
multiflow. This explains max-flow min-cut theorem in Example 1 in the introduction.

Corollary 4.8. Suppose that µ is a tree distance realized by a path. Then there exists
an integral optimal multiflow in (4.1).
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However this is not a fully multiflow theorem. In fact there is a reduction to a
minimum cost circulation problem. We omit it here; see [10] for an essence.

5 Unbounded fractionality

The goal of this section is to prove that the set of tree distances is the only class admitting
half-integrality theorem:

Theorem 5.1. Suppose that µ :
(
S
2

)
→ Q+ is not a tree distance. Then there is no

positive integer k such that (1.1) has a 1/k-integral optimal multiflow for every network
(V, E, S, b, c).

Let k be an arbitrary positive integer. We construct a network in which its unique
optimal multiflow is 1/k-integral. Our construction is inspired by [13]; also see [15,
section 3]. Let Gk be the grid graph of size k. Namely its node set consists of xi,j and edge
set consists of xi,jxi+1,j and xi,jxi,j+1 for 1 ≤ i, j ≤ k. Add nodes s, t, s′, t′, s̄, t̄, s̄′, t̄′ and
edges ss̄, tt̄, s′s̄′, t′t̄′, s̄x1,1, s̄x2,1, . . . , s̄xk,1, t̄x1,k, t̄x2,k, . . . , t̄xk,k, s̄′x1,1, s̄

′x1,2, . . . , s̄
′x1,k,

t̄′xk,1, t̄
′xk,2, . . . , t̄

′xk,k. Let (V,E) be the resulting graph. Node-capacity b is defined as
b(xi,j) = 1, b(s̄) = b(t̄) = 1, b(s̄′) = b(t̄′) = k − 1, and b(s) = b(t) = b(s′) = b(t′) =
+∞. Edge-capacity c is sufficiently large. A terminal set is defined by {s, t, s′, t′}. Let
(V, E, {s, t, s′, t′}, b, c) be the resulting network. Consider the following (s, t)-paths Pi

and (s′, t′)-paths Qj :

Pi = (s, s̄, xi,1, xi,2, . . . , xi,k, t̄, t) (1 ≤ i ≤ k),
Qj = (s′, s̄′, x1,j , x2,j , . . . , xk,j , t̄

′, t′) (1 ≤ j ≤ k).

Let P = {P1, P2, . . . , Pk, Q1, Q2, . . . , Qk}. The flow-value function λ is defined as λ(Pi) =
1/k and λ(Qj) = (k − 1)/k for each i, j. Then one can easily see:

(5.1) f = (P, λ) is a unique multiflow with properties that

(i) it consists of (s, t)-paths and (s′, t′)-paths, and

(ii) nodes s̄, t̄, s̄′, t̄′ are saturated.

In particular, there is no positive integer k that every 2-commodity flow maximization
has a 1/k-integral optimal multiflow.

Now consider an arbitrary weight µ that is not tree distance. Here we use the
following 4-point characterization of tree distances.

Theorem 5.2 ([6]). µ :
(
S
2

)
→ Q+ is a tree distance if and only if there is no 4-element

subset {s, t, s′, t′} in S such that

µ(s, t) + µ(s′, t′) >(5.2)

max


µ(s, t′) + µ(t, s′), µ(s, s′) + µ(t, t′), µ(s, t), µ(s′, t′),

µ(t, s′) + µ(s′, t′) + µ(t′, t)
2

,
µ(s, s′) + µ(s′, t′) + µ(t′, s)

2
,

µ(s, t) + µ(t, t′) + µ(t′, s)
2

,
µ(s, t) + µ(t, s′) + µ(s′, s)

2

 .

So we may assume that S has a 4-element set {s, t, s′, t′} satisfying (5.2). Adding
isolated terminals S\{s, t, s′, t′} to (V, E, {s, t, s′, t′}, b, c), consider µ-weighted maximum
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multiflow problem (1.1) on (V, E, S, c, b). We show that the above-constructed multiflow
f = (P, λ) is a unique optimum in this problem.

Contract all nodes in grid Gk into one node g, delete loops, and identify multiple
edges. Set b(g) = +∞. Then we obtain a new network of 9 nodes g, s, t, s′, t′, s̄, t̄, s̄′, t̄′

and of 6 edges ss̄, tt̄, s′s̄′, t′t̄′, gs̄, gt̄, gs̄′, gt̄′. There are only six S-paths in the new net-
work. So any multiflow f can be represented as a 6-tuple (fst, fs′t′ , fss′ , fst′ , fts′ , ftt′),
where fuv is the flow-value of a unique (u, v)-path for u, v ∈ {s, t, s′, t′}. According
to this contraction, the above-constructed multiflow f is transformed into a multiflow
f = (fst, fs′t′ , fss′ , fst′ , fts′ , ftt′) = (1, k − 1, 0, 0, 0, 0) in the new network. By (5.1), it
suffices to show that f is a unique optimum in the new network. Take an arbitrary
optimal multiflow f ′ in the new network. Then min(f ′

st′ , f
′
ts′) > 0 is impossible. Oth-

erwise, for small ϵ > 0, decrease f ′
st′ and f ′

ts′ by ϵ and increase f ′
st and f ′

s′t′ by ϵ. By
µ(s, t) + µ(s′, t′) > µ(s, t′) + µ(t, s′), the flow-value strictly increases. This contradicts
to the optimality. Similarly min(f ′

ss′ , f
′
tt′) = 0. Also min(f ′

ss′ , f
′
st′) > 0 is impossi-

ble. Otherwise, for small ϵ > 0, decrease f ′
st′ and f ′

ss′ by ϵ and increase f ′
s′t′ by ϵ,

and increase f ′
st by 2ϵ; t̄ is not saturated by f ′

ts′ = f ′
tt′ = 0. By µ(s, t) + µ(s′, t′) >

(µ(s, t′) + µ(t′, s′) + µ(s, s′))/2, the flow-value increases. A contradiction. Consequently,
at most one of f ′

ss′ , f
′
st′ , f

′
ts′ , f

′
tt′ is positive. Suppose, say, f ′

ss′ > 0. Then both t̄ and t̄′

are not saturated. For small ϵ > 0, decrease f ′
ss′ by ϵ, and increase f ′

st and f ′
s′t′ by ϵ. By

µ(s, t) + µ(s′, t′) > µ(s, s′) + µ(t, t′) ≥ µ(s, s′), the flow-value increases. A contradiction.
Moreover both µ(s, t) and µ(s′, t′) are positive by µ(s, t)+µ(s′, t′) > max(µ(s, t), µ(s′, t′)).
So s̄, t̄, s̄′, t̄′ are saturated by (s, t)-flows and (s′, t′)-flows. Consequently f ′ = f .

Remark 5.3. One can also prove that if µ is not a tree distance, then there is no
positive integer k such that the minimum cost µ-weighted maximum multiflow problem
has a 1/k-integral optimal solution for every edge-only-capacitated network and every
edge-cost. Indeed, take 4-element set {s, t, s′, t′} ⊆ S with property (5.2). Consider
the network depicted in [13, Figure 3] (or [15, Figure 4]) with replacing (1, 1′, 2, 2′) by
(s, t, s′, t′). By the same idea as above, one can show that the solution given in [13, p.
79] is a unique 1/k-integral optimal solution.

6 Concluding remarks

In concluding, we discuss some related topics including future research directions.
Convex-cost multiflows. Our method is applicable to the following class of convex-

cost multiflow problems. Let (V, E) be an undirected graph with terminal set S. Instead
of node- and edge-capacities, we are given monotone nondecreasing convex functions
gx : R+ → R ∪ {+∞} (x ∈ V ) and he : R+ → R ∪ {+∞} (e ∈ E). We assume
gx(0) < +∞ (x ∈ V ) and he(0) < +∞ (e ∈ E). A multiflow f = (P, λ) is a pair of a set
P of S-paths and a flow-value function λ : P → R+ satisfying

gx(ζf (x)) < +∞ (x ∈ V ), he(ζf (e)) < +∞ (e ∈ E),

where ζf : V ∪ E → R+ is the flow-support defined by ζf (u) =
∑
{λ(P ) | P ∈

P, P contains u} for u ∈ V ∪ E. Let µ be a terminal weight. Consider the following
problem:

(6.1) Maximize val(µ, f)−
∑
x∈V

gx(ζf (x))−
∑
e∈E

he(ζf (e)) over all multiflows f .

Suppose that µ is a tree distance realized by (Γ, {Rs}s∈S ; 1). Let Γ be a geometric
realization of Γ . Recall the Fenchel duality theory in convex cost network flows [11, 25].
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For a function φ : R+ → R ∪ {+∞}, the conjugate function φ∗ : R+ → R ∪ {+∞} is
defined by

φ∗(p) := sup
ζ∈R+

{pζ − φ(ζ)} (p ∈ R+).

If φ is nondecreasing convex, then so does φ∗. By the Fenchel duality together with
subtree lemma (Lemma 3.2), we obtain the following dual problem:

Min.
∑
x∈V

g∗x(diamF (x)) +
∑

xy∈E

h∗
xy(dΓ (F (x), F (y)))(6.2)

s.t. F : V → FΓ ,

F (s) ∩Rs ̸= ∅ (s ∈ S).

Under a mild condition on convex functions gx, he, e.g., they are closed proper convex,
the maximum value of (6.1) is equal to the minimum value of (6.2). Moreover, if all gx, he

are piecewise linear and their non-differentiable points are all integral, then there exists a
half-integral integral multiflow in (6.1). To prove it, replace Lemma 4.2 (1) by a general
kilta condition gx(ζf (x)) + g∗x(diamF (x)) = ζf (x)diamF (x), and replace (4.8) and (4.9)
by b-matching conditions corresponding to a vertical segment and a horizontal segment
in the characteristic curve {(ζ, h) | gx(ζ) + g∗x(h) = ζh}. The remaining argument is the
same as in Section 4, and an algorithm can also be obtained by the same way. Moreover,
if each gradient of gx, he is integer-valued, then (6.2) is discretized into a nonlinear
discrete subtree location problem, as in Remark 4.7. A detailed verification is left to
readers.

Toward combinatorial polynomial algorithms. Our algorithm for problems (1.1),
(1.2), (4.1) relies on a general LP solver (ellipsoid method or interior point method).
So it is challenge to find a purely combinatorial polynomial time algorithm. Goldberg
and Karzanov [3] developed a combinatorial weakly polynomial time algorithm for the
edge-only-capacitated minimum cost maximum free multiflow problem. Also Babenko
and Karzanov [1] presented a combinatorial weakly polynomial time algorithm for the
node-capacitated maximum free multiflow problem. One possible approach is to extend
their algorithms. Our subtree location model might be some help to design an algorithm
of a simpler dual description, such as: Find an augmenting path in an auxiliary graph. If
fails, then move, expand, or shrink subtrees until there appear new edges in the auxiliary
graph. Nevertheless half-integral flow-augmentation is quite nontrivial.

What is discrete convexity theory for multiflows ? In closing, let us mention a pos-
sibility of discrete convex analysis for multiflows. Discrete convex analysis [21, 22] is a
theory of convex functions defined on integer points, aiming at a unified framework for
well-solvable discrete optimizations, including network flows, matroids, and submodu-
lar functions. One of the motivations comes from combinatorial properties of convex
functions arising from convex cost network (edge-only-capacitated) flows.

Since the single commodity weight µ is realized by a path, the dual (6.2) is a location
problem on a path, and therefore it is the minimization of a function defined on the
product of paths. The product of paths can be identified with a subset of integer
lattice points ZV . Hence (6.2) can also be regarded as a minimization of a function
defined on ZV . The objective function g(p) :=

∑
xy∈E h∗

xy(|p(x)− p(y)|) fulfills a certain
submodular-type condition and is a typical example of L-convex functions, a fundamental
class of discrete convex functions in discrete convex analysis.

It would be interesting to extend the theory of discrete convexity to include multi-
commodity flows and well-solvable discrete location problems. In general tree distance
weights, the dual is the minimization of the function g(p) :=

∑
xy h∗

xy(dΓ (p(x), p(y)))
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defined on the product of trees; the similarity to the L-convex function above is notable.
Moreover, in node-capacitated case, we need to treat a minimization of a function defined
on a set of subsets in the product of trees (corresponding to the products of subtrees).
Probably, discrete convex analysis for multiflows would be a theory of convex functions
defined on the product of trees, more generally, graph structures, or polyhedral com-
plexes, beyond integer lattice points in the Euclidean space. Such a theory, if exists,
might bring a novel paradigm to discrete optimization. We will pursue this issue in the
subsequent papers.
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