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Abstract
In [AKT1], WKB-theoretic transformation was introduced to describe analytic behav-

ior of Borel transformed WKB solutions near a simple turning point. The main purpose of
this article is to verify the Borel summability of the transformation series given in [AKT1]
on Stokes curves emanating from a simple turning point when all of them run into some
poles of order more than two of the potential. We also prove the Borel summability of
transformation series for simple pole equations employed in [Ko1, Ko2] under the same
assumption.

1 Introduction

From the early days of its development, the turning point problem is

one of the central issues in WKB theory. Since the approximation by

WKB wave functions breaks down near a turning point, Kramers, in

his pioneering work [Kr], replaced the potential by a linear variation

(= a simple zero of the potential), and he connected WKB wave func-

tion across a turning point by matching WKB wave function to Airy

function. The matching method of this kind has been widely used in

WKB approximation theory (cf. [BW], [F], [W]).

From a viewpoint of exact WKB analysis, i.e., a WKB theory based

on the Borel resummation method initiated by Voros ([V]), Aoki, Kawai

and Takei interpreted the matching method as a transformation theory

near a simple turning point ([AKT1]); they constructed a transforma-

tion series

x(x̃, η) = x0(x̃) + η−1x1(x̃) + η−2x2(x̃) + · · ·(1.1)

from the stationary Schrödinger equation(
d2

dx̃2
− η2Q(x̃)

)
ψ̃ = 0(1.2)

with analytic potential Q and a complex large parameter η to the Airy

equation (
d2

dx2
− η2x

)
ψ = 0(1.3)
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near a simple turning point of (1.2). By using the transformation series

(1.1) WKB solutions of (1.2) can be expressed by those of (1.3) as

ψ̃(x̃, η) =

(
∂x

∂x̃
(x̃, η)

)−1/2

ψ(x(x̃, η), η).(1.4)

Although this relation (1.4) is obtained as a formal relation, it becomes

an analytic one after Borel transformation, and they argued that the

Voros’ connection formula of Borel summed WKB solutions near a sim-

ple turning point follows from that of Gauss’ hypergeometric functions.

Since Aoki, Kawai and Takei discussed in a general situation, the

transformation series x(x̃, η) was only obtained near a turning point,

and the Borel transform of (1.4) (more precisely an integral represen-

tation (2.32) of the Borel transform of ψ) holds only near the reference

point of the Borel sum. In this article, by assuming that Q is a rational

function and also making some generic assumptions concerning on the

Stokes geometry, we will show that the transformation series x(x̃, η) is

Borel summable near a simple turning point and along Stokes curves

emanating from it (Theorem 2.1).

From our results it follows that the relation (1.4) itself is now an

exact one if we consider ψ, ψ̃ and x(x̃, η) as their Borel sums in appro-

priate domain. Our result also completes the proof of Voros’ connection

formula near a simple turning point in the framework of transformation

theory since the Borel transform of (1.4) holds near Stokes curves and

near the path of integration to define Borel sum.

Our argument in this article is not specific to a simple turning point

as the transformation theory is not. To demonstrate it, we also dis-

cussed a connection problem near a simple pole of (1.2) through the

transformation ([Ko1, Ko2]). (This is also the case for the studies

of so-called “fixed singularities”. See [AKT2], [KKKoT1], [KKKoT2],
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[KKT1] and [KKT2] for details.) In this case (1.2) is transformed to(
d2

dx2
− η2 1

x

)
ψ = 0,(1.5)

and we will show in Section 3 that the transformation series of this

case is also Borel summable.

Acknowledgment.

The authors wish to thank Professor T. Aoki, Professor T. Kawai

and Professor Y. Takei for the valuable discussions with them and

suggestions.

2 WKB theoretic transformation — a simple turning

point case

The main purpose of this section is to verify the Borel summability of

transformation series of (2.1) to the WKB theoretic canonical equation

(2.16) near Stokes curves emanating from a simple turning point. To

make our discussion simple, we assume that all of Stokes curves ema-

nating from a simple turning point in question run into some irregular

singular points in our discussion. (See Remark 2.5 and Remark 2.6 in

the case that Stokes curves run into a double pole of Q.)

In Section 2.1 we state our main theorem (Theorem 2.1), and review

fundamental properties of WKB theoretic transformation to explain

the results obtained from Theorem 2.1. In Section 2.2 we show the uni-

form Borel transformability of transformation series constructed near

a simple turning point in question. Finally, in Section 2.3 we prove the

Borel summability of the transformation series using its uniform Borel

transformability obtained in Section 2.2.
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2.1 Fundamental properties of WKB theoretic transformation and
its application

We consider the following Schrödinger equation(
d2

dx̃2
− η2Q(x̃)

)
ψ̃(x̃, η) = 0(2.1)

with a rational potentialQ(x̃) that has a simple turning point at x̃ = 0,

i.e., Q(x̃) is holomorphic at x̃ = 0 and satisfies

Q(0) = 0,
dQ

dx̃
(0) 6= 0.(2.2)

Further we assume the following geometric conditions (2.3) and (2.7);

the first assumption is that

(2.3) three Stokes curves {Tj}3
j=1 emanating from x̃ = 0 run into

irregular singular points {bj}3
j=1 respectively.

Here Stokes curves are integral curves of Im
√
Q(x̃)dx̃ = 0 emanating

from x̃ = 0 defined by

Im

∫ x̃

0

√
Q(x̃)dx̃ = 0.(2.4)

To give a second assumption we prepare some notation. Let U ε̃ =

{x̃ ∈ C; |x̃| < ε̃}. By taking sufficiently small ε̃ > 0, we may assume

that U ε̃ \ {Tj}3
j=1 is decomposed into three connected components,

which we denote them by
{
U ε̃
j

}3

j=1
. We also let Û ε̃

j,± be a connected

component of

∪
x0∈U ε̃

j

{
x ∈ C; Im

∫ x̃

x̃0

√
Q(x̃)dx̃ = 0, ±Re

∫ x̃

x̃0

√
Q(x̃)dx̃ ≥ 0

}(2.5)
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which contains
{
U ε̃
j

}3

j=1
. For j1, j2 ∈ {1, 2, 3}, j1 6= j2, we can take a

Stokes curve Tj so that U ε̃
j1
∩ U ε̃

j2
⊂ Tj. We fix the branch of

√
Q(x̃)

on
(
U
ε̃
j1
∪ U ε̃

j2

)
\ {0} so that

Re

∫ x̃

0

√
Q(x̃)dx̃ ≥ 0(2.6)

holds for any x̃ ∈ Tj. Our second assumption is, by taking ε̃ sufficiently

small,

(2.7) all of Û ε̃
j1,+

and Û ε̃
j2,+

run into bj

for any pair of j1, j2 ∈ {1, 2, 3}.
Let Û ε̃ be a union of integral curves that through U ε̃, i.e.,

Û ε̃ =

3∪
j=1

{∪
∗=±

Û ε̃
j,∗ ∪ Tj

}
.(2.8)

Then, from the assumptions (2.3) and (2.7), we find that Û ε̃ does not

contain any poles nor turning points except for a simple turning point

at the origin.

Now we state our main theorem.

Theorem 2.1. Let Q(x̃) be a meromorphic function that satisfies

(2.2), (2.3) and (2.7). Then there exists a Borel summable series

x(x̃, η) =

∞∑
k=0

xk(x̃)η−k(2.9)

on Û ε̃ for which the following conditions (2.10) ∼ (2.14) hold:

(2.10) {xk(x̃)}∞k=0 are holomorphic on Û ε̃,

(2.11) x2k+1(x̃) (k = 0, 1, 2, · · · ) are identically zero,
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x0(0) = 0,(2.12)

dx0

dx̃
6= 0 on Û ε̃,(2.13)

Q(x̃) =

(
dx(x̃, η)

dx̃

)2

x(x̃, η) − 1

2
η−2 {x(x̃, η); x̃} .(2.14)

Here {x(x̃, η); x̃} stands for the Schwarzian derivative, i.e.,

d3x/dx̃3

dx/dx̃
− 3

2

(
d2x/dx̃2

dx/dx̃

)2

.(2.15)

In Section 2.2 and Section 2.3, we will give more detailed properties

of x(x̃, η) in Theorem 2.1 including growth estimates.

The series x(x̃, η) in Theorem 2.1 is the same transformation series

as that in [AKT1], which transforms (2.1) to(
d2

dx2
− η2x

)
ψ = 0.(2.16)

Following [KT], we recall the meaning of the transformation. (See

[AKT1] for details). We first give the following relations for solutions

of Riccati equations associated with (2.1) and (2.16);

Theorem 2.2. ([KT, Theorem 2.16]) The transformation series

x(x̃, η) in Theorem 2.1 satisfies

S̃(x̃, η) =

(
dx

dx̃

)
S(x(x̃, η), η) − 1

2

(
d2x

dx̃2

)
/

(
dx

dx̃

)
.(2.17)

Here formal power series

S̃(x̃, η) =

∞∑
k=−1

S̃k(x̃)η−k and S(x, η) =

∞∑
k=−1

Sk(x)η−k(2.18)

are respectively solutions of Riccati equations

S̃2 +
dS̃

dx̃
= η2Q(x̃)(2.19)
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and

S2 +
dS

dx
= η2x(2.20)

such that S̃−1(x̃) and S−1(x) satisfy

S̃−1(x̃) =

(
dx0

dx̃

)
S−1(x0(x̃)).(2.21)

Let S̃(±) respectively denote the solutions of (2.19) that are deter-

mined so that they satisfy S̃
(±)
−1 (x̃) = ±

√
Q(x̃). Then the odd part

S̃odd of S̃ is defined by

S̃odd =
1

2

(
S̃(+) − S̃(−)

)
.(2.22)

In the same manner, we also define the odd part Sodd of S. From

Theorem 2.2, we immediately obtain

Corollary 2.3. ([KT, Corollary 2.17]) If the branches of S̃−1 and

S−1 are taken so that they satisfy (2.21), then we have

S̃odd(x̃, η) =

(
dx(x̃, η)

dx̃

)
Sodd(x(x̃, η), η).(2.23)

Let ψ̃±(x̃, η) denote WKB solutions of (2.1) normalized at a simple

turning point x̃ = 0, i.e.,

ψ̃±(x̃, η) =
1√
S̃odd

exp

(
±
∫ x̃

0

S̃odd(x̃, η)dx̃

)
.(2.24)

By the same way, we define WKB solutions ψ±(x, η) of (2.16) normal-

ized at a simple turning point x = 0. The relation for S̃odd and Sodd

in Corollary 2.3 gives

Theorem 2.4. ([KT, Corollary 2.18]) Let ψ̃±(x̃, η) and ψ±(x, η) re-

spectively be WKB solutions of (2.1) and (2.16) normalized at their
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simple turning points x̃ = 0 and x = 0. Then they satisfy the

following relation;

ψ̃±(x̃, η) =

(
dx(x̃, η)

dx̃

)−1/2

ψ±(x(x̃, η), η).(2.25)

For simplicity, we take x0 = x0(x̃) as a new coordinate variable (cf

(2.13)). Then the precise meaning of the right hand side of (2.25) is(
dx̃

dx0

)1/2(
1 +

dX(x0, η)

dx0

)−1/2 ∞∑
n=0

(X(x0, η))
n

n!

dψ±

dx0
(x0, η),(2.26)

where X(x0, η) is

X(x0, η) = x(x̃(x0), η) − x0.(2.27)

Let ψ̃±,B and ψ±,B respectively denote the Borel transforms of ψ̃±
and ψ±. Through the Borel transformation, (2.26) can be rewritten as

Xψ±,B, where X is a microdifferential operator defined by

X =:

(
∂x̃

∂x0

)1/2(
1 +

∂X

∂x0

)−1/2

exp[X(x0, η)ξ] : .(2.28)

Here ξ stands for the symbol of ∂x0 and : · : designates the normal

ordered product. (See [A] and [AY] for details.) Since ψ̃± and ψ±
satisfy (2.25), we can represent ψ̃±,B by ψ±,B through the action of

X . As we will see in Appendix B, the action of X can be written

as an action of an integro-differential operator and the Borel summa-

bility of X(x0, η), more precisely Theorem 2.9, guarantees that this

representation of ψ̃±,B holds on V̂ ε × Eδ
±y0 for some ε, δ > 0 , where

y0(x0) =

∫ x0

0

√
x0dx0,(2.29)

V̂ ε = {x0 ∈ C; |Im y0(x0)| < ε} ,(2.30)

Eδ
±y0 =

∪
s∈R

{y ∈ C; |y − s± y0(x0)| < δ} .(2.31)
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Remark 2.1. Since x0(x̃) maps an integral curve of Im
√
Q(x̃)dx̃ = 0

that passes through
◦
x to that of Im

√
xdx = 0 that passes through

x0(
◦
x) bijectively, by taking ε > 0 sufficiently small, we can assume

that V̂ ε is contained in x0(Û
ε̃).

Concretely we have

Theorem 2.5. ψ̃±,B and ψ±,B satisfy the following relation on

V̂ ε × Eδ
±y0 for sufficiently small ε, δ > 0;

ψ̃±,B(x̃(x0), y) =

(
∂x̃

∂x0

)1/2

ψ±,B(x0, y)(2.32)

+

∫ y

∓y0
K(x0, y − y′, ∂x0)ψ±,B(x0, y

′)dy′,

where K(x, y, ∂x) is a differential operator of infinite order on V̂ ε×
Eδ

±y0.

See [SKK] for the notion of a differential operator of infinite order.

2.2 Uniform Borel transformability of transformation series

As a first step to proving the Borel summability of transformation

series x(x̃, η) introduced in Theorem 2.1, we show the uniform Borel

transformability of x(x̃, η) on Û ε̃ in this subsection. Concretely we

prove the following

Proposition 2.6. Let Q(x̃) be a meromorphic function that satis-

fies (2.2), (2.3) and (2.7). Then there exist ε̃ > 0 and formal series

x(x̃, η) = x0(x̃) + η−1x1(x̃) + · · · that satisfies (2.10) ∼ (2.14) and

the following estimates; there exist positive constants C0 and A

such that for all n ≥ 1 and x̃ ∈ Û ε̃, xn(x̃) satisfies

|xn(x̃)| ≤ (|x0(x̃)| + 1)C0n!An.(2.33)
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Remark 2.2. Since we can take the constant A in (2.33) independent

of x̃, we use the phrase “uniform Borel transformable”. This uniform

Borel transformability guarantees that the Borel transform of x − x0

is holomorphic on Û ε̃ × {y ∈ C; |y| < A−1}.

Proof. We first remind us the construction of x(x̃, η). We determine

xk(x̃) (k = 0, 1, 2, · · · ) inductively by comparing the coefficients of η−k

of (2.14). First, by comparing the coefficients of η0 of (2.14), we find

that x0(x̃) should satisfy

Q(x̃) =

(
dx0(x̃)

dx̃

)2

x0(x̃).(2.34)

Therefore we determine x0(x̃) by

x0(x̃) =

(
3

2

∫ x̃

0

√
Q(x̃)dx̃

)2/3

.(2.35)

Since Q(x̃) satisfies (2.2), (2.3) and (2.7), we immediately find that

x0(x̃) is holomorphic on Û ε̃ for some ε̃ > 0 and satisfies (2.12). Further,

from (2.34), we find the following relation holds;√
Q(x̃)dx̃ =

√
xdx

∣∣
x=x0(x̃)

.(2.36)

Therefore x0 maps the integral curves of Im
√
Q(x̃)dx̃ that start from

◦
x ∈ Û ε̃ to those of Im

√
xdx that start from x0(

◦
x) in a bijective manner.

Now it is clear that x0 maps Û ε̃ to x0(Û
ε̃) bijectively and x0 satisfies

(2.13). We take z = x0(x̃) as a new coordinate variable on x0(Û
ε̃).

Next we determine xk (k ≥ 1). By comparing the coefficients of η−k

of (2.14), we find that xk should satisfy the following relations;

2z
dxk
dz

+ xk = Φk(z),(2.37)
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where Φk(z) is

Φk(z) = −
∑

k1+k2+k3=k,
k1,k2,k3≤k−1

dxk1

dz

dxk2

dz
xk3

(2.38)

+
1

2

∑
k1+k2=k−2

(
dx̃

dz

)3
d3xk1

dx̃3

×
k2∑

l=min{1,k2}

(−1)l
∑∗

µ1+···+µl=k2,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz

− 3

4

∑
k1+k2+k3=k−2

(
dx̃

dz

)4
d2xk1

dx̃2

d2xk2

dx̃2

×
k3∑

l=min{1,k3}

(−1)l(l + 1)
∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz
.

Here we use the following notation;

∑∗

µ1+···+µl=k,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz
=


1 (l = 0),∑∗

µ1+···+µl=k,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz
(l ≥ 1).

(2.39)

Since Φk does not contain xn (n ≥ k), we can inductively determine

xk by (2.37). Concretely we take xk as

xk(z) =
z−1/2

2

∫ z

0

z−1/2Φk(z)dz(2.40)

so that xk is holomorphic at z = 0 and satisfies (2.37). We can easily
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find (2.11) since we can inductively check that Φ2k+1 (k ≥ 0) are

identically zero.

Now we confirm the estimation of xk. First, for sufficiently small

r > 0, we define D1
r and D2

r by

D1
r =

∪
0≤s≤1

{z ∈ C; |z − s| ≤ r}(2.41)

D2
r =

∪
s≥1

{
z ∈ C; |z − s| ≤ r√

s

}
.(2.42)

Since 2Imz3/2/3 is expanded to
√

Rez · Imz +
1

24
(Rez)−3/2(Imz)3 + · · ·(2.43)

in D2
r , we find that Im

∫ z

0

√
zdz behaves like

√
Rez · Imz in D2

r for

sufficiently large Rez. Therefore we can take r > 0 so that D1
r ∪D2

r ⊂
x0(Û

ε̃).

Then we show that xk(z) (k ≥ 1) satisfy the following estimates;

there exist positive constants C0 < 1 and A > 1 such that for all δ

with 0 < δ < r/3 and

1) z ∈ D1
r−δ

|xk(z)| ≤ C0k!δ−kAk(2.44) ∣∣∣∣dxkdz (z)

∣∣∣∣ ≤ C0k!δ−kAk,(2.45)

2) z ∈ D2
r−δ

|xk(z)| ≤ |z|C0k!δ−kAk(2.46) ∣∣∣∣dxkdz (z)

∣∣∣∣ ≤ C0k!δ−kAk(2.47)

hold. Since (2.44) and (2.45) can be verified by the same discussion as

in [AKT1], we only confirm (2.46) and (2.47) here.

13



Remark 2.3. The condition 0 < δ < r/3 is used in the proof of (2.44)

and (2.45).

We inductively show that xk (k = 1, 2, · · · ) satisfy (2.46) and (2.47).

First we immediately find that x1 satisfies (2.46) and (2.47) since

x2k+1 (k ≥ 0) are identically zero. Just to be sure, we check that

x2 satisfies (2.46) and (2.47). From the assumption (2.3), the inverse

image x−1
0 (z) of z tends to a irregular singular point bj of (2.1) when

z tends to +∞ along positive real axis. Let Q(x̃) have a pole of order

p(≥ 3) at x̃ = bj. Then, from (2.34) and (2.35), we find that x0(x̃)

and dx0/dx̃ behave as

x0(x̃) = O
(
(x̃− bj)

(−p+2)/3
)
,(2.48)

dx0

dx̃
(x̃) = O

(
(x̃− bj)

−(p+1)/3
)

(2.49)

when x̃ tends to bj. Therefore we can take positive constants M1 and

M2 so that the following holds on D2
r ;

M1|x0|(p+1)/(p−2) ≤
∣∣∣∣dx0

dx̃

∣∣∣∣ ≤M2|x0|(p+1)/(p−2).(2.50)

Now we derive the estimation of x2 using the representation (2.40).

From (2.38), we immediately find that Φ2(z) is given by

Φ2(z) =
1

2

(
dx̃

dz

)3
d3x0

dx̃3
− 3

4

(
dx̃

dz

)4(
d2x0

dx̃2

)2

.(2.51)

In order to rewrite Φ2(z) by dx0/dx̃ and its derivative in z variable,

we use the following relation for a function f (x̃) of x̃;

d2f

dx̃2
(x̃(z)) =

(
dx̃

dz
(z)

)−2
d2

dz2
f(x̃(z)) +

1

2

d

dz

(
dx̃

dz
(z)

)−2
d

dz
f(x̃(z))

(2.52)
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d3f

dx̃3
(x̃(z)) =

(
dx̃

dz
(z)

)−3
d3

dz3
f(x̃(z)) +

d

dz

(
dx̃

dz
(z)

)−3
d2

dz2
f (x̃(z))

(2.53)

+
1

2

(
dx̃

dz
(z)

)−1
d2

dz2

(
dx̃

dz
(z)

)−2
d

dz
f (x̃(z)).

Therefore Φ2(z) can be rewritten to

Φ2(z) =
1

4

(
dx̃

dz
(z)

)2
d2

dz2

(
dx̃

dz
(z)

)−2

(2.54)

− 3

16

[(
dx̃

dz

)2
d

dz

(
dx̃

dz
(z)

)−2
]2

.

In order to derive the estimation of Φ2 from that of dx0/dx̃, we use

Cauchy’s formula as follows; for a holomorphic function g(z) on D2
r ,

we have the following representation for z ∈ D2
r−δ;

dj

dzj
g(z) =

j!

2πi

∫
|z̃−z|=d

g(z̃)

(z̃ − z)j+1
dz̃,(2.55)

where we take d > 0 as

d = δ(2|z|)−1/2.(2.56)

Then we immediately find that the integral path of (2.55) is contained

inD2
r . Applying (2.55) to (dx̃/dz)−2, we obtain the following estimates

of Φ2; there exists a positive constantM such that, for z ∈ D2
r−δ, Φ2(z)

satisfies

|Φ2(z)| ≤M |z|δ−2.(2.57)

Actually, for example, the estimation of the first term of (2.54) is given

as follows; first, from (2.50), we find that, for z̃ ∈ {z̃; |z̃ − z| =

15



δ(2|z|)−1/2}, (dx̃/dz(z̃))−2 is dominated as follows;∣∣∣∣∣
(
dx̃

dz
(z̃)

)−2
∣∣∣∣∣ ≤M 2

2 |z̃|2(p+1)/(p−2)(2.58)

≤M 2
2 (|z| + δ(2|z|)−1/2)2(p+1)/(p−2)

≤M 2
2 (2|z|)2(p+1)/(p−2).

Using the representation (2.55) for j = 2, we obtain the following

estimates from (2.58);∣∣∣∣∣ d2

dz2

(
dx̃

dz
(z)

)−2
∣∣∣∣∣ ≤ 1

π
2|z|δ−2M 2

2 (2|z|)2(p+1)/(p−2).(2.59)

Therefore, using (2.50) again, we immediately find

∣∣∣∣∣14
(
dx̃

dz
(z)

)2
d2

dz2

(
dx̃

dz
(z)

)−2
∣∣∣∣∣ ≤ 1

π
2−1+2(p+1)/(p−2)M−2

1 M 2
2 |z|δ−2.

(2.60)

In the same way, we have

∣∣∣∣∣∣ 3

16

[(
dx̃

dz

)2
d

dz

(
dx̃

dz
(z)

)−2
]2
∣∣∣∣∣∣ ≤ 3

π2
2−5+4(p+1)/(p−2)M−4

1 M 4
2 |z|δ−2.

(2.61)

Combining (2.60) and (2.61), we arrive at (2.57).

Then, from (2.57), we find that, for arbitrarily small C0 > 0, we can

take A > 0 so that Φ2(z) satisfies

|Φ2(z)| ≤ C2
0 |z|δ−2A2(2.62)

on D2
r−δ. Actually it sufficies to set A =

√
MC−1

0 . Similarly we can

show that

|Φ2(z)| ≤ C2
0δ

−2A2(2.63)
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holds on D1
r−δ.

Now we divide the integral path of (2.40) as follows;

x2(z) =
z−1/2

2

∫ 1

0

z−1/2Φ2(z)dz +
z−1/2

2

∫ z

1

z−1/2Φ2(z)dz.(2.64)

Here we take the integral path of the first term of (2.64) as a straight

line joining 0 and 1 so that the path is contained in D1
r−δ. And we take

the path of the second term as a straight line joining 1 and z so that

the path is contained in D2
r−δ. Then we obtain the following estimates

of the first term of (2.64) for z ∈ D2
r−δ from (2.63);∣∣∣∣z−1/2

2

∫ 1

0

z−1/2Φ2(z)dz

∣∣∣∣ ≤ |z|−1/2

2

∫ 1

0

|z|−1/2C2
0δ

−2A2|dz|(2.65)

≤ |z|−1/2C2
0δ

−2A2.

Similarly we find the following estimates of the second term of (2.64)

for z ∈ D2
r−δ from (2.62);∣∣∣∣z−1/2

2

∫ z

1

z−1/2Φ2(z)dz

∣∣∣∣ ≤ |z|−1/2

2

∫ z

1

|z|1/2C2
0δ

−2A2|dz|(2.66)

≤ |z|−1/2

3

(
|z|3/2 + 1

)
C2

0δ
−2A2.

Since z ∈ D2
r−δ, by taking r < 1/2, we find |z|−1/2 ≤ 2

√
2|z|. There-

fore, combining (2.65) and (2.66), we obtain

|x2(z)| ≤
1 + 8

√
2

3
|z|C2

0δ
−2A2(2.67)

for z ∈ D2
r−δ. Further, from (2.37), we immediately find the following

estimates for z ∈ D2
r−δ;∣∣∣∣dx2

dz

∣∣∣∣ ≤ |x2| + |Φ2(z)|
2|z|

(2.68)
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≤ 2 + 4
√

2

3
C2

0δ
−2A2.

Finally, by taking C0 so that

1 + 8
√

2

3
C0 < 1,(2.69)

we are convinced that x2 satisfies (2.46) and (2.47).

Next we show that xk (k ≥ 2) satisfies (2.46) and (2.47) under the

assumption that xn (1 ≤ n ≤ k − 1) satisfy them. As in the case of

the estimation of x2, we first examine that of Φk on D2
r−δ. The first

term of (2.38) is directly estimated from the induction hypothesis as

follows;

∑
k1+k2+k3=k,
k1,k2,k3≤k−1

∣∣∣∣dxk1

dz

∣∣∣∣ ∣∣∣∣dxk2

dz

∣∣∣∣ |xk3| ≤ |z|C2
0δ

−kAk
∑

k1+k2+k3=k,
k1,k2,k3≤k−1

k1!k2!k3!

(2.70)

≤ |z|C2
0

(
42

k − 1
+ 12

)
δ−kAk(k − 1)!.

Here we use the following

Lemma 2.7 ([AKT2]). For k, l ∈ N = {1, 2, 3, · · · } with l ≤ k, the

following inequality holds;∑
µ1+···+µl=k,
µ1,··· ,µl≥1

µ1! · · ·µl! ≤ 4l−1(k − l + 1)!.(2.71)

In fact, we apply Lemma 2.7 as follows;

∑
k1+k2+k3=k,
k1,k2,k3≤k−1

k1!k2!k3! =
∑

k1+k2+k3=k,
1≤k1,k2,k3≤k−1

k1!k2!k3! + 3
∑

k′1+k
′
2=k,

1≤k′1,k
′
2≤k−1

k′1!k
′
2!

(2.72)

≤ 42(k − 2)! + 12(k − 1)!.
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Remark 2.4. We have to care that (2.44) ∼ (2.47) hold for k ≥ 1, on

the other hand, x0 satisfies |x0| = |z| and |dx0/dz| = 1. Therefore

the estimates |x0| ≤ C0|z| and |dx0/dz| ≤ C0 that is obtained from

(2.46) and (2.47) by letting k = 0 does not hold for sufficiently small

C0. Hence, to simplify the discussion, when x0 and xk (k ≥ 1) appear

at the same time and the extra factor C0 is not important in the

estimation, we neglect the factor C0 that appears in (2.44) ∼ (2.47).

Then we consider the second term of (2.38), which is the most im-

portant term in (2.38) in the sense that k! in the estimation of xk
originates from this term. First we rewrite the third derivative of xk1

in x̃ variable to that of xk1 in z variable using the relation (2.53). And,

multiplying (dx̃/dz)3, we obtain the following relation;(
dx̃

dz

)3
d3xk1

dx̃3
=
d3xk1

dz3
+

(
dx̃

dz

)3
d

dz

(
dx̃

dz

)−3
d2xk1

dz2
(2.73)

+
1

2

(
dx̃

dz

)2
d2

dz2

(
dx̃

dz

)−2
dxk1

dz
.

Since k1 ≤ k − 2, dxk1/dz satisfies (2.47) for all δ with 0 < δ < r/3

from the induction hypothesis. Now we derive the estimates of the

second and the third derivative of xk1 from that of dxk1/dz through

the representation (2.55). In this case, we take

d =
δ

(k1 + 1)
√

2|z|
.(2.74)

Then, for z ∈ D2
r−δ, if z̃ satisfies |z̃ − z| ≤ δ/(k1 + 1)

√
2|z|, we find

that z̃ ∈ D2
r−k1δ/(k1+1). Indeed, since z ∈ D2

r−δ, we can take s ≥ 1 so

that |z − s| ≤ (r − δ)/
√
s. Therefore |z| ≥ s/2 holds and z̃ satisfies

|z̃ − s| ≤ r − δ√
s

+
δ

(k1 + 1)
√

2|z|
(2.75)
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≤ r − δ√
s

+
δ

(k1 + 1)
√
s

=
1√
s

(
r − k1

k1 + 1
δ

)
.

Substituting δ in (2.47) for k = k1 to k1δ/(k1+1), we find that dxk1/dz

satisfies the following estimates for z̃ ∈ D2
r−k1δ/(k1+1);∣∣∣∣dxk1

dz
(z̃)

∣∣∣∣ ≤ k1!

(
1 +

1

k1

)k1

δ−k1Ak1(2.76)

≤ k1!eδ
−k1Ak1

Hence, using the representation (2.55), we obtain∣∣∣∣ djdzj dxk1

dz
(z)

∣∣∣∣ ≤ j!

2π

(
δ

(k1 + 1)
√

2|z|

)−j

ek1!δ
−k1Ak1.(2.77)

The estimation of the coefficient of dxk1/dz is given from (2.60). By

the same reasoning, the coefficient of d2xk1/dz
2 satisfies

∣∣∣∣∣
(
dx̃

dz
(z)

)3
d

dz

(
dx̃

dz
(z)

)−3
∣∣∣∣∣ ≤ 1

2π
23(p+1)/(p−2)M−3

1 M 3
2

√
2|z|δ−1.

(2.78)

In conclusion, we gain the following estimation; we can take some pos-

itive constant M that is independent of z, k1, C0, δ and A so that∣∣∣∣∣
(
dx̃

dz

)3
d3xk1

dx̃3

∣∣∣∣∣ ≤ |z|M(k1 + 2)!δ−k1−2Ak1(2.79)

holds on D2
r−δ. Actually the estimates of the first term of (2.73) im-

mediately follows from (2.77);∣∣∣∣d3xk1

dz3

∣∣∣∣ ≤ 2!

2π

(
δ

(k1 + 1)
√

2|z|

)−2

ek1!δ
−k1Ak1(2.80)
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≤ |z|2eπ−1(k1 + 2)!δ−k1−2Ak1

Similarly the estimates of the second and the third term of (2.73) is

obtained from (2.60) and (2.78) as follows;

∣∣∣∣∣
(
dx̃

dz

)3
d

dz

(
dx̃

dz

)−3
d2xk1

dz2

∣∣∣∣∣ ≤ |z|M 3
2

2π2M 3
1

23(p+1)/(p−2)(k1 + 1)!δ−k1−2Ak1,

(2.81)

∣∣∣∣∣12
(
dx̃

dz

)2
d2

dz2

(
dx̃

dz

)−2
dxk1

dz

∣∣∣∣∣ ≤ |z|M 2
2

πM 2
1

22(p+1)/(p−2)k1!δ
−k1−2Ak1.

(2.82)

Combining (2.80), (2.81) and (2.82), we find that (2.79) holds.

Now (2.47) and (2.79) enable us to estimate the second term of (2.71)

as follows;

∣∣∣1
2

∑
k1+k2=k−2

(
dx̃

dz

)3
d3xk1

dx̃3

k2∑
l=min{1,k2}

∑∗

µ1+···+µl=k2,
µ1,··· ,µl≥1

(−1)l
dxµ1

dz
· · ·

dxµl

dz

∣∣∣
(2.83)

≤ |z|M
2
δ−kAk−2

∑
k1+k2=k−2

(k1 + 2)!

k2∑
l=min{1,k2}

C l
0

∑∗

µ1+···+µl=k2,
µ1,··· ,µl≥1

µ1! · · ·µl!

≤ |z|M
2
δ−kAk−2

∑
k1+k2=k−2

(k1 + 2)!

(
1 +

k2∑
l=1

C l
04
l−1(k2 − l + 1)!

)

≤ |z|M
2
δ−kAk−2

∑
k1+k2=k−2

(k1 + 2)!k2!

(
1 +

∞∑
l=1

C l
04
l−1

(l − 1)!

)

≤ |z|M(1 + C0e
4C0)

2

(
1 +

4

k

)
k!δ−kAk−2.
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Here we applied (2.71) to the second line of (2.83). Then, since we can

take some positive constant M as (2.79) so that∣∣∣∣∣
(
dx̃

dz

)2
d2xk1

dx̃2

∣∣∣∣∣ ≤√|z|M(k1 + 1)!δ−k1−1Ak1(2.84)

holds for k1 ≤ k − 1, by the similar discussion, we find the following

estimates for the third term of (2.38);∣∣∣3
4

∑
k1+k2+k3=k−2

(
dx̃

dz

)4
d2xk1

dx̃2

d2xk2

dx̃2
(2.85)

×
k3∑

l=min{1,k3}

∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

(−1)l(l + 1)
dxµ1

dz
· · ·

dxµl

dz

∣∣∣
≤ 9|z|M 2(1 + 4C2

0e
4C0)

(
1 +

4

k − 1

)
(k − 1)!δ−kAk−2.

In conclusion, we obtain the following estimates for Φk(z); there

exists some positive constant M that is independent of C0(< 1) and

A such that, for k ≥ 2, 0 < δ < r/3 and z ∈ D2
r−δ,

|Φk(z)| ≤ |z|M(C2
0 + A−2)k!δ−kAk(2.86)

holds under the assumption that xn (1 ≤ n ≤ k − 1) satisfy (2.46)

and (2.47). Similarly we can show the followings; there exists some

positive constant M that is independent of C0(< 1) and A such that,

for k ≥ 2, 0 < δ < r/3 and z ∈ D1
r−δ,

|Φk(z)| ≤M(C2
0 + A−2)k!δ−kAk(2.87)

holds under the assumption that xn (1 ≤ n ≤ k−1) satisfy (2.44) and

(2.45). Then, by the same discussion with the case of k = 2, we find

that xk(z) satisfies

|xk(z)| ≤
1 + 8

√
2

3
|z|M(C2

0 + A−2)k!δ−kAk(2.88)

22



∣∣∣∣dxkdz (z)

∣∣∣∣ ≤ 2 + 4
√

2

3
M(C2

0 + A−2)k!δ−kAk(2.89)

for z ∈ D2
r−δ. Therefore, by taking C0 sufficiently small so that

1 + 8
√

2

3
MC0 <

1

2
(2.90)

and then A sufficiently large so that

1 + 8
√

2

3
MA−2 <

1

2
C0,(2.91)

we find that xk satisfies (2.46) and (2.47). Thus the induction proceeds

and (2.46) and (2.47) holds for all k ≥ 1. By fixing δ = r/6 and

combining (2.44) and (2.46), we obtain the following estimates; there

exist positive constants r and A such that

|xk(z)| ≤ (|z| + 1)k!Ak(2.92)

for k ≥ 1 and z ∈ D0
r = D1

r ∪D2
r .

By the same discussion, we can show that (2.92) holds on

D±
r = {z ∈ C; e∓2πi/3z ∈ D0

r}(2.93)

for some r and A. Bearing in mind that we can take ε > 0 so that

V̂ ε =

{
z ∈ C;

∣∣∣∣Im∫ z

0

√
zdz

∣∣∣∣ < ε

}
⊂

∪
∗∈{0,±}

D∗
r ,(2.94)

we immediately see that we can take a neighborhood U ε̃ of x̃ = 0 such

that (2.33) holds on Û ε̃.

Remark 2.5. By the same discussion with the proof of Proposition

2.6, we can show that the transformation series x(x̃, η) satisfies (2.92)

when x−1
0 (D0

r) runs into some double pole b1 of Q(x̃), i.e., Q(x̃) has

the following expansion at x̃ = b1;

Q(x̃) =
α

(x̃− b1)2
+

β

x̃− b1
+ f(x̃),(2.95)
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where α, β ∈ C. In fact, under the assumption, we find that∫ x̃

0

√
Q(x̃)dx̃ =

√
α log(x̃− b1) + f (x̃)(2.96)

holds around x̃ = b1, where the integral path is taken along the Stokes

curve emanating from the simple turning point x̃ = 0 and f(x̃) is multi-

valued analytic function that is bounded at x̃ = b1. Therefore, from

(2.35), we obtain the following estimates of
√
Q(x̃(z)); there exists

positive constants M1 and M2 such that

M1

∣∣∣∣exp

[
−2

3
√
α
z3/2

]∣∣∣∣ ≤ ∣∣∣√Q(x̃(z))
∣∣∣ ≤M2

∣∣∣∣exp

[
−2

3
√
α
z3/2

]∣∣∣∣(2.97)

holds on D2
r . Then, from (2.34), we find that dx0/dx̃ satisfies

M1√
|z|

∣∣∣∣exp

[
−2

3
√
α
z3/2

]∣∣∣∣ ≤ ∣∣∣∣dx0

dx̃

∣∣∣∣ ≤ M2√
|z|

∣∣∣∣exp

[
−2

3
√
α
z3/2

]∣∣∣∣(2.98)

on D2
r . Since we can take some positive constant M so that∣∣∣∣∣∣

(
z +

eiθδ√
2|z|

)3/2

− z3/2

∣∣∣∣∣∣ ≤M(2.99)

holds for θ ∈ R, sufficiently small δ > 0 and z ∈ D2
r , by the same way

with the derivation of (2.60) and (2.61), we obtain∣∣∣∣∣
(
dx̃

dz
(z)

)2
dj

dzj

(
dx̃

dz
(z)

)−2
∣∣∣∣∣ ≤ j!

2π
2−1/2eMM−2

1 M 2
2 |z|j/2δ−j(2.100)

for z ∈ D2
r−δ. Therefore the estimates (2.92) follows from exactly the

same discussion with the proof of Proposition 2.6.

2.3 Borel summability of transformation series

Now we show the Borel summability of transformation series. For

simplicity, we discuss in z variable as in the proof of Proposition 2.6
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and we assume that

x−1
0 (e2(j−1)πi/3 R≥0) = Tj (j = 1, 2, 3).(2.101)

We take ε > 0 so that V̂ ε is contained in x0(Û
ε̃) and (2.92) holds there.

Let V̂ ε
j (j = 1, 2, 3) denote

V̂ ε
j = {z ∈ C; Re(e−2(j−1)πi/3z) > 0} ∩ V̂ ε(2.102)

and pj(≥ 3) (j = 1, 2, 3) be the orders of poles of Q(x̃) at bj. Then,

from [Ko4] (and also [DLS]), we immediately find the following

Theorem 2.8 ([Ko4]). There exist some positive constants C1, C2

and δ such that∣∣R̃B(z, y)
∣∣ ≤C1|z|−3(pj−4)/2(pj−2) exp[C2|y|],(2.103)

|RB(z, y)| ≤C1|z|−5/2 exp[C2|y|](2.104)

hold on
(
V̂

2ε/3
j \ V̂ ε/3

j

)
× E+

δ (j = 1, 2, 3), where R̃B and RBare

the Borel transform of R̃ = η−1S̃odd(x̃(z), η) − S−1(x̃(z)) and R =

η−1Sodd(z, η) − S−1(z) respectively and

E+
δ =

∪
s≥0

{y ∈ C; |y − s| ≤ δ} .(2.105)

Now we apply Theorem A.1 to

F (z,X, η) =

∫ z+X

0

η−1Sodd(z, η)dz −
∫ x̃(z)

0

η−1S̃odd(x̃, η)dx̃

(2.106)

in X variable. Indeed, (2.23) guarantees that the transformation series

x(x̃, η) satisfies∫ x

0

η−1Sodd(x, η)dx

∣∣∣∣
x=x(z,η)

−
∫ x̃(z)

0

η−1S̃odd(x̃, η)dx̃ = 0(2.107)
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and the Borel summability of X(z, η) = x(x̃(z), η)− z on a neighbor-

hood W ε of ∂V̂ ε/2 follows from that of F (z,X, η). Hence our task is to

confirm that F (z,X, η) satisfies the conditions corresponding to (A.1),

(A.2) and (A.3). First, bearing the shape of V̂ ε in mind, we easily see

that we can take some positive constant r so that z+X ∈ V̂ 2ε/3\ V̂ ε/3

for (z,X) in

Dε
r =

{
(z,X) ∈ W ε × C; |X| ≤ r√

|z|

}
(2.108)

and the coefficients of F (z,X, η) are holomorphic there. Since S̃−1(x̃)

and S−1(z) =
√
z satisfy (2.21), we find that

F0(z,X) =
2

3

(
(z +X)3/2 − z3/2

)
.(2.109)

Therefore we immediately find that F0(z, 0) = 0 and, by taking r

sufficiently small, we can take some positive constant M so that F0

satisfies ∣∣∣∣F0(z,X)

X

∣∣∣∣ ≥M
√

|z|(2.110)

for (z,X) ∈ Dε
r. Finally, the Borel summability of F̃ = F − F0 on

Dε
r is derived from (2.103) and (2.104) as follows; we first remind us

that the integration in (2.106) is defined by a contour integral around

z = 0. Let z + X be in ∂V̂ ε0 with ε/3 < ε0 < 2ε/3. Since (2.104)

guarantees the integrability of RB at infinity, by deforming the contour

along ∂V̂ ε0, we find that the following estimates holds on Dε
r × E+

δ ;

there exists some positive constants C1 and C2 such that∣∣∣ ∫ z+X

0

RB(z, y)dz
∣∣∣ ≤ C1 exp[C2|y|].(2.111)

Further, since dx0/dx̃ satisfies (2.50), we find that, for some positive
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constants C1 and C2,∣∣∣∣R̃B(z, y)
dx̃

dz

∣∣∣∣ ≤ C1|z|−5/2 exp[C2|y|](2.112)

holds on W ε×E+
δ and, by the same discussion as in the derivation of

(2.111), we obtain∣∣∣ ∫ x̃(z)

0

R̃B(x̃, y)dx̃
∣∣∣ ≤ C1 exp[C2|y|](2.113)

for (z, y) ∈ W ε × Eδ.

In conclusion, applying Theorem A.1 to F (z,X, η), we find that

X(z, η) is Borel summable on W ε. More precisely, from (2.110),

(2.111) and (2.113), we obtain the following estimates, which is corre-

sponding to (A.11), of the Borel transform XB of X on W ε × E+
δ ;

|XB(z, y)| ≤ C1

M
√

|z|
exp

[(
4C1

Mr
+ C2

)
|y|
]
.(2.114)

Finally, combining (2.92) and (2.114), we validate the Borel summa-

bility of X(z, η) on V̂ ε/2. First, from Cauchy’s formula, we obtain

the following integral representation of XB(z, y) in a neighborhood of

(z, y) = (0, 0);

XB(z, y) =
(z + 1)2

2πi

∮
|z̃−z|=ε0

1

(z̃ + 1)2
XB(z̃, y)

z̃ − z
dz̃.(2.115)

Here ε0 > 0 is taken so that the integral path is contained in V̂ ε/2

and we assume that, by taking ε sufficiently small, z = −1 is not

contained in V̂ ε. Then we deform the integral path along ∂V̂ ε/2 and

find that XB(z, y) is holomorphic on V̂ ε/2 × {y ∈ C; |y| < 1/A}. In

fact, (2.92) guarantees that the integrand of (2.115) is integrable along

∂V̂ ε/2 and holomorphic in a fixed neighborhood of the origin under the

deformation of the integral path, i.e., this integral representation gives
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the analytic continuation ofXB(z, y). Then this integral representation

tells us that X(z, η) is Borel summable on V̂ ε/2. Further, since x(x̃, η)

satisfies (2.11), we find that XB(z, y) satisfies

XB(z,−y) = −XB(z, y).(2.116)

In conclusion, we obtain the following

Theorem 2.9. There exist positive constants C1, C2, δ and ε such

that XB(z, y) is holomorphic on V̂ ε×Eδ and satisfies the following

estimates there;

|XB(z, y)| ≤ C1(|z| + 1)2 exp [C2|y|] .(2.117)

Here

Eδ =
∪
s∈R

{y ∈ C; |y − s| ≤ δ} .(2.118)

Remark 2.6. We can also show the Borel summability of the transfor-

mation series with a minor change of discussion when the Stokes curves

run into some double poles of Q. For simplicity, we consider the case

that x−1
0 (V̂ ε

1 ) runs into a double pole b1 and V̂ ε
j (j = 2, 3) run into

irregular singular points bj (j = 2, 3) respectively. Then, instead of

(2.113), we find from [Ko4] that∣∣∣ ∫ x̃(z)

0

R̃B(x̃, y)dx̃
∣∣∣ ≤ C1|z|3/2 exp[C2|y|](2.119)

holds for (z, y) ∈
(
W ε ∩ V̂ ε

1

)
×E+

δ . Therefore, applying Theorem A.1

to F (z,X, η), we obtain the following estimates on
(
W ε ∩ V̂ ε

1

)
×E+

δ ;

|XB(z, y)| ≤ C1|z|
M

exp

[(
4C1|z|3/2

Mr
+ C2

)
|y|
]
.(2.120)
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Similarly, we find that (2.114) holds on
(
W ε ∩ V̂ ε

j

)
× E+

δ (j = 2, 3).

In conclusion, applying the same technique as in the proof of Theorem

2.9 to the integral representation

XB(z, y) =
exp[C3(z + 1)3/2y]

2πi
(2.121)

×
∮
|z̃−z|=ε0

exp[−C3(z̃ + 1)3/2y]XB(z̃, y)

z̃ − z
dz̃,

where a positive constant C3 is taken as

C3 >
4C1

Mr
,(2.122)

we find the following

Theorem 2.10. There exist positive constants C1, C2, C3, δ and ε

such that XB(z, y) is holomorphic on V̂ ε × Eδ and satisfies the

following estimates there;

|XB(z, y)| ≤ C1 exp
[(
C2 + C3|z|3/2

)
|y|
]
.(2.123)

Remark 2.7. It is difficult to derive the Borel summability of X(z, η)

from (2.14) directly. Therefore we appealed to the implicit function

theorem for Borel summable series. However, since Sodd and S̃odd are

not Borel summable on the Stokes curves, we can not show the Borel

summability of X(z, η) there only by the implicit function theorem.

Hence we used a kind of Hartogs’ phenomenon to extend the region

where X(z, η) is Borel summable. We can find a similar discussion in

[D1]. There, the convergence of inverse factorial series solution on a

neighborhood of a simple turning point was examined. And he used

the maximum modulus theorem on the set like W ε to avoid a direct

discussion at the simple turning point. This similarity of the discussion

was suggested by Professor R. Schäfke. In [D2], we can also find a

similar discussion used in Section 3.3.
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3 WKB theoretic transformation — a simple pole case

The main purpose of this section is to show the Borel summability of

transformation series, which is given in [Ko1], of (3.2) to the WKB

theoretic canonical equation (3.7) near a Stokes curve emanating from

a simple pole of Q(x̃) when it runs into some irregular singular points.

(See Remark 3.1 and Remark 3.2 in the case that it runs into a double

pole of Q(x̃).) Discussions in this section proceed in the same way as

in Section 2.

3.1 Fundamental properties of WKB theoretic transformation and
its application

Let Q(x̃) be a meromorphic function that has a simple pole at the

origin, i.e., x̃Q(x̃) is holomorphic at x̃ = 0 and satisfies

x̃Q(x̃)|x̃=0 6= 0.(3.1)

Then we consider the Schrödinger equation(
d2

dx̃2
− η2Q(x̃)

)
ψ̃(x̃, η) = 0.(3.2)

with the following geometric assumptions (3.3) and (3.4); at first, we

assume that

(3.3) a Stokes curve T emanating from x̃ = 0 runs into an irreg-

ular singular point b.

Let Û ε̃
± be unions of integral curves of Im

√
Q(x̃)dx̃ = 0 that pass

through some x̃0 ∈ U ε̃ \ T and ±Re

∫ x̃

x̃0

√
Q(x̃)dx̃ ≥ 0 there. Here

U ε̃ denotes a disk U ε̃ = {x̃ ∈ C; |x̃| < ε̃} and ε̃ is a sufficiently small

positive constant. Then we assume that we can take ε̃ > 0 so that

(3.4) Û ε̃
+ and Û ε̃

− run into b.
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We remark here that (3.3) and (3.4) guarantee that

Û ε̃ = Û ε̃
+ ∪ Û ε̃

− ∪ T(3.5)

does not contain any poles nor turning points except for a simple pole

at the origin.

Now, we consider a transformation series

x(x̃, η) =

∞∑
k=0

xk(x̃)η−k(3.6)

of (3.1) to the following canonical equation on Û ε̃;(
d2

dx2
− η2 1

x

)
ψ = 0.(3.7)

In parallel with Theorem 2.1, we have the following

Theorem 3.1. Let Q(x̃) be a meromorphic function that satisfies

(3.1), (3.3) and (3.4). Then there exists a Borel summable series

x(x̃, η) on Û ε̃ such that

(3.8) {xk(x̃)}∞k=0 are holomorphic on Û ε̃,

(3.9) x2k+1(x̃) (k = 0, 1, 2, · · · ) are identically zero,

x0(0) = 0,(3.10)

dx0

dx̃
6= 0 on Û ε̃(3.11)

and satisfies the following relation;

Q(x̃) =

(
dx(x̃, η)

dx̃

)2
1

x(x̃, η)
− 1

2
η−2 {x(x̃, η); x̃} .(3.12)

The proof of Theorem 3.1 is given in Section 3.2 and Section 3.3.

Then x(x̃, η) gives the following relations (See [Ko1]);
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Theorem 3.2. Let S̃(x̃, η) and S(x, η) respectively be solutions of

Riccati equations

S̃2 +
dS̃

dx̃
= η2Q(x̃)(3.13)

and

S2 +
dS

dx
= η2 1

x
,(3.14)

where S̃−1(x̃) and S−1(x) are taken so that they satisfy

S̃−1(x̃) =

(
dx0

dx̃

)
S−1(x0(x̃)).(3.15)

Then x(x̃, η) in Theorem 3.1 satisfies the following relation;

S̃(x̃, η) =

(
dx

dx̃

)
S(x(x̃, η), η) − 1

2

(
d2x

dx̃2

)
/

(
dx

dx̃

)
.(3.16)

Corollary 3.3. Let S̃odd and Sodd respectively be the odd part of

S̃ and S. And assume that S̃−1 and S−1 are taken so that they

satisfy (3.15). Then the following relation holds;

S̃odd(x̃, η) =

(
dx(x̃, η)

dx̃

)
Sodd(x(x̃, η), η).(3.17)

Now we consider WKB solutions ψ̃±(x̃, η) of (3.2) normalized at a

simple pole at the origin, i.e.,

ψ̃±(x̃, η) =
1√
S̃odd

exp

(
±
∫ x̃

0

S̃odd(x̃, η)dx̃

)
(3.18)

and WKB solutions ψ±(x, η) of (3.7) normalized at a simple pole in

the same manner. Then they satisfy the following

Theorem 3.4. Let ψ̃±(x̃, η) and ψ±(x, η) respectively be WKB so-

lutions of (3.2) and (3.7) normalized at their simple pole at the
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origin. Then the following relation holds;

ψ̃±(x̃, η) =

(
dx(x̃, η)

dx̃

)−1/2

ψ±(x(x̃, η), η).(3.19)

In order to simplify the discussion, we employ x0 = x0(x̃) as a

new coordinate variable. Then, applying the Borel transform to the

relation (3.19), we find that the Borel transform ψ̃±,B(x̃, y) of ψ̃±(x̃, η)

can be described by ψ±,B(x, y) through the action of the following

microdifferential operator X ;

X =:

(
∂x̃

∂x0

)1/2(
1 +

∂X

∂x0

)−1/2

exp[X(x0, η)ξ] :,(3.20)

where X(x0, η) is

X(x0, η) = x(x̃(x0), η) − x0(3.21)

and ξ designates the symbol of ∂x0. By the same reasoning as in Section

2.1, we obtain the following

Theorem 3.5. ψ̃±,B and ψ±,B satisfy the following relation on

V̂ ε × Eδ
±y0 for sufficiently small ε, δ > 0;

ψ̃±,B(x̃(x0), y) =

(
∂x̃

∂x0

)1/2

ψ±,B(x0, y)(3.22)

+

∫ y

∓y0
K(x0, y − y′, ∂x0)ψ±,B(x0, y

′)dy′,

where

y0(x0) =

∫ x0

0

1
√
x0
dx0,(3.23)

V̂ ε = {x0 ∈ C; |Im y0(x0)| < ε} ,(3.24)

Eδ
±y0 =

∪
s∈R

{y ∈ C; |y − s± y0(x0)| < δ} .(3.25)
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and K(x, y, ∂x) is a differential operator of infinite order on V̂ ε ×
Eδ

±y0.

3.2 Uniform Borel transformability of transformation series

The purpose of Section 3.2 is to verify the following

Proposition 3.6. Let Q(x̃) be a meromorphic function that satis-

fies (3.1), (3.3) and (3.4). Then there exist ε̃ > 0 and formal series

x(x̃, η) = x0(x̃)+η−1x1(x̃)+ · · · that satisfies (3.8) ∼ (3.12) and the

following estimates; there exist positive constants C0 and A such

that for all n ≥ 1 and x̃ ∈ Û ε̃, xn(x̃) satisfies

|xn(x̃)| ≤ (|x0(x̃)| + 1)C0n!An.(3.26)

Proof. Proof of Proposition 3.6 proceeds in the same process as in the

proof of Proposition 2.9.

We first review the construction of x(x̃, η). We inductively deter-

mine xk(x̃) (k = 0, 1, 2, · · · ) by comparing the coefficients of η−k of

(3.12). First, by comparing the coefficients of η0 of (3.12), we find that

x0(x̃) should satisfy the following relation;

Q(x̃) =

(
dx0(x̃)

dx̃

)2
1

x0(x̃)
.(3.27)

Then we determine x0(x̃) so that it becomes holomorphic at the origin

as follows;

x0(x̃) =

(
1

2

∫ x̃

0

√
Q(x̃)dx̃

)2

.(3.28)

From the assumptions (3.1), (3.3) and (3.4), we immediately find that

x0(x̃) satisfies (3.8) and (3.10). Further, by the same reasoning as

in the proof of Proposition 2.9, we see that x0 maps Û ε̃ to x0(Û
ε̃)
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bijectively and satisfies (3.11). From now, we employ z = x0(x̃) as a

new coordinate variable on x0(Û
ε̃).

Next we determine xk (k ≥ 1). By comparing the coefficients of

η−k of (3.12), we find that xk should satisfy the following recurrence

relation;

2z
dxk
dz

− xk = zΦk(z),(3.29)

where Φk(z) is

Φk(z) = −
k∑
l=2

(−1)l

zl

∑∗

µ1+···+µl=k,
µ1,··· ,µl≥1

xµ1 · · ·xµl

(3.30)

−
∑

k1+k2+k3=k,
k1,k2,k3≤k−1

dxk1

dz

dxk2

dz

k3∑
l=min{1,k3}

(−1)l

zl

∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

xµ1 · · ·xµl

+
z

2

∑
k1+k2=k−2

(
dx̃

dz

)3
d3xk1

dx̃3

×
k2∑

l=min{1,k2}

(−1)l
∑∗

µ1+···+µl=k2,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz

− 3z

4

∑
k1+k2+k3=k−2

(
dx̃

dz

)4
d2xk1

dx̃2

d2xk2

dx̃2

×
k3∑

l=min{1,k3}

(−1)l(l + 1)
∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz
.
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Since Φk does not contain xn (n ≥ k), we inductively determine xk by

xk(z) =
z1/2

2

∫ z

0

z−1/2Φk(z)dz(3.31)

so that xk is holomorphic at z = 0 and satisfies (3.30). We easily see

that we can inductively confirm that Φ2k+1 (k ≥ 0) identically vanish

and hence (3.9) holds.

Next we validate the estimates that xk (k = 1, 2, · · · ) satisfy. We

first set

D1
r =

∪
0≤s≤1

{z ∈ C; |z − s| ≤ r}(3.32)

D2
r =

∪
s≥1

{
z ∈ C; |z − s| ≤ r

√
s
}

(3.33)

for sufficiently small r > 0. Then, taking account of the fact that

2Imz1/2 is expanded to

Imz

(Rez)1/2
− 1

8

(Imz)3

(Rez)5/2
+ · · ·(3.34)

on D2
r , we find that Im

∫ z

0

z−1/2dz behaves as Imz · (Rez)−1/2 for

sufficiently large Rez. Therefore, by taking r > 0 sufficiently small, we

can assume that D1
r ∪D2

r is included in x0(Û
ε̃).

Now we inductively confirm that xk(z) (k ≥ 1) satisfy the following

estimates; there exist positive constants C0 < 1 and A > 1 such that,

for all δ with 0 < δ < r/3 and z ∈ D1
r−δ ∪D2

r−δ,

|xk(z)| ≤ |z|C0k!δ−kAk(3.35) ∣∣∣∣dxkdz (z)

∣∣∣∣ ≤ C0k!δ−kAk(3.36)

hold. Since x1 is identically zero, it is obvious that (3.35) and (3.36)

hold when k = 1. Therefore our task is to show that xk satisfies (3.35)

and (3.36) under the assumption that xn (1 ≤ n ≤ k−1) satisfy them.
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We first beware of the behavior of x0(x̃) when x̃ tends to the irregular

singular point b along the Stokes curve T . LetQ(x̃) have a pole of order

p(≥ 3) at x̃ = b. Then (3.27) and (3.28) tells us that x0(x̃) and dx0/dx̃

behave as

x0(x̃) = O
(
(x̃− b)−p+2

)
,(3.37)

dx0

dx̃
(x̃) = O

(
(x̃− b)−p+1

)
(3.38)

when x̃ tends to b. Therefore dx0/dx̃ can be estimated by x0 as follows;

there exist positive constants M1 and M2 such that

M1|x0|(p−1)/(p−2) ≤
∣∣∣∣dx0

dx̃

∣∣∣∣ ≤M2|x0|(p−1)/(p−2)(3.39)

holds on D2
r .

Next we derive the estimates that Φk satisfies. Precisely we show

the following estimates; there exists some positive constant M that is

independent of C0(< 1) and A such that, for k ≥ 2, 0 < δ < r/3 and

z ∈ D1
r−δ ∪D2

r−δ,

|Φk(z)| ≤M(C2
0 + A−2)k!δ−kAk(3.40)

holds. Since (3.40) is obtained for z ∈ D1
r−δ by the same discussion

given in [Ko4], we prove (3.40) only for z ∈ D2
r−δ here. From Lemma

2.7 and (3.35), we find that the first term of (3.30) is estimated as

follows; ∣∣∣ k∑
l=2

(−1)l

zl

∑∗

µ1+···+µl=k,
µ1,··· ,µl≥1

xµ1 · · ·xµl

∣∣∣(3.41)

≤
k∑
l=2

1

|z|l
∑∗

µ1+···+µl=k,
µ1,··· ,µl≥1

|z|lC l
0µ1! · · ·µl!δ−kAk
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≤ 4C2
0k!δ−kAk

k∑
l=2

C l−2
0 4l−2

(l − 1)!

≤ 4e4C0C2
0k!δ−kAk.

Similarly we obtain the following estimates of the second term of (3.30);∣∣∣ ∑
k1+k2+k3=k,
k1,k2,k3≤k−1

dxk1

dz

dxk2

dz

k3∑
l=min{1,k3}

(−1)l

zl

∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

xµ1 · · ·xµl

∣∣∣(3.42)

≤ C2
0(1 + e4C0)

(
42

k − 1
+ 12

)
(k − 1)!δ−kAk.

Now we examine the third term of (3.30). We first estimate the most

important factor(
dx̃

dz

)3
d3xk1

dx̃3
=
d3xk1

dz3
+

(
dx̃

dz

)3
d

dz

(
dx̃

dz

)−3
d2xk1

dz2
(3.43)

+
1

2

(
dx̃

dz

)2
d2

dz2

(
dx̃

dz

)−2
dxk1

dz
.

We consider the first term of (3.43). We use the following representation

of the derivative of dxk3/dz on D2
r−δ;

dj

dzj
dxk3

dz
(z) =

j!

2πi

∫
|z̃−z|=d

1

(z̃ − z)j+1

dxk3

dz
(z̃)dz̃,(3.44)

where d > 0 is taken as

d =
δ√

2(k1 + 1)

√
|z|.(3.45)

Then we find that the integral path of (3.44) is contained inD2
r−k1δ/(k1+1).

Actually, if we take s ≥ 1 so that |z − s| ≤ (r − δ)
√
s, we find that

|z| ≤ 2s holds and that z̃ on the integral path satisfies

|z̃ − s| ≤ (r − δ)
√
s +

δ√
2(k1 + 1)

√
|z|(3.46)
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≤ (r − δ)
√
s +

δ√
2(k1 + 1)

√
2s

=
√
s

(
r − k1

k1 + 1
δ

)
.

Therefore, substituting δ in (3.36) for k = k1 to k1δ/(k1 + 1), we find

that dxk1/dz satisfies the following estimates for z̃ ∈ D2
r−k1δ/(k1+1);∣∣∣∣dxk1

dz
(z̃)

∣∣∣∣ ≤ k1!eδ
−k1Ak1.(3.47)

Then, from (3.44), we obtain∣∣∣∣ djdzj dxk1

dz
(z)

∣∣∣∣ ≤ j!

2π

(
δ
√
|z|√

2(k1 + 1)

)−j

ek1!δ
−k1Ak1.(3.48)

In the same way, we find from (3.39) that the following estimates hold

for j = 1, 2; ∣∣∣∣∣
(
dx̃

dz
(z)

)4−j
dj

dzj

(
dx̃

dz
(z)

)−4+j
∣∣∣∣∣(3.49)

≤ 2(4−j)(p−1)/(p−2)

2π

(
M2

M1

)4−j
( √

2√
|z|

)j

δ−j.

In conclusion, we obtain the following estimates; there exists some

positive constant M that is independent of z, k1, C0, δ and A such

that ∣∣∣∣∣
(
dx̃

dz

)3
d3xk1

dx̃3

∣∣∣∣∣ ≤ M

|z|
(k1 + 2)!δ−k1−2Ak1(3.50)

holds on D2
r−δ. Therefore, by the same calculation with (2.83), we gain
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the following estimates

∣∣∣z
2

∑
k1+k2=k−2

(
dx̃

dz

)3
d3xk1

dx̃3

k2∑
l=min{1,k2}

(−1)l
∑∗

µ1+···+µl=k2,
µ1,··· ,µl≥1

dxµ1

dz
· · ·

dxµl

dz

∣∣∣
(3.51)

≤ M(1 + C0e
4C0)

2

(
1 +

4

k

)
k!δ−kAk−2.

Similarly, we find that the fourth term of (3.30) is dominated as follows;∣∣∣3z
4

∑
k1+k2+k3=k−2

(
dx̃

dz

)4
d2xk1

dx̃2

d2xk2

dx̃2
(3.52)

×
k3∑

l=min{1,k3}

∑∗

µ1+···+µl=k3,
µ1,··· ,µl≥1

(−1)l(l + 1)
dxµ1

dz
· · ·

dxµl

dz

∣∣∣
≤ 9M 2(1 + 4C2

0e
4C0)

(
1 +

4

k − 1

)
(k − 1)!δ−kAk−2.

Summing up (3.41), (3.42), (3.51) and (3.52), we obtain (3.40).

It is now clear from (3.31) and (3.40) that xk(z) satisfies

|xk(z)| ≤ |z|M(C2
0 + A−2)k!δ−kAk(3.53)

on D1
r−δ ∪ D2

r−δ. Further, combining (3.40) and (3.53), we find from

(3.29) that ∣∣∣∣dxkdz (z)

∣∣∣∣ ≤ 3M

2
(C2

0 + A−2)k!δ−kAk(3.54)

also holds there. Therefore, by taking C0 sufficiently small so that

3M

2
C0 <

1

2
(3.55)
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and then A sufficiently large so that

3M

2
A−2 <

1

2
C0,(3.56)

we find that xk satisfies (3.35) and (3.36), and hence the induction

proceeds. Now, fixing δ = r/6, we obtain the following estimates from

(3.35); there exist positive constants r and A such that

|xk(z)| ≤ |z|k!Ak(3.57)

for k ≥ 1 and z ∈ D1
r ∪D2

r .

In conclusion, by taking ε, ε̃ > 0 so that

V̂ ε =

{
z ∈ C;

∣∣∣∣Im∫ z

0

1√
z
dz

∣∣∣∣ < ε

}
⊂ D1

r ∪D2
r(3.58)

and x0(U
ε̃) ⊂ V̂ ε are satisfied, we obtain (3.26).

Remark 3.1. As in Section 2.2, we can show that the transformation

series x(x̃, η) satisfies (3.57) when x−1
0 (D2

r) runs into some double pole

b1 of Q(x̃). We assume that Q(x̃) is expanded as (2.95). Then, from

(2.96), (3.27) and (3.28), we find the following estimates holds on D2
r ;

there exists positive constants M1 and M2 such that

M1

√
|z|
∣∣∣∣exp

[
−2√
α
z1/2

]∣∣∣∣ ≤ ∣∣∣∣dx0

dx̃

∣∣∣∣ ≤M2

√
|z|
∣∣∣∣exp

[
−2√
α
z1/2

]∣∣∣∣ .
(3.59)

Bearing in mind that we can take some positive constant M so that∣∣∣∣(z + eiθδ
√
|z|
)1/2

− z1/2

∣∣∣∣ ≤M(3.60)

holds for θ ∈ R, sufficiently small δ > 0 and z ∈ D2
r , we find from the

same discussion with the proof of Proposition 3.6 that x(x̃, η) satisfies

(3.57).
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3.3 Borel summability of transformation series

As in the proof of Theorem 2.9, we first show the Borel summability

of X(z, η) = x(z, η) − z on a neighborhood W ε of ∂V̂ ε/2 by applying

Theorem A.1 to

F (z,X, η) =

∫ z+X

0

η−1Sodd(z, η)dz −
∫ x̃(z)

0

η−1S̃odd(x̃, η)dx̃

(3.61)

in X variable. We note the following

Theorem 3.7 ([Ko4]). There exist some positive constants C1, C2

and δ such that∣∣R̃B(z, y)
∣∣ ≤C1|z|−(p−4)/2(p−2) exp[C2|y|],(3.62)

|RB(z, y)| ≤C1|z|−3/2 exp[C2|y|](3.63)

hold on
(
V̂ 2ε/3 \ V̂ ε/3

)
×E+

δ , where R̃B and RBare the Borel trans-

form of R̃ = η−1S̃odd(x̃(z), η) − S−1(x̃(z)) and R = η−1Sodd(z, η) −
S−1(z) respectively and

E+
δ =

∪
s≥0

{y ∈ C; |y − s| ≤ δ} .(3.64)

We take r > 0 so that z +X ∈ V̂ 2ε/3 \ V̂ ε/3 for (z,X) in

Dε
r =

{
(z,X) ∈ W ε × C; |X| ≤ r

√
|z|
}
.(3.65)

Since S̃−1(x̃) and S−1(z) = z−1/2 satisfy (3.15), we find that

F0(z,X) = 2
(
(z +X)1/2 − z1/2

)
.(3.66)

Therefore we can take some positive constant M so that∣∣∣∣F0(z,X)

X

∣∣∣∣ ≥ M√
|z|

(3.67)
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holds on Dε
r. Then, by the same discussion with Section 2.3, we find

that the Borel transform XB of X is holomorphic on W ε × E+
δ and

satisfies the following estimates; there exist some positive constants C1

and C2 such that

|XB(z, y)| ≤ C1

√
|z| exp [C2|y|](3.68)

holds onW ε×E+
δ . Hence, applying the same technique used in Section

2.3 to the integral representation

XB(z, y) =
(z + 1)2

2πi

∮
|z̃−z|=ε0

1

(z̃ + 1)2
XB(z̃, y)

z̃ − z
dz̃,(3.69)

we finally obtain the following

Theorem 3.8. There exist positive constants C1, C2, δ and ε such

that XB(z, y) is holomorphic on V̂ ε×Eδ and satisfies the following

estimates there;

|XB(z, y)| ≤ C1(|z| + 1)2 exp [C2|y|] .(3.70)

Here

Eδ =
∪
s∈R

{y ∈ C; |y − s| ≤ δ} .(3.71)

Remark 3.2. As in Section 2.3, we can also show the Borel summability

of the transformation series when x−1
0 (V̂ ε) runs into a double pole b of

Q. In this case, we find that∣∣∣∣∣
∫ x̃(z)

0

R̃B(x̃, y)dx̃

∣∣∣∣∣ ≤ C1|z|1/2 exp[C2|y|](3.72)

holds for (z, y) ∈W ε×E+
δ . (See [Ko4].) Then, applying Theorem A.1

to F (z,X, η), we obtain the following estimates on (z, y) ∈ W ε×E+
δ ;

|XB(z, y)| ≤ C1|z|
M

exp

[(
4C1|z|1/2

Mr
+ C2

)
|y|
]
.(3.73)
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Therefore, by the same discussion as in the proof of Theorem 2.9 to

the integral representation

XB(z, y) =
exp[C3(z + 1)1/2y]

2πi
(3.74)

×
∮
|z̃−z|=ε0

exp[−C3(z̃ + 1)1/2y]XB(z̃, y)

z̃ − z
dz̃,

where a positive constant C3 is taken as (2.122), we find the following

Theorem 3.9. There exist positive constants C1, C2, C3, δ and ε

such that XB(z, y) is holomorphic on V̂ ε × Eδ and satisfies the

following estimates there;

|XB(z, y)| ≤ C1 exp
[(
C2 + C3|z|1/2

)
|y|
]
.(3.75)

A Implicit function theorem for Borel summable series

The purpose of this appendix is to show the implicit function theorem

for Borel summable series. Concretely we prove the following

Theorem A.1. Let F (α, η) =

∞∑
n=0

η−nFn(α) be formal series in η

that satisfies

Fk(α) (k = 0, 1, 2, · · · ) are holomorphic on Dr,(A.1)

F0(α0) = 0,
∂F0

∂α
(α0) 6= 0,(A.2)

F̃ (α, η) := F (α, η) − F0(α) is Borel summable on Dr(A.3)

where α0 ∈ C and Dr is

Dr = {α; |α− α0| ≤ r}.(A.4)

Then the formal solution α(η) = α0 + η−1α1 + η−2α2 + · · · of

F (α(η), η) = 0(A.5)
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that starts from α0 uniquely exists and α̃(η) := α(η) − α0 is Borel

summable.

Proof. First, by expanding F (α(η), η) at α = α0, we can rewrite (A.5)

to the following equality;

∞∑
n=0

η−n
[
Fn(α0) +

∑
µ+k+l=n,
k≥0,µ≥l≥1

∑
µ1+···+µl=µ,
µ1,··· ,µl≥1

αµ1 · · ·αµl

l!

∂lFk
∂αl

(α0)
]

= 0.

(A.6)

Therefore, by comparing the coefficients of η−n of (A.6), we find the

following equalities hold;

αn
∂F0

∂α
(α0) = Rn(α0, · · · , αn−1) (n ≥ 1).(A.7)

Here Rn are the remainder terms of the coefficients of η−n of (A.6)

that are determined only by α0, · · · , αn−1 and F . Since ∂F0/∂α does

not vanish at α = α0, we can inductively determine αn and hence the

uniqueness of α(η) immediately follows.

Now we show the Borel summability of the solution α(η) of (A.5). At

first, we rewrite the assumptions on F more concrete form as follows;

first, from (A.2), we can take M > 0 such that

inf
α∈Dr

∣∣∣∣ F0(α)

α− α0

∣∣∣∣ ≥M.(A.8)

Next the Borel summability of F̃ guarantees that the Borel transform

F̃B of F̃ satisfies ∣∣F̃B(α, y)
∣∣ ≤ C1 exp [C2|y|](A.9)

for (α, y) ∈ Dr × Eδ where C1 and C2 are positive constants and

Eδ =
∪
s≥0

{y ∈ C; |y − s| ≤ δ} .(A.10)
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Now our task is to prove that α̃B(y) is holomorphic on Eδ and satisfy

the following estimates there;

|α̃B(y)| ≤ C1

M
exp

[(
4C1

Mr
+ C2

)
|y|
]
.(A.11)

Since F0(α0) = 0, F0 can be written as F0(α0 + α̃) = α̃F̃0(α̃) where

F̃0(α̃) is a holomorphic function on D̃r = {α̃ ∈ C; |α̃| ≤ r} and

satisfies

inf
α∈D̃r

|F̃0(α̃)| ≥M.(A.12)

Therefore (A.5) can be rewritten as follows;

α̃(η) = − 1

F̃0(α̃(η))
F̃ (α0 + α̃(η), η).(A.13)

Let G(α̃, η) denote the right hand side of (A.13). We expand G(α̃, η)

in α̃;

G(α̃, η) =

∞∑
l=0

G(l)(η)α̃l.(A.14)

In order to obtain the estimation of α̃B(y), we rewrite α̃(η) as follows;

α̃(η) =

∞∑
l=0

α̃(l)(η),(A.15)

where α̃(l)(η) (l = 0, 1, 2, · · · ) are formal series that are inductively

determined by

α̃(0)(η) = G(0)(η),(A.16.0)

α̃(l)(η) =
∑

µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

G(j)(η) · α̃(µ1)(η) · · · α̃(µj)(η) (l ≥ 1).

(A.16.l)
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We immediately find that α̃(l)(η) has the following shape;

α̃(l)(η) = α̃
(l)
l+1η

−l−1 + α̃
(l)
l+2η

−l−2 + · · · .(A.17)

Therefore α̃(0)(η) + α̃(1)(η) + · · · actually defines a formal series that

satisfies (A.12) and this gives another representation of α̃(η). Applying

the Borel transformation to (A.16), we find that the Borel transform

α̃
(l)
B (y) of α̃(l)(η) satisfies

α̃
(0)
B (y) = G

(0)
B (y),

(A.18.0)

α̃
(l)
B (y) =

∑
µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

G
(j)
B ∗ α̃(µ1)

B ∗ · · · ∗ α̃(µj)

B (y) (l ≥ 1),(A.18.l)

where f ∗ g(y) denotes the convolution of f (y) and g(y), i.e.,

f ∗ g(y) =

∫ y

0

f(y − y′)g(y′)dy′.(A.19)

Now we confirm that α̃
(l)
B (y) (l = 0, 1, 2, · · · ) are holomorphic on

Eδ and derive the estimation that they satisfy by using (A.18). First,

from Cauchy’s integral formula, we find that G
(l)
B (y) has the following

representation;

G
(l)
B (y) =

−1

2πi

∮
|α̃|=r

F̃B(α0 + α̃, y)

F̃0(α̃)

dα̃

α̃l+1
.(A.20)

Since F̃0(α̃) satisfies (A.12), we immediately find from (A.9) and (A.20)

that G
(l)
B (y) is holomorphic on Eδ and satisfies the following estimates

there; ∣∣∣G(l)
B (y)

∣∣∣ ≤ C1

Mrl
exp [C2|y|] .(A.21)
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Then it is clear from (A.18.0) that α̃
(0)
B (y) is holomorphic on Eδ and

we can inductively confirm from the recurrence relation (A.18.l) that

α̃
(l)
B (y) (l = 1, 2, · · · ) are also holomorphic on Eδ.

Next, we determine positive constants Bl (l = 0, 1, 2, · · · ) so that

they satisfy ∣∣∣α̃(l)
B (y)

∣∣∣ ≤ Bl
|y|l

l!
exp [C2|y|] .(A.22.l)

on Eδ. Actually, since α̃
(0)
B (y) = G

(0)
B (y) satisfies∣∣∣α̃(0)

B (y)
∣∣∣ ≤ C1

M
exp [C2|y|] ,(A.23)

we can take B0 as

B0 =
C1

M
.(A.24)

Further, when (A.22.m) holds for 0 ≤ m ≤ l − 1, applying these

estimates to (A.18.l), we obtain the following estimates for α̃
(l)
B (y);

∣∣∣α̃(l)
B (y)

∣∣∣ ≤ ∑
µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

C1

Mrj
Bµ1 · · ·Bµj

|y|µ1+···+µj+j

(µ1 + · · · + µj + j)!
exp [C2|y|]

(A.25)

=
∑

µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

C1

Mrj
Bµ1 · · ·Bµj

|y|l

l!
exp [C2|y|] .

Here we repeatedly used the following estimation;∫ |y|

0

|y − y′|µ1|y′|µ2

µ1!µ2!
exp [C2(|y − y′| + |y′|)] |dy′|(A.26)

≤ |y|µ1+µ2+1

(µ1 + µ2 + 1)!
exp [C2|y|] .
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Hence we recursively determine Bl (l = 1, 2, · · · ) by

Bl =
∑

µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

C1

Mrj
Bµ1 · · ·Bµj

.(A.27.l)

Then we find that Bl satisfies (A.22.l).

Now we derive explicit form of Bl from (A.27.l). Let bl (l =

0, 1, 2, · · · ) be taken so that they satisfy

Bl =

(
C1

M

)l+1
1

rl
bl.(A.28)

Then the recurrence relation (A.27.l) can be rewritten to that for bl (l =

1, 2, · · · ) as follows;

bl =
∑

µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

bµ1 · · · bµj
.(A.29.l)

We define b(t) by

b(t) =

∞∑
l=0

blt
l.(A.30)

Multiplying both hand side of (A.29.l) by tl for l ≥ 1 and summing up

all of them, we obtain
∞∑
l=1

blt
l =

∞∑
l=1

∑
µ1+···+µj+j=l,
µ1,··· ,µj≥0,j≥1

(
bµ1t

µ1+1
)
· · ·
(
bµj
tµj+1

)
(A.31)

=

∞∑
j=1

∞∑
µ=0

∑
µ1+···+µj=µ,
µ1,··· ,µj≥0

(
bµ1t

µ1+1
)
· · ·
(
bµj
tµj+1

)

=

∞∑
j=1

(tb(t))j.
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Since b0 = 1, we find from (A.31) that b(t) satisfies

b(t) − 1 =
tb(t)

1 − tb(t)
.(A.32)

Therefore b(t) is explicitly given by

b(t) =
1 −

√
1 − 4t

2t
=

1

Γ(1/2)

∞∑
l=0

Γ(l + 1/2)

(n + 1)!
4ltl.(A.33)

And, from the definition of bl, we find that bl (l = 0, 1, 2, · · · ) are given

by

bl =
Γ(l + 1/2)

Γ(1/2)(n + 1)!
4l.(A.34)

Obviously bl satisfies bl ≤ 4l. Hence, in conclusion, we obtain the

following estimates for α̃
(l)
B (y) on Eδ;∣∣∣α̃(l)

B (y)
∣∣∣ ≤ C1

M

1

l!

(
4C1|y|
rM

)l
exp [C2|y|] .(A.35)

Then (A.11) immediately follows from (A.35). Actually

|α̃B(y)| ≤
∞∑
l=0

∣∣∣α̃(l)
B (y)

∣∣∣ ≤ C1

M
exp

[(
4C1|y|
rM

+ C2

)
|y|
]
.(A.36)

This is the end of the proof.

Remark A.1. In Section 2.3 and Section 3.3, we use the concrete form

of estimation (A.11) of α̃B to prove the Borel summability of transfor-

mation series.

B Representation of the action of transformation as an

integro-differential operator

The main purpose of this appendix is to derive the properties of microd-

ifferential operators X suggested in Theorem 2.5 and Theorem 3.5 from
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the Borel summability of the transformation series x(x̃, η). Although

the situations considered in Section 2 and Section 3 are different, in the

both cases, the microdifferential operators X have the following form

X =:

(
∂x̃

∂x0

)1/2(
1 +

∂X

∂x0

)−1/2

exp(Xξ) : .(B.1)

Here x0 is the top order term of x that is taken as a new coordinate

variable,X denotes x−x0 and ξ stands for the symbol of ∂x0. Therefore

it suffices to show the following proposition in order to attain our aim;

Proposition B.1. Let f(x, η) and g(x, η) be formal series in η

that have the following shape

f (x, η) =

∞∑
n=1

fn(x)η−n,(B.2)

g(x, η) =

∞∑
n=0

gn(x)η−n,(B.3)

where fn(x) (n = 1, 2, · · · ) and gn(x) (n = 0, 1, · · · ) are holomorphic

on a domain U of Cx. Further we assume that f and g̃ = g − g0

are uniformly Borel summable on U , i.e., the Borel transform of

them fB(x, y) and g̃B(x, y) are holomorphic on U ×Eε and satisfy

the following estimates there;

max {|fB(x, y)|, |g̃B(x, y)|} ≤ C1 exp[C2|y|],(B.4)

where Eε is

Eε =
∪
s≥0

{y ∈ C; |y − s| ≤ ε}(B.5)

and C1, C2 and ε are positive constants. We consider a microdif-

ferential operator P = P(x, ∂x, ∂y) on

Ω = {(x, y; ξ, η) ∈ T ∗ (U × Cy) ; η 6= 0}(B.6)
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defined by

P =: g exp[ξf ] : .(B.7)

Then the action of P upon a (multi-valued) analytic function φ(x, y)

has the following representation;

(Pφ)(x, y) = g0(x)φ(x, y) +

∫ y

y0

K(x, y − y′, ∂x)φ(x, y′)dy′,(B.8)

where K(x, y, ∂x) is a differential operator of infinite order on U×
Eε.

Proof. Let Pn(x, η) be the coefficients of ξn of g exp[ξf ], i.e.,

Pn(x, η) = g(x, η)
(f (x, η))n

n!
.(B.9)

Then the action of P can be written as follows;

(Pφ)(x, y) =

∫ y

y0

∞∑
n=0

Pn,B(x, y − y′)
∂nφ

∂xn
(x, y′)dy′.(B.10)

From (B.9), we immediately find that Pn,B (n = 0, 1, 2, · · · ) are given

by

P0,B(x, y) = g0(x)δ(y) + g̃B(x, y),(B.11)

Pn,B(x, y) =
1

n!
(g0(x)f ∗nB (x, y) + g̃B ∗ f ∗nB (x, y)) (n ≥ 1)(B.12)

where f ∗nB is

f ∗nB =

n︷ ︸︸ ︷
fB ∗ · · · ∗ fB .(B.13)

Therefore, when we write the action of P in the form (B.8), K(x, y, ∂x)

is given by

K(x, y, ∂x) = g̃B(x, y) +

∞∑
n=1

Pn,B(x, y)∂nx .(B.14)
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Now we confirm thatK(x, y, ∂x) given by (B.14) defines a differential

operator of infinite order on U ×Eε. First, by repeated use of (A.26),

we obtain the following estimates from (B.4) on U × Eε for n ≥ 1;

|Pn,B(x, y)| ≤ 1

n!

(
|g0(x)|Cn

1

|y|n−1

(n− 1)!
+ Cn+1

1

|y|n

n!

)
exp[C2|y|].

(B.15)

Hence the symbol σ(K)(x, y, ξ) of K satisfies the following estimates

for (x, y, ξ) ∈ U × Eε × Cξ;

|σ(K)(x, y, ξ)|(B.16)

≤ |g̃B(x, y)| +
∞∑
n=1

|ξ|n|Pn,B(x, y)|

≤
∞∑
n=0

(
|g0(x)|Cn+1

1

|ξ|n+1|y|n

(n + 1)!n!
+ Cn+1

1

|ξ|n|y|n

(n!)2

)
exp[C2|y|]

≤ C1 (|g0(x)||ξ| + 1) exp
[
2
√
C1|y||ξ| + C2|y|

]
.

This estimates (B.16) guarantees that K defines a differential operator

of infinite order on U × Eε.

In conclusion, if

(B.17) ∂x̃/∂x0 6= 0 and X is Borel summable

in a neiborhood
◦
x0 ∈ C, then we find that (∂x̃/∂x0)

1/2 (1 + ∂X/∂x0)
−1/2

and X respectively satisfy the assumption on f and g in Theorem B.1.

Therefore we can apply Theorem B.1 to a microdifferential operator X
defined by (B.1) and we attain our purpose.
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(1999), 1–94.

54



[F] M.V.Fedoryuk: Asymptotic Analysis. – Linear Ordinary

Differential Equations. Springer-Verlag (1993).

[KKKoT1] S. Kamimoto, T. Kawai, T. Koike and Y. Takei: On the

WKB theoretic structure of a Schrödinger operator with a

merging pair of a simple pole and a simple turning point,

Kyoto J. Math, 50 (2010), 101–164.

[KKKoT2] : On a Schrödinger equation with a merging pair of

a simple pole and a simple turning point — Alien calculus

of WKB solutions through microlocal analysis, Asymp-

totics in Dynamics, Geometry and PDEs; Generalized

Borel Summation, Publications of the Scuola Normale Su-

periore, Springer, in press.

[KKT1] S. Kamimoto, T. Kawai and Y. Takei: Exact WKB anal-

ysis of a Schrödinger equation with merging triplet of two

simple poles and a turning point — its relevance to the

Mathieu equation and the Legendre equation, in prepara-

tion.

[KKT2] : Microlocal analysis of fixed singularities of WKB

solutions of a Schrödinger equation with a merging triplet

of two simple poles and a simple turning point, in prepa-

ration.

[KT] T. Kawai and Y. Takei: Algebraic Analysis of Singular

Perturbation Theory, Amer. Math. Soc., 2005.

[Ko1] T. Koike: On a regular singular point in the exact WKB

analysis, Toward the Exact WKB Analysis of Differential

Equations, Linear or Non-Linear, Kyoto Univ. Press, 2000,

pp.39–54.

55



[Ko2] : On the exact WKB analysis of second order linear

ordinary differential equations with simple poles, Publ.

RIMS, Kyoto Univ., 36 (2000), 297–319.

[Ko3] : On “new” turning points associated with reg-

ular singular points in the exact WKB analysis, RIMS
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