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Abstract

The middle convolution, introduced by Katz and developed by Dettweiler-

Reiter, Oshima and others, defines an operation of reduction of linear or-

dinary differential equations with polynomial coefficients. In this paper,

employing an idea of the exact steepest descent method proposed by Aoki-

Kawai-Takei, we study how to determine the complete Stokes geometry

and how to obtain the Borel summability of WKB solutions of a higher

order linear ordinary differential equation with a large parameter when it

is reduced to a second order equation via middle convolution. To show

the practical usefulness of the method, we also investigate some concrete

examples numerically.

1 Introduction

Let

Pϕ(x, η) =
n
∑

j=0

aj(x)(η
−1∂x)

jϕ(x, η) = 0 (1.1)

be an ordinary differential equation with polynomial coefficients containing a
large parameter η > 0. Here n is a positive integer, ∂x = ∂/∂x, an(x) ≡ an0 6= 0
(non-zero complex constant) and aj(x) (j = 1, . . . , n− 1) is a polynomial

aj(x) =

deg aj
∑

k=0

ajkx
k (1.2)

∗The research of the second author is supported by JSPS KAKENHI Grant No. 26287015

and No. 24340026.
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with ajk being a complex constant. For Eq. (1.1) there exists a formal (diver-
gent) solution, called a WKB solution, of the following form:

ϕ(x, η) = η−1/2 exp

(∫ x

S dx

)

= η−1/2 exp

(∫ x

(ηS−1(x) + S0(x) + η−1S1(x) + · · · ) dx
)

= exp

(

η

∫ x

S−1(x) dx

) ∞
∑

m=0

ϕm(x)η−m−1/2, (1.3)

where the top order term S−1(x) is a root of the characterstic equation

σ0(P )(x, ζ) =
n
∑

j=0

aj(x)ζ
j = 0 (1.4)

of (1.1) and lower order terms Sm(x) (m ≥ 0) are uniquely determined once
S−1(x) is fixed. In the case of second order equations (i.e., n = 2), as is dis-
cussed in, e.g., [8], [14], etc., the exact WKB analysis, that is, the analysis based
on the use of Borel resummed WKB solutions, provides a very powerful tool for
analyzing the global behavior of solutions of (1.1) in the complex domain. The
most important ingredients there are the Stokes geometry and the connection
formulas: The Stokes geometry describes regions (sometimes called Stokes re-
gions) where WKB solutions are Borel summable and the connection formulas
describe relations between the Borel sums of WKB solutions in different Stokes
regions. In the case of higher order equations (i.e., n ≥ 3), however, the com-
plete structure of the Stokes geometry is not fully understood yet. As was first
pointed out by Berk-Nevins-Roberts ([6]), Stokes curves of a higher order equa-
tion may cross in general and what they call a new Stokes curve appears from
some crossing points of Stokes curves. To determine the complete structure of
the Stokes geometry for higher order equations is one of the most important
problems in the exact WKB analysis.

On the other hand, recently Oshima ([17]) has developed a systematic study
of ordinary differential equations with polynomial coefficients and produced
many remarkable results by using middle convolutions and additions. The mid-
dle convolution is an operation of reduction and plays a central role in his study.
It was first introduced by Katz ([13]) and reformulated as an operation on Fuch-
sian systems by Dettweiler-Reiter ([9]). The following definition, a modified one
of that given in [17], of the middle convolution for Eq. (1.1) containing a large
parameter η is given by Iwaki-Koike ([11]), where they apply the middle convo-
lution to the computation of the so-called Voros coefficients.

Definition 1.1. Let µ ∈ C \ {0} be a non-zero complex constant. For a dif-
ferential operator P of the form (1.1) we define its middle convolution (with a
large parameter η) by

mcµηP = (η−1∂x)
l ◦Ad(∂−µη

x )P,
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where l = max{k − j; ajk 6= 0} and

Ad(∂−µη
x )P = ∂−µη

x ◦ P ◦ ∂µηx .

Since

Ad(∂−µη
x )x = x− µη∂−1

x , Ad(∂−µη
x )xk = (x− µη∂−1

x )k, Ad(∂−µη
x )∂jx = ∂jx

hold, the middle convolution of an operator P of the form (1.1) is explicitly
given by

mcµηP = (η−1∂x)
l

n
∑

j=0

deg aj
∑

k=0

ajk(x− µη∂−1
x )k(η−1∂x)

j . (1.5)

In particular, mcµηP is a differential operator of order n + l. In what follows

we denote mcµηP simply by P̃ . Note that, if ϕ(x, η) is a solution of Eq. (1.1),

then a solution ϕ̃(x, η) of P̃ ϕ̃ = 0 is provided by the Euler transform

ϕ̃(x, η) =
1

Γ(µη)

∫ x

c

(x− z)µη−1ϕ(z, η) dz, (1.6)

where c is a suitably chosen point. The right-hand side of (1.6) is known to be
the Riemann-Liouville integral or the fractional derivation of ϕ(x, η).

Then, a natural question arises:

If P̃ is the middle convolution of a differential operator P , how
is the Stokes geometry of P̃ related to that of P ?

The purpose of this paper is to consider this problem by employing an idea of
the exact steepest descent method for the Laplace transform developed by Aoki-
Kawai-Takei ([3, 4]). As its consequence we will show that, when a higher order
ordinary differential equation is reduced to a second order equation via middle
convolution, we can obtain important information (almost the characterization)
for the Stokes geometry of the higher order equation from that of the second
order equation.

The paper is organized as follows: In Section 2, after preparing some notions
and notations, we state our main theorem. Then we explain our proof of the
main theorem in Sections 3 and 4. In Section 3 we deal with the local aspect
of the problem and in Section 4 we consider the problem in the global setting.
Finally, in Section 5 we study some concrete examples with the aid of a computer
to examine the main result practically.

2 Main result

In this section we formulate and state our main result. Before stating the main
theorem, we review some basic properties of WKB solutions to prepare some
notions and notations.
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We denote the roots of the characteristic equation (1.4) by ζ1(x), . . . , ζn(x)
and let ϕj(x, η) be a WKB solution of Eq. (1.1) determined by S−1(x) = ζj(x),
that is,

ϕj(x, η) = exp

(

η

∫ x

ζj(x) dx

) ∞
∑

m=0

ϕj,m(x)η−m−1/2. (2.1)

As ϕj(x, η) is not convergent in general, in the exact WKB analysis we con-
sider the Borel sum of ϕj(x, η), which is defined as follows: Let ϕj,B(x, y) (or
B[ϕj ](x, y)) be the Borel transform of ϕj(x, η), i.e.,

ϕj,B(x, y) = B[ϕj ](x, y) =

∞
∑

m=0

ϕj,m(x)

Γ(n+ 1/2)
(y + sj(x))

m−1/2, (2.2)

where sj(x) =
∫ x

ζj(x)dx and Γ(z) denotes Euler’s gamma function. Then the
Borel sum Φj(x, η) of ϕj(x, η) is, by definition,

Φj(x, η) =

∫ ∞

−sj(x)

e−ηyϕj,B(x, y) dy. (2.3)

Here the path of integration is taken to be parallel to the positive real axis.
For the basic properties of the Borel sum and the Borel transform we refer the
reader to [5], [7]. When the Borel sum (2.3) is well-defined, ϕj(x, η) is said to
be Borel summable. To be more precise, ϕj(x, η) is Borel summable when there
exists a positive constant δ so that ϕj,B(x, y) can be analytically continued to
a tubular domain

Eδ
−sj(x)

:=
⋃

t≥0

{y ∈ C; |y − t+ sj(x)| < δ}

in y-plane and further ϕj,B(x, y) satisfies an exponential estimate

|ϕj,B(x, y)| ≤ C1 exp(C2|y|)

in Eδ
−sj(x)

with some positive constants C1, C2.

To describe the region where a WKB solution is Borel summable, we intro-
duce the following

Definition 2.1. (i) When the characteristic equation (1.4) has a multiple root
(for ζ) at x = a, a is said to be a turning point. In other words, a turning
point is a zero of the discriminant of (1.4). In particular, a simple zero of the
discriminant is called a simple turning point. When two roots ζj(x) and ζj′(x)
(j 6= j′) of (1.4) merge at a turning point x = a, a is said to be of type (j, j′).
(ii) Let x = a be a turning point of type (j, j′). Then, a curve emanating from
a defined by

ℑ
∫ x

a

(ζj(x)− ζj′(x)) dx = 0

is called a Stokes curve of type (j, j′). In particular, a Stokes curve is said to
be of type j > j′ (resp., j < j′) when ℜ

∫ x

a
(ζj(x) − ζj′(x)) dx > 0 (resp., < 0)

holds on it.
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A region surrounded by Stokes curves is called a Stokes region. Note that at
a simple turning point x = a there exist exactly two roots ζj(x) and ζj′(x) of
(1.4) that merge at x = a and

∂σ0(P )

∂x

∣

∣

∣

∣

(x,ζ)=(a,ζj(a))

6= 0

holds.
In the case of second order equations (i.e., n = 2), the region where a

WKB solution is Borel summable is completely described by Stokes curves.
That is, the following Theorem 2.1 holds. Here, and throughout this paper, we
assume the following condition to avoid some difficulties caused by degenerate
situations:

There exists no Stokes curve that connects two turning points. (ND)

Note that the condition (ND) means that every Stokes curve emanating from a
turning point flows into the point at infinity.

Theorem 2.1 ([15]). Let n = 2 and suppose the condition (ND). Then a WKB

solution is Borel summable except on Stokes curves. That is, a WKB solution

is Borel summable in each Stokes region.

Furthermore, in the case of second order equations WKB solutions enjoy the
following properties (Theorems 2.2 and 2.3) on a Stokes curve emanating from
a simple turning point.

Theorem 2.2 ([18],[1],[12]). Let n = 2 and suppose (ND). We denote the

roots of the characteristic equation (1.4), which is quadratic, by ζ = ζ±(x). Let

x = 0 be a simple turning point and ϕ± be WKB solutions of (1.1) normalized

at x = 0. Then, when x lies on a Stokes curve of type + > − emanating from

x = 0, the Borel transform ϕ+,B(x, y) of a WKB solution ϕ+ has a singularity

at y = −
∫ x

0
ζ−dx. This is the unique singularity of ϕ+,B(x, y) in a neighborhood

of
{

y ∈ C; y = −
∫ x

0

ζ+dx+ v, v > 0

}

.

Furthermore, the Borel transform ϕ−,B(x, y) of ϕ− has no singularity in a neigh-

borhood of
{

y ∈ C; y = −
∫ x

0

ζ−dx+ v, v > 0

}

,

and hence ϕ− is Borel summable on a Stokes curve of type + > −.

Here WKB solutions ϕ± of (1.1) normalized at a simple turning point x = a
mean WKB solutions of the form

ϕ±(x, η) =
1√
Sodd

exp

(

−η
∫ x

a

a1(x)

2a2(x)
dx±

∫ x

a

Sodd dx

)

, (2.4)
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where Sodd (resp., Seven) denotes the odd (resp., even) part of (∂/∂x) logϕ±,
i.e., (∂/∂x) logϕ± = ±Sodd + Seven, and the integral of Sodd in the right-hand
side of (2.4) is considered to be a contour integral starting from x and returning
to x after encircling a. Note that, since

Seven = −1

2

∂

∂x
logSodd − η

a1(x)

2a2(x)

holds in the case of second order equations, (2.4) actually gives a WKB solution
of (1.1).

Theorem 2.3 ([18],[1]). Let n = 2 and suppose (ND). Let x = 0 be a simple

turning point and C a Stokes curve of type + > − emanating from x = 0. Then

for the Borel transforms ϕ±,B(x, y) of WKB solutions ϕ± normalized at x = 0
the following relation holds:

∆y=−
∫

x

0
ζ−dx ϕ+,B(x, y) =

√
−1ϕ−,B(x, y), (2.5)

where ∆y=σ(x)f(x, y) stands for the discontinuity of f(x, y) along the cut {y; y =
σ(x) + v, v > 0}, that is, the difference of the boundary value of f(x, y) from

upper-side of the cut and that from lower-side of the cut. Furthermore, if we de-

note two Stokes regions neighboring along C by Uk (k = 1, 2) and the Borel sums

of ϕ± in Uk by Φ
(k)
± , we have the following relation (“connection formula”):

{

Φ
(1)
+ = Φ

(2)
+ ±

√
−1Φ

(2)
− ,

Φ
(1)
− = Φ

(2)
− .

(2.6)

Here we take the +-sign (resp., −-sign) in the right-hand side of (2.6) when

the path of analytic continuation from U1 to U2 crosses C in an anti-clockwise

(resp., clockwise) manner viewed from x = 0.

In the case of higher order equations (i.e., n ≥ 3), however, the situation
becomes much more complicated. Stokes curves are not sufficient to describe the
region where a WKB solution is Borel summable. As a matter of fact, as already
explained in Introduction, Berk et al. ([6]) first pointed out that Stokes curves of
a higher order equation may cross in general and that the Borel summability of a
WKB solution may break down on what they call a new Stokes curve emanating
from a crossing point of Stokes curves, in particular, an ordered crossing point
of Stokes curves which is defined as follows:

Definition 2.2. Let j, k, l be a triple of mutually distinct indices. Then a
crossing point of a Stokes curve of type j > k and a Stokes curve of type k > l
is called an ordered crossing point. A crossing point which is not an ordered
crossing point is called a non-ordered crossing point.

Later, by making use of microlocal analysis, Aoki-Kawai-Takei ([2]) intro-
duced the notion of virtual turning points and defined a new Stokes curve to
be a Stokes curve emanating from a virtual turning point. Note that the Borel
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summability of a WKB solution does not break down on all portions of new
Stokes curves. For example, the Borel summability does hold near a virtual
turning point; the Borel summability breaks down only on the portion of a
new Stokes curve after passing over an ordered crossing point. In this way the
Borel summability of WKB solutions of higher order equations is a very subtle
problem. For the precise definition of virtual turning points and more detailed
properties of virtual turning points and new Stokes curves we refer the reader
to [10]. In what follows, if there is no fear of confusions, new Stokes curves are
also called Stokes curves for short.

Now, in this paper, to discuss the Borel summability of WKB solutions of a
higher order equation, we consider the relationship between the Stokes geometry
of P̃ and that of P when P̃ is the middle convolution of P . In particular, we
investigate the case where a higher order equation P̃ψ = 0 is obtained from a
second order equation Pϕ = 0 via middle convolution. For that purpose we
employ an idea of the exact steepest descent method developed by Aoki-Kawai-
Takei ([3, 4]).

In [3, 4], for a differential equation of the form (1.1), its solution given by
the integral

ϕ(x, η) =

∫

eηxξϕ̂k dξ (2.7)

is studied, where ϕ̂k is a WKB solution of the Laplace transform (with a large
parameter with respect to the independent variable x)

P̂ ϕ̂(ξ, η) =

n
∑

j=0

deg aj
∑

k=0

ajk

(

−η−1 ∂

∂ξ

)k

ξjϕ̂(ξ, η) = 0

of Pϕ = 0. The integrand of (2.7) has the form exp(ηFk + O(η0)) with some
function Fk and hence, if we take a steepest descent path of ℜFk passing through
a saddle point ξj(x) of Fk (i.e., a zero of ∂Fk/∂ξ in ξ-plane) as the integration
path of (2.7), we can expect that the integral (2.7) gives a WKB solution of
Pϕ = 0. Here one important point is that, when the steepest descent path in
question crosses a Stokes curve of P̂ of type k > k′ (k 6= k′), we have to bifurcate
another steepest descent path of ℜFk′ passing through the crossing point. We
repeat this bifurcation process of steepest descent paths until no further new
crossing point of a steepest descent path and a Stokes curve appears and call the
totality of such steepest descent paths “an exact steepest descent path” passing
through a saddle point ξj(x) when the process terminates. The exact steepest
descent method deals with the integral of the form (2.7) along such an exact
steepest descent path. In [3, 4] it is examined that the integral (2.7) along an
exact steepest descent path gives the Borel sum of a WKB solution of Pϕ = 0
and further that a Stokes phenomenon occurs with the Borel sum of a WKB
solution if and only if an exact steepest descent path passes through another
saddle point. Note that such an exact steepest descent path also appears in
the study of the Borel summability of some formal solutions of second order
inhomogeneous linear ordinary differential equations (cf. [16]).
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We apply this idea of the exact steepest descent method to our problem. In
our current situation a solution of P̃ψ = 0, obtained from Pϕ = 0 via middle
convolution, is given by

ψ(x, η) =

∫

(x− z)µη−1ϕk(z, η) dz, (2.8)

where ϕk is a WKB solution of the original equation Pϕ = 0. Since the integrand
of (2.8) again has the form exp(ηfk +O(η0)) with

fk = µ log(x− z) +

∫ z

ζk(z) dz,

where ζk(z) denotes a root of the characteristic equation (1.4), we take a steepest
descent path of ℜfk passing through a saddle point zj(x) of fk as the integration
path of (2.8). Then we can expect that the integral (2.8) gives a suitably
normalized WKB solution η−1/2ψj of P̃ψ = 0. (For the precise definition of
ψj see (3.13) below.) Furthermore, when the steepest descent path in question
crosses a Stokes curve of Pϕ = 0 of type k > k′ (k 6= k′), we bifurcate another
steepest descent path of ℜfk′ passing through the crossing point and repeat this
bifurcation process of steepest descent paths until the process terminates, that
is, until no further new crossing point of a steepest descent path and a Stokes
curve appears. Following the terminology of [3, 4], we call the totality of such
steepest descent paths “an exact steepest descent path” of (2.8) passing through
a saddle point zj(x).

Then our main theorem can be formulated as follows:

Main Theorem. Let P̃ψ = 0 be obtained from Pϕ = 0 via middle convolution.

Suppose that P is of second order and that all the turning points are simple and

the condition (ND) holds for Pϕ = 0. Let zj(x) be a saddle point of (2.8)
which does not coincide with a turning point. We further assume that the above

bifurcation process terminates in finite steps so that an exact steepest descent

path passing through zj(x) is well-defined. Then, for a given x, if the exact

steepest descent path passing through zj(x) does not pass through any other

saddle point, a WKB solution η−1/2ψj(x, η) of P̃ψ = 0 corresponding to the

integral (2.8) along an (exact) steepest descent path passing through zj(x) is

Borel summable at x.

Corollary 2.1. Under the situation of Main Theorem, a point x is not located

on any Stokes curve of P̃ψ = 0, if any exact steepest descent path passing through

a saddle point of the integral (2.8) does not pass through any other saddle point.

Remark 2.1. As we will see in Section 5, it sometimes happens that, although
the exact steepest descent path passing through zj(x) hits another saddle point,
a WKB solution η−1/2ψj(x, η) becomes Borel summable due to some subtle
cancellations of connection coefficients. However, except for such cases where
subtle cancellations occur, it is expected that the converse of Main Theorem is
also true. In other words, the geometry of exact steepest descent paths of the
integral (2.8) almost characterizes the Stokes geometry of P̃ψ = 0.

8



Remark 2.2. As mentioned in Introduction, the Borel summability of WKB
solutions and the complete structure of Stokes geometry are well understood
only for second order equations at the present stage. This is the reason why in
Main Theorem we impose the constraint that P is of second order. However it
is expected that Main Theorem also holds without this constraint. For example,
as is clear from the discussion in the subsequent sections, Main Theorem does
hold also for a higher order operator P if the structure of its complete Stokes
geometry is known.

In the subsequent two sections we will give a proof of Main Theorem. In
Section 3 we consider the relationship between the integral (2.8) and a WKB
solution η−1/2ψj(x, η) locally near a saddle point and then discuss their global
correspondence in Section 4 by taking the effect of an exact steepest descent
path into account.

3 Proof of Main Theorem, I — Local analysis

near saddle points

In this section, as the first step toward the proof of Main Theorem, we consider
the relationship between the integral (2.8) and a WKB solution η−1/2ψj(x, η)

of P̃ψ = 0 locally near a saddle point.
Let Pϕ = 0 be a differential equation of the form (1.1). Let x = a be

a simple turning point of this differential equation and ϕk(x, η) be a WKB
solution normalized at x = a with S−1(x) = ζk(x). Then we can rewrite (2.8)
as follows:
∫

(x− z)µη−1ϕk(z, η)dz =

∫

(x− z)µη−1 exp

(∫ z

a

(ηζk(z) + · · · )dz
)

dz

=

∫

exp

(

η

(

µ log(x− z) +

∫ z

a

ζk(z)dz

)

+ · · ·
)

dz,

where · · · denotes lower order terms with respect to η. Here, and throughout
this paper, we define fk as

fk = µ log(x− z) +

∫ z

a

ζk(z)dz. (3.1)

Let zj(x) be a saddle point of fk and C
(k)
zj(x)

be the steepest descent path of ℜfk
passing through zj(x).

There is the following relation between zj(x) and characteristic roots of P̃ .

Proposition 3.1. The following statements (i) and (ii) are equivalent.

(i) There exists k such that z is a saddle point of fk.
(ii) µ

x−z is a characteristic root of P̃ .

To prove Proposition 3.1 we make use of the following lemma verified in [11].
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Lemma 3.1 ([11], Lemma 2.5). Let P be a differential operator of the form

(1.1) and P̃ = mcµηP be its middle convolution. Then the total symbol of P̃ is

given by

σ(P̃ )(x, ζ) =
∑

k≥0

(−1)k

k!
[µ− η−1l]k

∂kσ0(P )

∂xk
ζl−k, (3.2)

where σ0(P )(x, ζ) = 0 denotes the characteristic equation of P and

[λ]k =

{

1 (k = 0),

λ(λ+ η−1) · · · (λ+ (k − 1)η−1) (k ≥ 1).

In particular, by taking the leading part of (3.2) with respect to η, we find that

the characteristic equation σ0(P̃ )(x, ζ) = 0 of P̃ is given as follows:

σ0(P̃ )(x, ζ) = ζlσ0(P )

(

x− µ

ζ
, ζ

)

.

Proof of Proposition 3.1. By the definition of zj(x), (i) is equivalent to −µ
x−z +

ζk(z) = 0. In terms of w = µ
x−z we can rewrite this as ζk(x−µ/w) = w, that is,

σ0(P )(x− µ/w,w) = 0. It then follows from Lemma 3.1 that this is equivalent
to σ0(P̃ )(x,w) = 0, that is, σ0(P̃ )(x,

µ
x−z ) = 0. Hence we obtain (ii).

Corollary 3.1. There exist n+ l saddle points of fk.

From now on we assume that the order of all zeros of ∂fk/∂z is 1.

Taking the steepest descent path C
(k)
zj(x)

as the integration path of (2.8), we

now consider the integral
∫

C
(k)

zj(x)

(x− z)µη−1Φk(z, η)dz, (3.3)

where Φk(z, η) is the Borel sum of a WKB solution ϕk(z, η) of Pϕ = 0. In what
follows we will see that (3.3) is related to a WKB solution of P̃ψ = 0 of the
form

ψj = η−1/2 exp

(

η

∫ x µdx

x− zj(x)
+ · · ·

)

. (3.4)

We let fk,0 = fk(zj(x)) and parametrize C
(k)
zj(x)

by fk = fk,0 − u2 (u ∈ R).

Then we have
∫

C
(k)

zj(x)

(x− z)µη−1Φk(z)dz

=

∫

C
(k)

zj(x)

(x− z)µη−1

∫

ỹ=−
∫

z

a
ζk(z)dz+v
v≥0

e−ηỹϕk,B(z, ỹ)dỹdz (3.5)

=

∫

C
(k)

zj(x)

∫

ỹ=−
∫

z

a
ζk(z)dz+v
v≥0

exp(η(µ log(x− z)− ỹ)ϕk,B(z, ỹ)(x− z)−1dỹdz
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=

∫

fk=fk,0−u2

u∈R

∫

y=−fk+v
v≥0

e−ηyϕk,B(z, y + µ log(x− z))(x− z)−1dydz

=

∫

fk=fk,0−u2

u∈R

∫

y=−fk,0+w

w≥u2

e−ηyϕk,B(z, y + µ log(x− z))(x− z)−1dydz

=

∫

y=−fk,0+w
w≥0

e−ηy

∫

fk=fk,0−u2

−
√
w≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy.

Here we have used a change of variable y = ỹ−µ log(x−z) in the third equality
and put w = u2 + v in the fourth equality.

On the other hand, since

dfk,0
dx

=
d

dx

(

µ log(x− zj(x)) +

∫ zj(x)

a

ζk(z)dz

)

=
µ(1− z′j(x))

x− zj(x)
+ z′j(x)ζk(zj(x))

=
µ

x− zj(x)
+ z′j(x)

∂

∂z

(

µ log(x− z) +

∫ z

a

ζk(z)dz

)∣

∣

∣

∣

z=zj(x)

=
µ

x− zj(x)

holds, we can write

fk,0 =

∫ x

ã

µdx

x− zj(x)

with an appropriately chosen point ã satisfying fk(zj(ã)) = 0. Hence we obtain

∫

C
(k)

zj(x)

(x− z)µη−1Φk(z)dz =

∫

y=−
∫

x

ã

µdx

x−zj(x)
+w

w≥0

e−ηyχ(x, y)dy, (3.6)

where

χ(x, y) =

∫

fk=fk,0−u2

−
√
w≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dz. (3.7)

Taking Proposition 3.1 into account, we find that the integration path in
the right-hand side of (3.6) coincides with the integration path of the Borel sum
of (3.4). Thus it is expected that χ(x, y) is equal to the Borel transform of a
suitably normalized WKB solution ψj of P̃ψ = 0. As a matter of fact, we can
prove the following theorem.

Theorem 3.1. The function χ(x, y) given by (3.7) is equal to the Borel trans-

form of η−1/2ψj in a neighborhood of y = −
∫ x

ã
µdx

x−zj(x)
.

Before we give a proof of Theorem 3.1, we prepare some lemmas. Let w =
y +

∫ x

ã
µdx

x−zj(x)
and assume that |w| is sufficiently small. Let z(±) be points

11



satisfying fk(z
(±)) = fk,0 − w. Since the integrand of the right-hand side of

(3.7) has square-root type singularities at z = z(±) by the definition of ϕk,B ,
χ(x, y) can be considered as the following contour integral:

χ(x, y) =
1

4

∫

C

ϕk,B(z, y + µ log(x− z))(x− z)−1dz.

Here C is a path of Jordan-Pochhammer type shown in Figure 1. If there is no
fear of confusions, we omit C and 1/4 in what follows.

Figure 1: A path C.

Lemma 3.2. For all j ∈ N, χ(x, y) satisfies the following equalities:

∂jyχ(x, y) =

∫ (

∂

∂t

)j

ϕk,B(z, t)

∣

∣

∣

∣

∣

t=y+µ log(x−z)

(x− z)−1dz, (3.8)

∂jxχ(x, y) =

∫ (

∂

∂z

)j

ϕk,B(z, t)

∣

∣

∣

∣

∣

t=y+µ log(x−z)

(x− z)−1dz, (3.9)

(x− µ∂y∂
−1
x )jχ(x, y) =

∫

[zjϕk,B(z, t)]
∣

∣

t=y+µ log(x−z)
(x− z)−1dz + Fj .

(3.10)

Here we use the notations ∂x = ∂/∂x, ∂y = ∂/∂y and Fj denotes a function

satisfying ∂jxFj = 0.

Proof. We first note that (3.8) is trivial since χ(x, y) is a contour integral.
To prove (3.9), it suffices to prove the case j = 1. By integration by parts,

we have
∫

ϕk,B(z, y + µ log(x− z))(x− z)−2dz

=

∫

ϕk,B(z, y + µ log(x− z))
∂

∂z
(x− z)−1dz

=−
∫

∂

∂z
(ϕk,B(z, y + µ log(x− z)))(x− z)−1dz

=−
∫

[

∂

∂z
ϕk,B(z, t)

∣

∣

∣

∣

t=y+µ log(x−z)

(x− z)−1

12



− ∂

∂t
ϕk,B(z, t)

∣

∣

∣

∣

t=y+µ log(x−z)

µ(x− z)−2

]

dz.

Hence we have

∂xχ(x, y) =

∫

[

∂

∂t
ϕk,B(z, t)

∣

∣

∣

∣

t=y+µ log(x−z)

µ(x− z)−2

−ϕk,B(z, y + µ log(x− z))(x− z)−2
]

dz

=

∫

∂

∂z
ϕk,B(z, t)

∣

∣

∣

∣

t=y+µ log(x−z)

(x− z)−1dz.

This verifies (3.9).
We prove (3.10) by induction on j. First, since

µ∂y∂
−1
x χ(x, y) = µ∂−1

x

∫

∂

∂t
ϕk,B(z, t)

∣

∣

∣

∣

t=y+µ log(x−z)

(x− z)−1dz

= ∂−1
x

∫

∂

∂x
ϕk,B(z, y + µ log(x− z))dz

=

∫

ϕk,B(z, y + µ log(x− z))dz + F1,

we have

(x− µ∂y∂
−1
x )χ(x, y) =

∫

ϕk,B(z, y + µ log(x− z))

(

x

x− z
− 1

)

dz + F1

=

∫

[zϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz + F1.

This shows that (3.10) is true in the case j = 1. We next assume that (3.10) is
true for j ≥ 1. Then we have

(x− µ∂y∂
−1
x )j+1χ(x, y)

=(x− µ∂y∂
−1
x )

(∫

[zjϕk,B(z, t)]
∣

∣

t=y+µ log(x−z)
(x− z)−1dz + Fj

)

=

∫

[zj+1ϕk,B(z, t)]
∣

∣

t=y+µ log(x−z)
(x− z)−1dz + F̃1 + (x− µ∂y∂

−1
x )Fj ,

where F̃1 is such that ∂xF̃1 = 0. Since

∂j+1
x (F̃1 + (x− µ∂y∂

−1
x )Fj) =∂

j+1
x (xFj)− µ∂y∂

j
xFj

=x∂j+1
x Fj + (j + 1)∂jxFj = 0

holds, (3.10) is also true for j + 1. This completes the proof of Lemma 3.2.

Using Lemma 3.2, we now prove that χ(x, y) satisfies some partial differential
equation.
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Proposition 3.2. Let P̃B be the following partial differential operator:

P̃B = ∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k∂n−j

y ∂jx.

Then P̃Bχ(x, y) = 0 holds.

Proof. It follows from (3.8) that

P̃Bχ(x, y) =∂
l
x

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k∂n−j

y ∂jxχ(x, y)

=∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k−j(x− µ∂y∂

−1
x )j∂jx

×
∫

[

∂n−j
t ϕk,B(z, t)

]∣

∣

∣

t=y+µ log(x−z)
(x− z)−1dz.

Furthermore, we have

(x∂x − µ∂y)

∫

ϕk,B(z, y + µ log(x− z))(x− z)−1dz

=

∫

[x∂zϕk,B(z, t)− µ∂tϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz

=

∫ [(

1 +
z

x− z

)

∂zϕk,B(z, t)−
µ

x− z
∂tϕk,B(z, t)

]∣

∣

∣

∣

t=y+µ log(x−z)

dz

=

∫

[z∂zϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz

+

∫ [(

∂z −
µ

x− z
∂t

)

ϕk,B(z, t)

]∣

∣

∣

∣

t=y+µ log(x−z)

dz

=

∫

[z∂zϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz

+

∫

∂z(ϕk,B(z, y + µ log(x− z)))dz

=

∫

[z∂zϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz. (3.11)

Hence, using (3.11) and the following formulas of differential operators

(x− µ∂y∂
−1
x )j∂jx = (x∂x − µ∂y)(x∂x − µ∂y − 1) · · · (x∂x − µ∂y − (j − 1)),

x∂x(x∂x − 1) · · · (x∂x − (j − 1)) = xj∂jx,

14



we can calculate P̃Bχ(x, y) as follows:

P̃Bχ(x, y)

=∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k−j(x∂x − µ∂y)(x∂x − µ∂y − 1) · · ·

· · · (x∂x − µ∂y − (j − 1))

∫

[

∂n−j
t ϕk,B(z, t)

]∣

∣

∣

t=y+µ log(x−z)
(x− z)−1dz

=∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k−j

×
∫

[

z∂z · · · (z∂z − (j − 1))∂n−j
t ϕk,B(z, t)

]∣

∣

∣

t=y+µ log(x−z)
(x− z)−1dz

=∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µ∂y∂
−1
x )k−j

×
∫

[

zj∂jz∂
n−j
t ϕk,B(z, t)

]∣

∣

∣

t=y+µ log(x−z)
(x− z)−1dz.

Finally, by using (3.10), we thus obtain

P̃Bχ(x, y)

=∂lx

n
∑

j=0

deg aj
∑

k=0

ajk

(∫

[

zk−jzj∂jz∂
n−j
t ϕk,B(z, t)

]∣

∣

∣

t=y+µ log(x−z)
(x− z)−1dz + Fk−j

)

=∂lx





∫

[PBϕk,B(z, t)]|t=y+µ log(x−z) (x− z)−1dz +
n
∑

j=0

deg aj
∑

k=0

ajkFk−j





=0.

As ψj satisfies

P̃ψj = η−l−n∂lx

n
∑

j=0

deg aj
∑

k=0

ajk(x− µη∂−1
x )kηn−j∂jxψj = 0

due to (1.5), its Borel transform ψj,B(x, y) also satisfies P̃Bψj,B = 0. That
is, χ(x, y) and the Borel transform of ψj satisfy the same partial differential
equation. Now we will prove that χ(x, y) is a constant multiple of the Borel
transform of η−1/2ψj .

Substituting the definition of the Borel transform into the integrand of
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χ(x, y), we have

χ(x, y)

=

∫

∑

n≥0

ϕk,n(z)

Γ(n+ 1/2)

(

y + µ log(x− z) +

∫ z

a

ζk(z)dz

)n−1/2

(x− z)−1dz

=

∫

√
w

−
√
w

∑

n≥0

ϕk,n(z(u))

Γ(n+ 1/2)

(

y + fk,0 − u2
)n−1/2

(x− z(u))−1 ∂z

∂u
du

=

∫

√
w

−
√
w

∑

n≥0

ϕk,n(z(u))

Γ(n+ 1/2)
(x− z(u))−1 ∂z

∂u

(

w − u2
)n−1/2

du. (3.12)

Here z(u) denotes an implicit function from u to z defined by fk(z) = fk,0 − u2

and we put w = y + fk,0 in the last equality.
We will prove that

Φk,n(u) =
ϕk,n(z(u))

Γ(n+ 1/2)
(x− z(u))−1 ∂z

∂u

is holomorphic at u = 0. By the Taylor expansion of fk, we have

fk,0 − u2 = fk

=fk,0 +
∂fk
∂z

∣

∣

∣

∣

z=zj(x)

(z − zj(x)) +
1

2

∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

(z − zj(x))
2 + · · ·

=fk,0 +
1

2

∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

(z − zj(x))
2 +

1

3!

∂3fk
∂z3

∣

∣

∣

∣

z=zj(x)

(z − zj(x))
3 + · · · ,

which implies

u2 = −
(

1

2

∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

(z − zj(x))
2 +

1

3!

∂3fk
∂z3

∣

∣

∣

∣

z=zj(x)

(z − zj(x))
3 + · · ·

)

.

On the other hand,
∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

6= 0

holds since zj(x) is a simple zero of ∂fk/∂z. Therefore we have

u =

√

−1

2

∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

(z − zj(x))g(z)

where g(z) is holomorphic at z = zj(x) and satisfies g(zj(x)) = 1. Hence we
have

∂u

∂z

∣

∣

∣

∣

z=zj(x)

=

√

−1

2

∂2fk
∂z2

∣

∣

∣

∣

z=zj(x)

6= 0,
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which means ∂z/∂u is holomorphic at u = 0. Thus Φk,n(u) is also holomorphic
at u = 0.

Next we will prove that the integrand of (3.12) converges absolutely and
uniformly on [−√

w,
√
w] for sufficiently small w. We take sufficiently small R

so that

U := {u ∈ C ; |u| < R}
⊂ (domain of holomorphy for Φk,n(u) including u = 0)

holds. We also take sufficiently small w so that {u ∈ C ; |u| ≤
√

|w|} ⊂ U holds.
Then there exists a constant M > 0 independent of n such that

∣

∣

∣

∣

(x− z(u))−1 ∂z

∂u

∣

∣

∣

∣

≤M (|u| ≤
√

|w|).

Note that zj(x) 6= x because z(0) = zj(x) is a zero of ∂fk/∂z and x is a pole of
∂fk/∂z. Let Ū be the closure of U and put K = z(Ū). Since K is a compact
set of C \ {turning point of P}, there exist constants A,C > 0 such that

sup
u∈U

|ϕk,n(z(u))| = sup
z∈K

|ϕk,n(z)| ≤ ACnn! (n = 0, 1, 2, . . . ).

On the other hand, we have

lim
n→∞

n−
1
2n!

Γ(n+ 1/2)
= 1

by Stirling’s formula. Hence, if we take a constant C ′ such that n1/2 < (C ′/C)n

for all n = 0, 1, 2, . . . , we have

|Φk,n(u)| ≤
ACnn!

n−1/2n!
M ≤ AMC ′n

on |u| ≤
√

|w| for all n = 0, 1, 2, . . . . We rewrite AM and C ′ as A and C,
respectively. Then the integrand of (3.12) converges uniformly on |w| ≤ 1/4C
since the following estimate holds on |w| ≤ 1/4C:

|Φk,n(u)(w − u2)n| ≤ ACn(2|w|)n ≤ A

2n
.

Therefore we can write χ(x, y) as follows:

χ(x, y) =
∑

n≥0

∫

√
w

−
√
w

Φk,n(u)(w − u2)n−1/2du

where w = y + fk,0. Let Φk,n(u) =
∑

l≥0 an,lu
l be the Taylor expansion of
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Φk,n(u) at u = 0. Then we have

χ(x, y) =
∑

n≥0

∫

√
w

−
√
w

∑

l≥0

an,lu
l(w − u2)n−1/2du

=
∑

n≥0

∑

l≥0

an,l

∫

√
w

−
√
w

ul(w − u2)n−1/2du

=
∑

n≥0

∑

l≥0

an,l

∫ 1

−1

(
√
wt)l(w − wt2)n−1/2

√
wdt

=
∑

n≥0

∑

l≥0

an,l

∫ 1

−1

tl(1− t2)n−1/2dtwn+ 1
2 l

=
∑

n≥0

∑

l≥0

an,2l

∫ 1

−1

t2l(1− t2)n−1/2dtwn+l.

Here we have used a change of variables u =
√
wt in the third equality and

the fact that the integral is equal to 0 when l is odd in the last equality. The
constant term of this series is

a0,0

∫ 1

−1

t0(1− t2)0−
1
2 dt =πΦk,0(0)

=π
ϕk,0(zj(x))

Γ(1/2)
(x− zj(x))

−1 ∂z

∂u

∣

∣

∣

∣

u=0

.

Thanks to the assumption that a saddle point zj(x) of fk is not a turning point
of P , ϕk,0(zj(x)) 6= 0 holds. Furthermore, as we have already dicussed above,

(∂z/∂u)|u=0 6= 0 holds. Therefore, if we put w = y+
∫ x

ã
µdx

x−zj(x)
, χ(x, y) is a holo-

morphic function of w in a neighborhood of w = 0 and satisfies χ(x, y)|w=0 6= 0.
Having these facts in mind, we will prove Theorem 3.1. We rewrite χ(x, y)

as follows:

χ(x, y) =
∑

n≥0

χnw
n

=
∑

n≥0

χn

(

y +

∫ x

ã

µdx

x− zj(x)

)n

=B



exp

(

η

∫ x

ã

µdx

x− zj(x)

)

∑

n≥0

χnΓ(n+ 1)η−n−1



 .

Define Tl by

exp





∑

l≥0

Tlη
−l



 =
∑

n≥0

χnΓ(n+ 1)η−n,
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then we can write

χ(x, y) = B



η−1 exp



η

∫ x

ã

µdx

x− zj(x)
+
∑

l≥0

Tlη
−l







 .

It follows from Proposition 3.2 that

B



ηn+lP̃



η−1 exp



η

∫ x

ã

µdx

x− zj(x)
+
∑

l≥0

Tlη
−l













=P̃B



B



η−1 exp



η

∫ x

ã

µdx

x− zj(x)
+
∑

l≥0

Tlη
−l













=P̃Bχ(x, y) = 0.

Therefore we have

P̃



η−1/2 exp



η

∫ x

ã

µdx

x− zj(x)
+
∑

l≥0

Tlη
−l







 = 0.

Thus both η1/2B−1χ(x, y) and ψj are infinite series of the same form with the

same (leading part of the) exponential factor and satisfy P̃ψ = 0. Hence,
thanks to the uniqueness of WKB solutions, we can conclude they coincide (up
to constant multiple). That is, we have

ψj = η−1/2 exp



η

∫ x

ã

µdx

x− zj(x)
+
∑

l≥0

Tlη
−l



 . (3.13)

(To be more precise, we determine the normalization of ψj by the right-hand
side of (3.13).) Thus χ(x, y) = B[η−1/2ψj ], which completes the proof of Theo-
rem 3.1.

4 Proof of Main Theorem, II — Global aspect

and exact steepest descent paths

In the previous section we studied the behavior of χ(x, y) near y = −
∫ x

ã
µdx

x−zj(x)

by making use of properties of the integral (3.3) near saddle points. In this sec-
tion, to complete the proof of Main Theorem, we investigate the global behavior
of χ(x, y) by taking account of the geometry of the integration path of (3.3),

i.e., the steepest descent path C
(k)
zj(x)

.

In what follows, as in the preceding section, we assume that P is of second
order and ζk(x), ζk′(x) denote the roots of its characteristic equation. We further
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assume fk,0 = fk(zj(x)) and C
(k)
zj(x)

is parametrized by fk = fk,0 − u2 (u ∈ R).

We first consider the case where C
(k)
zj(x)

does not cross any Stokes curve of Pϕ =

0. In this case, as variables y and w ≥ 0 are related by

y = −
∫ x

ã

µdx

x− zj(x)
+ w = −fk,0 + w = −fk(zj(x)) + w

in the integral (3.6), the second variable of the integrand ϕk,B of the definition
(3.7) of χ(x, y) can be written in terms of w as follows:

y + µ log(x− z) =− fk(zj(x)) + w + µ log(x− z)

=− fk(z)− u2 + w + µ log(x− z)

=−
∫ z

a

ζk(z)dz − u2 + w. (4.1)

Since C
(k)
zj(x)

does not cross a Stokes curve by the assumption, it follows from

Theorem 2.1 that ϕk(z, η) is Borel summable when z is on C
(k)
zj(x)

, that is,

ϕk,B(z, y) is analytically continuable along y = −
∫ z

a
ζkdz + v, v ≥ 0. Hence, in

this case, the integration path of (3.7) does not hit a singularity of ϕk,B(z, y +
µ log(x − z)) when u satisfies −√

w ≤ u ≤ √
w in view of (4.1). This implies

that χ(x, y) is analytically continuable along y = −
∫ x

ã
µdx

x−zj(x)
+ w, w ≥ 0.

Furthermore, the Borel summability of ϕk(z, η) implies the following exponential
estimate:

∣

∣

∣

∣

ϕk,B

(

z,−
∫ z

a

ζkdz + v

)∣

∣

∣

∣

≤ C1(|z|+ 1)−α exp(C2|v|) (v ≥ 0),

where α,C1, C2 are positive constants. (The constant α is determined by the
coefficients aj(x) of Pϕ = 0. See [15] for the details. In this paper, however,
the value of α is irrelevant.) Therefore we have

∣

∣

∣

∣

χ

(

x,−
∫ x

ã

µdx

x− zj(x)
+ w

)∣

∣

∣

∣

= |χ(x, y)|

=

∣

∣

∣

∣

∣

∣

∫

fk(z)=fk,0−u2

−
√
w≤u≤

√
w

ϕk,B

(

z,−
∫ z

a

ζkdz + w − u2
)

(x− z)−1dz

∣

∣

∣

∣

∣

∣

≤
∫

fk(z)=fk,0−u2

−
√
w≤u≤

√
w

C1(|z|+ 1)−α exp(C2(w − u2))|x− z|−1|dz|

≤ C1 exp(C2|w|)
∫

fk(z)=fk,0−u2

−
√
w≤u≤

√
w

exp(−C2u
2)(|z|+ 1)−α|x− z|−1|dz|

for w ≥ 0. Since the integral in the last equality is bounded by a positive
constant M , we obtain the following estimate:

∣

∣

∣

∣

χ

(

x,−
∫ x

ã

µdx

x− zj(x)
+ w

)∣

∣

∣

∣

≤ C1M exp(C2|w|).

20



Summarizing the above, we have verified the following.

Theorem 4.1. Under the assumptions of Main Theorem, if the steepest descent

path C
(k)
zj(x)

of ℜfk passing through a saddle point zj(x) does not cross any Stokes

curve of Pϕ = 0 and, further, if it does not flow into any other saddle point of

fk, then η
−1/2ψj is Borel summable.

We next consider the case where the steepest descent path C
(k)
zj(x)

crosses

a Stokes curve of Pϕ = 0 once. In this case, a singularity appears in the
integration path of (3.7). We will study the effects of this singularity to (the
analytic continuation of) χ(x, y).

Assume that the steepest descent path C
(k)
zj(x)

crosses a Stokes curve of type

k > k′, which emanates from a turning point z = a0 of P , at z = z0 in an
anti-clockwise manner. We let u0 be a parameter corresponding to z0, i.e.,
fk(z0) = fk,0 − u20, and let v0 :=

∫ z0
a0

(ζk − ζk′)dz > 0 and w0 := u20 + v0. We

denote by ϕ
(0)
∗ (z, η) (∗ = k, k′) a WKB solution of Pϕ = 0 normalized at a0,

that is, normalized at the turning point where the Stokes curve in question

emanates. Then the following relation holds between ϕ∗ and ϕ
(0)
∗ :

ϕ∗(z, η) =W∗ exp

(

η

∫ a0

a

ζ∗(z)dz

)

ϕ
(0)
∗ (z, η) (∗ = k, k′), (4.2)

where W∗ (=W+ or W−) is defined by

W± = exp

(

±
∫ a0

a

(Sodd,0 + η−1Sodd,1 + · · · ) dz
)

.

Here Sodd = ηSodd,−1 + Sodd,0 + η−1Sodd,1 + · · · denotes the odd part of
(∂/∂x) logϕ±. Note that W∗ is independent of z and Borel summable under
our current assumptions. As a matter of fact, evaluating both sides of (4.2)

at some point z outside Stokes curves, we find both ϕ∗(z, η) and ϕ
(0)
∗ (z, η) are

Borel summable thanks to Theorem 2.1 and so is W∗.
Using the relation (4.2) and Theorem 2.2, we now verify that a singularity

of the integrand of (3.7) appears on its integration path when z = z0. It follows

from Theorem 2.2 that ϕ
(0)
k,B(z, y) has singularities at

y = −
∫ z

a0

ζk(z)dz, −
∫ z

a0

ζk′(z)dz

when z = z0. Then, since (4.2) implies

ϕk,B(z, y) = (Wk,B ∗ ϕ(0)
k,B)

(

z, y +

∫ a0

a

ζk(z) dz

)

(4.3)

and Wk,B is holomorphic near the positive real axis by its Borel summability
noted above, ϕk,B(z, y) has singularities at

y = −
∫ z

a

ζk(z)dz, −
∫ z

a0

ζk′(z)dz −
∫ a0

a

ζk(z)dz
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when z = z0. Using (4.1) at z = z0, i.e.,

y + µ log(x− z0) = −
∫ z0

a

ζk(z)dz − u20 + w

for the second variable of the integrand of (3.7), we thus find that the integrand
has a singularity at

w = u20 +

∫ z0

a0

(ζk − ζk′) dz = u20 + v0 =: w0.

That is, when z = z0 and y = −fk,0+w0 = −fk,0+u20+ v0, a singularity of the
integrand hits the integration path of (3.7). Therefore, to consider the analytic
continuation of χ(x, y) for w ≥ w0, we need to deform the integration path so
that we may avoid this singularity.

We denote this singularity by z∗. The above discussion imples that z∗ is
determined by

y + µ log(x− z∗) = −
∫ z∗

a0

ζk′(z)dz −
∫ a0

a

ζk(z)dz (4.4)

for a given x, y. Then we can verify the following:

Lemma 4.1. The singularity z∗ is located on a steepest descent path

C
(k′)
z0 : fk′(z) = fk′(z0)− ũ (ũ ≥ 0)

of ℜfk′ emanating from the crossing point z0. Here fk′ is defined by fk′ =
µ log(x− z) +

∫ z

a
ζk′(z)dz.

Proof. By (4.4) we have

fk′(z∗) =µ log(x− z∗) +

∫ z∗

a

ζk′(z)dz

= − y −
∫ a0

a

(ζk(z)− ζk′(z))dz

= fk,0 − w −
∫ a0

a

(ζk(z)− ζk′(z))dz, (4.5)

while

fk′(z0) =µ log(x− z0) +

∫ z0

a

ζk′(z)dz

=µ log(x− z0) +

∫ z0

a

ζk(z)dz −
∫ z0

a

(ζk(z)− ζk′(z))dz

= fk(z0)− v0 −
∫ a0

a

(ζk(z)− ζk′(z))dz

= fk,0 − w0 −
∫ a0

a

(ζk(z)− ζk′(z))dz. (4.6)
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Figure 2: The integration path on z-plane when w ≥ w0.

Hence
fk′(z∗)− fk′(z0) = w0 − w ≤ 0 (4.7)

holds, that is, z∗ is a point on C
(k′)
z0 satisfying fk′(z∗) = fk′(z0) − ũ∗ with

ũ∗ = w − w0. This completes the proof of Lemma 4.1.

Lemma 4.1 neatly explains why the bifurcated steepest descent path C
(k′)
z0

enters into the theory. Taking account of Lemma 4.1, we decompose (the ana-
lytic continuation of) χ(x, y) for w ≥ w0 as follows:

χ(x, y) =

∫

C
(k)

zj(x)
:−

√
w≤u≤u0

ϕk,B(z, y + µ log(x− z))(x− z)−1dz

+

∫

C
(k)

zj(x)
:u0≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dz

+

∫

γ

ϕk,B(z, y + µ log(x− z))(x− z)−1dz. (4.8)

Here γ designates a path that starts from z0, goes to z∗ along the steepest

descent path C
(k′)
z0 of ℜfk′ and returns to z0 after encircling z∗. (See Figure 2.)

Since C
(k)
zj(x)

has no further crossing points with Stokes curves other than z0
in the current situation, the reasoning employed in the proof of Theorem 4.1
entails that the first two terms of the right-hand side of (4.8) can be analytically
continued to all w ≥ w0 and satisfy exponential estimates there. Thus what
remains to be proved is to verify the analytic continuability of the third term of
the right-hand side of (4.8).

Let I denote the third term of (4.8):

I :=

∫

γ

ϕk,B(z, y + µ log(x− z))(x− z)−1 dz. (4.9)
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To consider the continuability of (4.8), we first note that the Stokes phenomenon
for ϕk on the Stokes curve in question emanating from a0 is described by

ϕk =Wk exp

(

η

∫ a0

a

ζk dz

)

ϕ
(0)
k

→Wk exp

(

η

∫ a0

a

ζk dz

)

(ϕ
(0)
k + iϕ

(0)
k′ )

=ϕk + iWkW
−1
k′ exp

(

η

∫ a0

a

(ζk − ζk′) dz

)

ϕk′ (4.10)

in view of Theorem 2.3. Making use of this connection formula (4.10), we prove
the continuability of I by the following argument. It follows from (4.3) that

I =

∫

γ

(Wk,B ∗ ϕ(0)
k,B)

(

z, y + µ log(x− z) +

∫ a0

a

ζk dz

)

(x− z)−1 dz. (4.11)

Then, when z lies on C
(k′)
z0 , that is, when fk′(z) = fk′(z0)− ũ (ũ ≥ 0) holds, the

second variable of the integrand of (4.11) can be rewritten as

y + µ log(x− z) +

∫ a0

a

ζkdz

= −fk,0 + w + µ log(x− z) +

∫ a0

a

ζkdz

= −fk,0 + w + fk′(z)−
∫ z

a

ζk′dz +

∫ a0

a

ζkdz

= −fk,0 + w + fk′(z) +

∫ a0

a

(ζk − ζk′)dz −
∫ z

a0

ζk′dz

= fk′(z)− fk′(z∗)−
∫ z

a0

ζk′dz (4.12)

= fk′(z0)− fk′(z∗)− ũ−
∫ z

a0

ζk′dz

= w − w0 − ũ−
∫ z

a0

ζk′dz. (4.13)

Here we have used (4.5) and (4.7) in the fourth and sixth equalities, respectively.
Note that, since z0 and z∗ correspond respectively to ũ = 0 and ũ = w − w0 in
view of (4.7), (4.13) is located on a line emanating from −

∫ z

a0
ζk′dz and running

parallel to the positive real axis when z is on the integration path γ of I. By the
assumption that the exact steepest descent path passing through zj(x) does not
flow into any other saddle point, we find z∗ is not a saddle point of fk′ . Hence
it follows from (4.12) that the second variable of the integrand of (4.11) has a
non-zero derivative at z = z∗ and consequently encircles the singularity in an
anti-clockwise manner when z encircles z∗ in an anti-clockwise manner. Thus
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the integral I can be represented as

∫ z∗

z0

[

(Wk,B ∗ ϕ(0)
k,B)

(

z,−
∫ z

a0

ζk′dz + w − w0 − ũ+ i0

)

− (Wk,B ∗ ϕ(0)
k,B)

(

z,−
∫ z

a0

ζk′dz + w − w0 − ũ− i0

)]

(x− z)−1dz

=

∫ z∗

z0

∆y=−
∫

z

a0
ζk′dz(Wk,B ∗ ϕ(0)

k,B)

(

z,−
∫ z

a0

ζk′dz + w − w0 − ũ

)

(x− z)−1dz,

where −
∫ z

a0
ζk′dz+w−w0 − ũ± i0 indicates we are taking the boundary value

of the multi-valued function Wk,B ∗ ϕ(0)
k,B from the upper-side or lower-side of

the cut. (In the current situation we place the cut along the integration path
γ.)

We now employ the following lemma.

Lemma 4.2. Let v̂ denote −
∫ z

a0
ζk′dz. Then, when z lies on C

(k′)
z0 and |z− z0|

is sufficiently small, the following relation holds:

∆y=v̂(Wk,B ∗ ϕ(0)
k,B)(z, v̂ + v) = (Wk,B ∗ (∆y=v̂ϕ

(0)
k,B))(z, v̂ + v).

Proof. It follows from Theorem 2.2 that ϕ
(0)
k,B(z, y) has singularities at y =

−
∫ z

a0
ζkdz,−

∫ z

a0
ζk′dz and except at these two points it is analytic in a neigh-

borhood of E := {y = −
∫ z

a0
ζkdz + v, v ≥ 0} when |z − z0| is sufficiently small.

Furthermore, as already mentioned above, Wk is Borel summable and, in par-
ticular, Wk,B is holomorphic near the positive real axis. Hence we find that

(Wk,B ∗ ϕ(0)
k,B)(z, y) is also analytic in a neighborhood of E except at the above

two singularities.

Once we confirm the location of singularities of Wk,B ∗ ϕ(0)
k,B , we can readily

compute its discontinuity as follows:

∆y=v̂(Wk,B ∗ ϕ(0)
k,B)(z, v̂ + v)

= (Wk,B ∗ ϕ(0)
k,B)(z, v̂ + v + i0)− (Wk,B ∗ ϕ(0)

k,B)(z, v̂ + v − i0)

=

∫ v̂+v

0

Wk,B(t)ϕ
(0)
k,B(z, v̂ + v − t+ i0) dt

−
∫ v̂+v

0

Wk,B(t)ϕ
(0)
k,B(z, v̂ + v − t− i0) dt

=

∫ v̂+v

0

Wk,B(t) (∆y=v̂ϕ
(0)
k,B)(z, v̂ + v − t) dt

= (Wk,B ∗ (∆y=v̂ϕ
(0)
k,B))(z, v̂ + v).
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Making use of Lemma 4.2, we can write I as

∫ z∗

z0

(Wk,B ∗ (∆y=−
∫

z

a0
ζk′dzϕ

(0)
k,B))

(

z,−
∫ z

a0

ζk′dz + w − w0 − ũ

)

(x− z)−1dz

when w−w0 ( > 0) is sufficiently small. Thanks to Theorem 2.3, this coincides
with

i

∫ z∗

z0

(Wk,B ∗ ϕ(0)
k′,B)

(

z,−
∫ z

a0

ζk′dz + w − w0 − ũ

)

(x− z)−1dz.

Using (4.2) again, we have

ϕ
(0)
k′,B(z, y) = (W−1

k′,B ∗ ϕk′,B)

(

z, y −
∫ a0

a

ζk′(z) dz

)

.

Hence we obtain the following expression for the integral I:

I = i

∫ z∗

z0

(Wk,B ∗W−1
k′,B ∗ ϕk′,B)

(

z,−
∫ z

a

ζk′dz + w − w0 − ũ

)

(x− z)−1 dz

= i

∫ z∗

z0

(Wk,B ∗W−1
k′,B ∗ ϕk′,B)

(

z, y + µ log(x− z) +

∫ a0

a

(ζk − ζk′)dz

)

× (x− z)−1 dz.

(We have used (4.13) in deriving the last equality.) In view of this expression,

if we assume that C
(k′)
z0 has no further crossing points with Stokes curves of

Pϕ = 0, we find that I is analytically continuable to all w ≥ w0 since both Wk

and Wk′ are Borel summable. Furthermore, the same reasoning as in the proof
of Theorem 4.1 also deduces an exponential estimate for I.

Thus we have verified the following:

Theorem 4.2. Assume that the steepest descent path C
(k)
zj(x)

passing through

a saddle point zj(x) crosses a Stokes curve of Pϕ = 0 of type k > k′ once at

z0. Let C
(k′)
z0 denote a steepest descent path of ℜfk′ emanating from z0. We

also assume that C
(k)
zj(x)

and C
(k′)
z0 have no further crossing points with Stokes

curves other than z0. Then under the assumptions of Main Theorem, if neither

C
(k)
zj(x)

nor C
(k′)
z0 flows into any other saddle point, η−1/2ψj is Borel summable.

Furthermore, the analytic continuation of its Borel transform χ(x, y) for w ≥ w0

is given by the sum of the three integrals as follows:

χ(x, y) =

∫

C
(k)

zj(x)
:−

√
w≤u≤u0

ϕk,B(z, y + µ log(x− z))(x− z)−1dz

+

∫

C
(k)

zj(x)
:u0≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dz

+ I, (4.14)
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where

I = i

∫ z∗

z0

(Wk,B ∗W−1
k′,B ∗ ϕk′,B)

(

z, y + µ log(x− z) +

∫ a0

a

(ζk − ζk′)dz

)

× (x− z)−1 dz. (4.15)

Remark 4.1. If the starting point a0 of the Stokes curve that crosses with C
(k)
zj(x)

at z0 is the same as the turning point a used for the normalization of ϕ∗(z, η),
the explicit form of I is simplified as follows:

I = i

∫ z∗

z0

ϕk′,B(z, y + µ log(x− z))(x− z)−1dz.

Remark 4.2. The function iWk,B ∗W−1
k′,B = i(WkW

−1
k′ )B that appears in the

expression (4.15) of I is nothing but the Borel transform of the connection
coefficient (or the Stokes coefficient) for the connection formula (4.10).

We now compute the Borel sum of η−1/2ψj under the current situation
discussed in Theorem 4.2. We compute the contribution of each term of (4.14)
to the Borel sum separately.

The contribution of the first term to the Borel sum is easily computed as
follows:
∫

y=−fk,0+w

0≤w≤u2
0

e−ηy

∫

C
(k)

zj(x)
:−

√
w≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy

+

∫

y=−fk,0+w

u2
0≤w≤w0

e−ηy

∫

C
(k)

zj(x)
:−

√
w≤u≤u0

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy

+

∫

y=−fk,0+w
w0≤w

e−ηy

∫

C
(k)

zj(x)
:−

√
w≤u≤u0

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy

=

∫

C
(k)

zj(x)
:u≤u0

∫

y=−fk,0+w

u2≤w

e−ηyϕk,B(z, y + µ log(x− z))(x− z)−1dydz

=

∫

C
(k)

zj(x)
:u≤u0

(x− z)µη−1

∫

ỹ=−
∫

z

a
ζk(z)dz+v
v≥0

e−ηỹϕk,B(z, ỹ)dỹdz

=

∫

C
(k)

zj(x)
:u≤u0

(x− z)µη−1Φk(z, η)dz.

Here Φk(z, η) denotes the Borel sum of ϕk(z, η) and we put ỹ = y+µ log(x− z)
and v = w − u2 in obtaining the second equality.
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Similarly, the contribution of the second term is given by
∫

y=−fk,0+w

u2
0≤w≤w0

e−ηy

∫

C
(k)

zj(x)
:u0≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy

+

∫

y=−fk,0+w
w0≤w

e−ηy

∫

C
(k)

zj(x)
:u0≤u≤

√
w

ϕk,B(z, y + µ log(x− z))(x− z)−1dzdy

=

∫

C
(k)

zj(x)
:u0≤u≤√

w0

(x− z)µη−1

∫

ỹ=−
∫

z

a
ζk(z)dz+v

0≤v≤w0−u2

e−ηỹϕk,B(z, ỹ)dỹdz

+

∫

C
(k)

zj(x)
:u0≤u≤√

w0

(x− z)µη−1

∫

ỹ=−
∫

z

a
ζk(z)dz+v

w0−u2≤v

e−ηỹϕk,B(z, ỹ)dỹdz

+

∫

C
(k)

zj(x)
:
√
w0≤u

(x− z)µη−1

∫

ỹ=−
∫

z

a
ζk(z)dz+v
v≥0

e−ηỹϕk,B(z, ỹ)dỹdz.

Note that the integration path of the inner integral of the first term and that
of the second term on the left-hand side lie on the same side viewed from the
singular point z∗ of the integrand. Hence, also in the right-hand side, the branch
of the integrand of the first term and that of the second term are the same. Thus
the contribution of the second term is expressed also by one integral as follows:

∫

C
(k)

zj(x)
:u0≤u

(x− z)µη−1Φk(z, η)dz.

Finally we compute the contribution of the third term, that is,
∫

y=−fk,0+w
w0≤w

e−ηyI

= i

∫

y=−fk,0+w
w0≤w

e−ηy

[

∫ z∗

z0

(Wk,B ∗W−1
k′,B ∗ ϕk′,B)

(

z, y + µ log(x− z) +

∫ a0

a

(ζk − ζk′)dz

)

(x− z)−1dz

]

dy.

The inner integral (i.e., I) is taken along the steepest descent path C
(k′)
z0 . In

terms of the parametrization fk′(z) = fk′(z0) − ũ of C
(k′)
z0 it is done on the

interval ũ ∈ [0, w−w0] as the points z0 and z∗ correspond to ũ = 0 and w−w0,
respectively (cf. (4.7)). Hence, by changing the order of integration, we can
rewrite the above integral as

i

∫

C
(k′)
z0

;0≤ũ

[

∫

y=−fk,0+w
w0+ũ≤w

e−ηy(Wk,B ∗W−1
k′,B ∗ ϕk′,B)

(

z, y + µ log(x− z) +

∫ a0

a

(ζk − ζk′)dz

)

(x− z)−1dy

]

dz
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= i

∫

C
(k′)
z0

;0≤ũ

(x− z)µη−1 exp

(

η

∫ a0

a

(ζk − ζk′)dz

)

[

∫

ỹ=−
∫

z

a
ζk′dz+v

0≤v

e−ηỹ(Wk,B ∗W−1
k′,B ∗ ϕk′,B)(z, y)dy

]

dz.

Here we put ỹ = y + µ log(x− z) +
∫ a0

a
(ζk − ζk′)dz and v = w − w0 − ũ. Note

that ỹ = −
∫ z

a
ζk′dz+w−w0− ũ holds in view of (4.13). Hence the contribution

of the third term is expressed as

i exp

(

η

∫ a0

a

(ζk − ζk′)dz

)

WkW−1
k′

∫

C
(k′)
z0

(x− z)µη−1Φk′(z, η)dz,

where Wk, Wk′ and Φk′ denote the Borel sum of Wk, Wk′ and ϕk′ , respectively.
Summing up, we obtain

Theorem 4.3. Under the same assumptions as in Theorem 4.2, the Borel sum

of η−1/2ψj is expressed by the following:

∫

C
(k)

zj(x)
;u≤u0

(x− z)µη−1Φk(z, η)dz +

∫

C
(k)

zj(x)
;u0≤u

(x− z)µη−1Φk(z, η)dz

+ i exp

(

η

∫ a0

a

(ζk − ζk′)dz

)

WkW−1
k′

∫

C
(k′)
z0

(x− z)µη−1Φk′(z, η)dz,

or, more simply,

∫

C
(k)

zj(x)

(x− z)µη−1Φk(z, η)dz

+ i exp

(

η

∫ a0

a

(ζk − ζk′)dz

)

WkW−1
k′

∫

C
(k′)
z0

(x− z)µη−1Φk′(z, η)dz.

The case where C
(k)
zj(x)

or C
(k′)
z0 has another crossing point with a Stokes curve

of Pϕ = 0 can be handled in a similar manner. As a matter of fact, in such a
case a singularity appears in the integration path of one of the three integrals
in the right-hand side of (4.14). Then, since all integrals in the right-hand side
of (4.14) have the same form as the integral (3.7) (except for the multiplicative
factor iWk,B ∗W−1

k′,B and the shift by
∫ a0

a
(ζk − ζk′)dz in the second variable of

(4.15), which induce no problem at all), the reasoning employed so far is again
applicable in the completely same manner as above. Further, we can repeat this
procedure in an inductive way as far as the number of crossing points of steepest
descent paths with Stokes curves is finite, in other words, under the assumption
that the bifurcation process of steepest descent paths terminates in finite steps.
As a consequence we obtain the following theorem, which completes the proof
of Main Theorem.
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Theorem 4.4. Suppose that the same assumptions as in Main Theorem are

satisfied. We label the (finitely many) crossing points of an exact steepest descent

path passing through a saddle point zj(x) with Stokes curves of Pϕ = 0 as

z1, . . . , zN . To each steepest descent path C contained in the exact steepest

descent path we can assign a sequence (zj(x), zτ1 , . . . , zτl) of crossing points, a

sequence (k, kτ1 , . . . , kτl) of types, and a sequence (C0, Cτ1 , . . . , Cτl) of steepest

descent paths in the following way:

Starting with the steepest descent path C0 = C
(k)
j passing through

zj(x), we bifurcate a steepest descent path Cτ1 from a crossing point

zτ1 of C0 with a Stokes curve of type k > kτ1 , and repeat this pro-

cedure. That is, when Cτµ−1
crosses a Stokes curve of type kτµ−1

>
kτµ at zτµ , then we bifurcate a steepest descent path Cτµ from zτµ
(2 ≤ µ ≤ l). The steepest descent path C = Cτl in question is then

obtained at the final step of this procedure.

Using these sequences, we denote C by C = C
(k,kτ1

,··· ,kτl
)

zj(x),zτ1 ,··· ,zτl
. (Similarly, Cτµ

is denoted by Cτµ = C
(k,kτ1

,··· ,kτµ )

zj(x),zτ1 ,··· ,zτµ
.) We also denote the exact steepest de-

scent path passing through zj(x) by
⋃

(τ1,··· ,τl)∈Λ C
(k,kτ1

,··· ,kτl
)

zj(x),zτ1 ,··· ,zτl
(where Λ is

a finite set of indices), and assume that it does not pass through any other

saddle point. Then η−1/2ψj(x, η) is Borel summable. Furthermore, its Borel

sum is given by the following integral along the exact steepest descent path
⋃

(τ1,...,τl)∈Λ C
(k,kτ1

,··· ,kτl
)

zj(x),zτ1 ,··· ,zτl
:

∫

C
(k)

zj(x)

(x− z)µη−1Φk(z, η)dz

+
∑

(τ1,··· ,τl)∈Λ,l≥1

A
(k,kτ1

,··· ,kτl
)

zj(x),zτ1 ,··· ,zτl

∫

C
(k,kτ1

,··· ,kτl
)

zj(x),zτ1
,··· ,zτl

(x− z)µη−1Φkτl
(z, η)dz,

where Φk, Φkτl
designate the Borel sum of ϕk, ϕkτl

and

A
(k,kτ1

,··· ,kτl
)

zj(x),zτ1 ,··· ,zτl
=

∏

1≤µ≤l

c
(kτµ )
zτµ .

Here c
(kτµ )
zτµ denotes the Borel sum of the Stokes coefficient for the Stokes phe-

nomenon

ϕ
(0)
kτµ−1

→ ϕ
(0)
kτµ−1

+ c
(kτµ )
zτµ ϕ

(0)
kτµ

observed at z = zτµ .

Remark 4.3. As we will see in the subsequent section, it sometimes happens
that several steepest descent paths with different notations introduced in The-
orem 4.4 may overlap.
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5 Examples — Verification via numerical anal-

ysis

In this section, to check Main Theorem numerically and to show its practical
usefulness, we discuss some concrete examples with the aid of a computer. We
mainly study the case where a steepest descent path crosses Stokes curves of P
more than twice.

Example 5.1. Let us consider

P1 = 3(η−1∂)2 + 2c(η−1∂) + x.

Note that a differential equation P1ϕ = 0 is equivalent to the Airy equation
((η−1∂x̃)

2−x̃)ϕ̃ = 0 via a change of variables ϕ(x) = exp(−ηcx/3)ϕ̃(x),−31/3x̃ =
x− c2/3. After applying the middle convolution, we have

P̃1 = 3(η−1∂)3 + 2c(η−1∂)2 + x(η−1∂)− µ+ η−1,

which is the restriction to x1 = x, x2 = c of the so-called (1, 4) hypergeometirc
system in two variables (x1, x2) (cf. [11]). We take parameters as c = −3+3i, µ =
1−6i here. Following the recipe given in [2], we obtain the Stokes geometry of P̃1

as shown in Figure 3. In Figure 3 red points, green small points, and blue small
points designate (ordinary and virtual) turning points, ordered crossing points,
and non-ordered crossing points of P̃1, respectively. Dotted curves indicate parts
of new Stokes curves on which no Stokes phenomenon occurs. (We will also use
these notations in Example 5.2 below.)

We let x1A denote a turning point situated near the bottom of Figure 3.
Figures 9, 10 and 11 show the exact steepest descent paths of ℜf± passing
through saddle points of

f± = µ log(x− z)− 1

3
cz ±

∫ z
√

−1

3

(

z − 1

3
c2
)

dz

when x = x1A + 0.1 exp(kπi/9) (0 ≤ k ≤ 17). In these Figures blue points and
blue lines designate turning points and Stokes curves of Pϕ = 0, respectively.
Red big points are saddle points of f±, red small points are crossing points of
a steepest descent path of ℜf± and a Stokes curve of type + ≷ − of Pϕ = 0,
and red solid lines are exact steepest descent paths of ℜf±. (These notations
will be also used in Example 5.2.) We observe that an exact steepest descent
path flows into a saddle point between k = 4 and k = 5, between k = 10 and
k = 11, and between k = 16 and k = 17. In view of Figure 3 we find that these
directions are the same as the directions of Stokes curves emanating from x1A.

Similarly we let x1B denote an ordered crossing point near (slightly lower of)
the center of Figure 3. Figures 12, 13 and 14 show the exact steepest descent
paths of ℜf± when x = x1B + 0.1 exp(kπi/9) (0 ≤ k ≤ 17). We observe that an
exact steepest descent path flows into a saddle point six times, that is, between
k = 2 and k = 3, between k = 5 and k = 6, between k = 8 and k = 9, between
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Figure 3: Stokes geometry of P̃1.

k = 11 and k = 12, between k = 14 and k = 15, and between k = 17 and k = 0.
Among these six directions, a Stokes phenomenon does not occur between k = 2
and k = 3. Indeed, the following holds.

Proposition 5.1. Let P be a second order differential operator of the form

(1.1). Let ζ±(x) be roots of the characteristic equation and x = a be a turning

point of P . Put

f± = µ log(x− z) +

∫ z

a

ζ±(z)dz

and let zj(x) be a saddle point of f±. Let C
(±)
zj(x)

be a steepest descent path of

ℜf± passing through zj(x). As shown in Figure 4, we label types of three Stokes

curves emanating from a. (A wavy line designates a cut to determine the branch

of ζ±.) Under these notations we assume that C
(+)
zj(x)

crosses a Stokes curve of

type + > − at z = z0 and a Stokes curve of type − > + at z = z1. Then

a steepest descent path C
(−)
z0 emanating from the crossing point z0 also passes

through z1.

Proof. The defining equations of C
(+)
zj(x)

and C
(−)
z0 are given by

C
(+)
zj(x)

: ℑ(f+ − f+|z=zj(x)) = 0,

C(−)
z0 : ℑ(f− − f−|z=z0) = 0,
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Figure 4: Steepest descent path which crosses two Stokes curves emanating from
the same turning point.

respectively. Since C
(+)
zj(x)

passes through z0 and z1, we have

ℑ(f+|z=z0 − f+|z=zj(x)) = 0,

ℑ(f+|z=z1 − f+|z=zj(x)) = 0.

Hence
ℑ(f+|z=z0 − f+|z=z1) = 0 (5.1)

holds. On the other hand, we have

ℑ(f+|z=zk − f−|z=zk) = ℑ
∫ zk

a

(ζ+(z)− ζ−(z))dz = 0 (5.2)

for k = 0, 1 because z0 and z1 lie on Stokes curves of P emanating from a.
Combining (5.1) and (5.2), we have ℑ(f−|z=z0 − f−|z=z1) = 0, which means

C
(−)
z0 passes through z1.

It follows from Proposition 5.1 that a steepest descent path bifurcated from

C
(−)
z0 at z1 overlaps with C

(+)
zj(x)

. We parametrize C
(+)
zj(x)

by f+ = f+(zj(x)) −
u2 (u ∈ R) and let u = u1 be a value of the parameter corresponding to z1. We
may assume u1 > 0 without loss of generality. Then, if we use WKB solutions
ϕ± normalized at the unique turning point of P , the integral along the exact
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steepest descent path becomes
∫

C
(+)

zj(x)

(x− z)µη−1Φ+(z)dz

− i





∫

C
(−)
z0

(x− z)µη−1Φ−(z)dz − i

∫

C
(+)

zj(x)
;u≥u1

(x− z)µη−1Φ+(z)dz





=

∫

C
(+)

zj(x)
;u≤u1

(x− z)µη−1Φ+(z)dz − i

∫

C
(−)
z0

(x− z)µη−1Φ−(z)dz,

which shows that the integral along the exact steepest descent path has no

contribution from the portion of the steepest descent path C
(+)
zj(x)

passing over

z1, i.e., the overlapping portion of C
(+)
zj(x)

. Hence a Stokes phenomenon does not

occur between k = 2 and k = 3 since only the overlapping portion of C
(+)
zj(x)

flows into a saddle point there.
In conclusion, Stokes phenomena occur five times around x1B . This is con-

sistent with the configuration of Stokes curves around x1B given in Figure 3.

Example 5.2. Let us consider

P2 = (η−1∂)2 + x2 + c.

After applying the middle convolution, we have

P̃2 = (η−1∂)4 + (x2 + c)(η−1∂)2 + (−2µx+4xη−1)(η−1∂) + µ2 − 3µη−1 +2η−2.

We take parameters as c = 1 + 0.1i, µ = 1 − 6i. The Stokes geometry of P̃2 is
shown in Figure 5. Enlarging it near the center, we have Figure 6. Figure 7 is
a more enlarged version (enlarged in [0, 2]× [0, 2]).

We let x2A denote an (ordinary) turning point situated near the top of
Figure 6. Figures 15, 16 and 17 show the exact steepest descent paths of ℜf±
passing through saddle points of

f± = µ log(x− z)±
∫ z

√

−(z2 + c)dz

when x = x2A + 0.1 exp(kπi/9) (0 ≤ k ≤ 17). An exact steepest descent path
flows into a saddle point between k = 1 and k = 2, between k = 7 and k = 8,
and between k = 13 and k = 14. This is consistent with the Stokes geometry
around x2A given in Figure 6.

We next let x2B denote an ordered crossing point situated near the bottom
of Figure 7. Figures 18, 19 and 20 show the exact steepest descent paths of ℜf±
when x = x2B + 0.01 exp(kπi/9) (0 ≤ k ≤ 17). An exact steepest descent path
flows into a saddle point six times, that is, between k = 1 and k = 2, between
k = 4 and k = 5, between k = 6 and k = 7, between k = 10 and k = 11, between
k = 13 and k = 14, and between k = 14 and k = 15. However, Figure 7 indicates
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Figure 5: Stokes geometry of P̃2.
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Figure 6: Stokes geometry of P̃2; enlarged near the center.
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Figure 7: Stokes geometry of P̃2; more enlarged in [0, 2]× [0, 2].

that no Stokes phenomenon occurs between k = 14 and k = 15. In the following,
we discuss this inconsistency in more details.

Figure 8 shows a part relevant to the change between k = 14 and k = 15
of Figure 20. Dotted lines and wavy lines are the Stokes curves of P2 and cuts
to determine the branch of ζ± = ±

√

−(z2 + c), respectively. Solid lines are
relevant portions of the exact steepest descent path of ℜf± passing through
zj(x) and a heavy line designates the most important portion which changes
between k = 14 and k = 15. We label turning points of P and steepest descent

paths as in Figure 8. Here we denote the crossing point of C
(−)
z1 = C

(+,−)
zj(x),z1

and

a Stokes curve of type + > − of P by z5. We will prove that C
(+)
z2 = C

(+,−,+)
zj(x),z0,z2

also passes through z5. Let

f
(+)
± = µ log(x− z) +

∫ z

a+

ζ±(z)dz,

where ζ±(z) are the characteristic roots of P2, i.e., ζ±(z) = ±
√

−(z2 + c).
Further we denote

g(z) = µ log(x− z), h±(z) =

∫ z

a+

ζ±(z)dz.

Then we have

f
(+)
+ |z=z5 − f

(+)
+ |z=z2

=g(z5) + h+(z5)− g(z2)− h+(z2)
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Figure 8: Steepest descent paths in question.

=(h+(z5)− h−(z5)) + (g(z5) + h−(z5)− g(z1)− h−(z1))

+ (h−(z1)− h+(z1)) + (g(z1) + h+(z1)− g(z0)− h+(z0))

+ (h+(z0)− h−(z0)) + (g(z0) + h−(z0)− g(z2)− h−(z2))

+ (h−(z2)− h+(z2))

=(h+(z5)− h−(z5)) + (f
(+)
− (z5)− f

(+)
− (z1)) + (h−(z1)− h+(z1))

+ (f
(+)
+ (z1)− f

(+)
+ (z0)) + (h+(z0)− h−(z0))

+ (f
(+)
− (z0)− f

(+)
− (z2)) + (h−(z2)− h+(z2)).

Since z5 is on C
(−)
z1 and z1 is on a Stokes curve emanating from a+ etc., we thus

obtain

ℑ(f (+)
+ |z=z5 − f

(+)
+ |z=z2)

=ℑ(h+(z5)− h−(z5) + h+(z0)− h−(z0))
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=ℑ
(

∫ z5

a+

(ζ+(z)− ζ−(z))dz +

∫ z0

a+

(ζ+(z)− ζ−(z))dz

)

=ℑ
(

∫ z5

a−

(ζ+(z)− ζ−(z))dz +

∫ a−

a+

(ζ−(z)− ζ+(z))dz

+

∫ z0

a−

(ζ+(z)− ζ−(z))dz +

∫ a−

a+

(ζ+(z)− ζ−(z))dz

)

=0.

Here, in obtaining the second term in the fourth line, we have used the fact
that ζ+(x) and ζ−(x) are exchanged after crossing the cut emanating from a+.

It follows from this equality that C
(+)
z2 also passes through z5. Hence several

steepest descent paths overlap on the relevant portion designated by heavy line
in Figure 8. Among them, thanks to Proposition 5.1 and computations done just

after that, C
(+)
zj(x)

and C
(+)
z3 = C

(+,−,+)
zj(x),z1,z3

have no contribution to the integral

along the portion in question. Thus, to discuss the Stokes phenomenon between
k = 14 and k = 15, it suffices to compute the contribution to the integral from

C
(−)
z1 and C

(−)
z5 = C

(+,−,+,−)
zj(x),z0,z2,z5

, a steepest descent path bifurcated from C
(+)
z2

at z5.
We denote WKB solutions of P2ϕ = 0 normalized at a+ and a− by ψ± and

ϕ±, respectively:

ψ± =
1√
Sodd

exp

(

±
∫ x

a+

Sodddx

)

, ϕ± =
1√
Sodd

exp

(

±
∫ x

a−

Sodddx

)

,

where S± = ±Sodd+Seven denotes the logarithmic derivative of WKB solutions
of P2ϕ = 0 satisfying S−1 = ζ±(x) (cf. (2.4)). We have the following relations
between these solutions:

ψ+ = exp

(

−
∫ a+

a−

Sodddx

)

ϕ+, ψ− = exp

(

∫ a+

a−

Sodddx

)

ϕ−.

We first compute the contribution from C
(−)
z1 . A Stokes phenomenon observed

when passing through z1 is

ϕ+ = exp

(

∫ a+

a−

Sodddx

)

ψ+

→ exp

(

∫ a+

a−

Sodddx

)

(ψ+ − iψ−)

= ϕ+ − i exp

(

2

∫ a+

a−

Sodddx

)

ϕ−.
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Hence the coefficient of the integral (in terms of ϕ±) along C
(−)
z1 is

−i exp
(

2

∫ a+

a−

Sodddx

)

.

We next compute the contribution from C
(−)
z5 . Since a Stokes phenomenon ob-

served when passing through z0 is ϕ+ → ϕ+−iϕ−, the coefficient of the integral

along C
(−)
z0 = C

(+,−)
zj(x),z0

is −i. Furthermore, a Stokes phenomenon observed when

passing through z2 along C
(−)
z0 is

ϕ− = exp

(

−
∫ a+

a−

Sodddx

)

ψ−

→ exp

(

−
∫ a+

a−

Sodddx

)

(ψ− − iψ+)

= ϕ− − i exp

(

−2

∫ a+

a−

Sodddx

)

ϕ+.

Hence, taking the coefficient of the integral along C
(−)
z0 computed above into

account, we find that the coefficient of the integral (in terms of ϕ±) along C
(+)
z2

is given by

−i
(

−i exp
(

−2

∫ a+

a−

Sodddx

))

= − exp

(

−2

∫ a+

a−

Sodddx

)

.

Define ϕ̃± by

ϕ̃± =
1√
Sodd

exp

(

±
∫

a−→x

Sodddx

)

,

where the integral is taken along a path starting from a−, crossing the cut
emanating from a+, and ending at x. The branch of the integrand stands for
the one at the starting point a−. We also let γ+− denote a path starting from
a−, going to a+, then returning to a− after changing the branch at a+ (that
is, after crossing the cut emanating from a+). In the following we assume the
branch of the integrand stands for the one at the starting point a− for the
integral whose integration path is γ+−. Then the relations between ϕ± and ϕ̃±
are

ϕ+ = exp

(

∫

γ+−

Sodddx

)

ϕ̃−, ϕ− = exp

(

−
∫

γ+−

Sodddx

)

ϕ̃+.

Under these notations we find that a Stokes phenomenon observed when passing
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through z5 along C
(+)
z2 is

ϕ+ = exp

(

∫

γ+−

Sodddx

)

ϕ̃−

→ exp

(

∫

γ+−

Sodddx

)

(ϕ̃− − iϕ̃+)

= ϕ+ − i exp

(

2

∫

γ+−

Sodddx

)

ϕ−

= ϕ+ − i exp

(

4

∫ a+

a−

Sodddx

)

ϕ−.

Therefore the coefficient of the integral along C
(−)
z5 (which overlaps with C

(−)
z1

as discussed above) is

− exp

(

−2

∫ a+

a−

Sodddx

)(

−i exp
(

4

∫ a+

a−

Sodddx

))

= i exp

(

2

∫ a+

a−

Sodddx

)

.

Since this is −1 multiple of the coefficient of the integral along C
(−)
z1 , the con-

tributions from C
(−)
z1 and C

(−)
z5 are also cancelled out. Hence the relevant over-

lapping portion of the steepest descent paths in question (i.e., the portion des-
ignated by heavy line in Figure 8) has no contribution to the integral along the
exact steepest descent path.

Thus no Stokes phenomenon occurs between k = 14 and k = 15. In conclu-
sion, the behavior of the exact steepest descent paths around x2B is consistent
with the Stokes geometry given in Figure 7.
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k = 0 k = 1 k = 2

k = 3 k = 4 k = 5

Figure 9: The exact steepest descent paths around x1A (0 ≤ k ≤ 5).

k = 6 k = 7 k = 8

k = 9 k = 10 k = 11

Figure 10: The exact steepest descent paths around x1A (6 ≤ k ≤ 11).
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k = 12 k = 13 k = 14

k = 15 k = 16 k = 17

Figure 11: The exact steepest descent paths around x1A (12 ≤ k ≤ 17).

k = 0 k = 1 k = 2

k = 3 k = 4 k = 5

Figure 12: The exact steepest descent paths around x1B (0 ≤ k ≤ 5). The
third saddle point is not within the scope of these figures, but located on the
extension (in the direction indicated by an arrow in the figure for k = 0) of a
steepest descent path.
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k = 6 k = 7 k = 8

k = 9 k = 10 k = 11

Figure 13: The exact steepest descent paths around x1B (6 ≤ k ≤ 11).

k = 12 k = 13 k = 14

k = 15 k = 16 k = 17

Figure 14: The exact steepest descent paths around x1B (12 ≤ k ≤ 17).
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k = 0 k = 1 k = 2

k = 3 k = 4 k = 5

Figure 15: The exact steepest descent paths around x2A (0 ≤ k ≤ 5).

k = 6 k = 7 k = 8

k = 9 k = 10 k = 11

Figure 16: The exact steepest descent paths around x2A (6 ≤ k ≤ 11).
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k = 12 k = 13 k = 14

k = 15 k = 16 k = 17

Figure 17: The exact steepest descent paths around x2A (12 ≤ k ≤ 17).

k = 0 k = 1 k = 2

k = 3 k = 4 k = 5

Figure 18: The exact steepest descent paths around x2B (0 ≤ k ≤ 5).
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k = 6 k = 7 k = 8

k = 9 k = 10 k = 11

Figure 19: The exact steepest descent paths around x2B (6 ≤ k ≤ 11).

k = 12 k = 13 k = 14

k = 15 k = 16 k = 17

Figure 20: The exact steepest descent paths around x2B (12 ≤ k ≤ 17).
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