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ABSTRACT. In this paper, we study sharp heat kernel estimates for a large class of symmetric jump-type processes in \( \mathbb{R}^d \) for all \( t > 0 \). A prototype of the processes under consideration are symmetric jump processes on \( \mathbb{R}^d \) with jumping intensity

\[
\frac{1}{\Phi(|x-y|)} \int_{[\alpha_1, \alpha_2]} \frac{c(\alpha, x, y)}{|x-y|^{d+\alpha}} \nu(da),
\]

where \( \nu \) is a probability measure on \([\alpha_1, \alpha_2] \subseteq (0, 2)\), \( \Phi \) is an increasing function on \([0, \infty)\) with \( c_1 e^{c_2 r^\beta} \leq \Phi(r) \leq c_3 e^{c_4 r^\beta} \) with \( \beta \in (0, \infty) \), and \( c(\alpha, x, y) \) is a jointly measurable function that is bounded between two positive constants and is symmetric in \((x, y)\). They include in particular mixed relativistic symmetric stable processes on \( \mathbb{R}^d \) with different masses. We also establish parabolic Harnack principle.

1. Introduction

The objective of this paper is to give sharp heat kernel estimates for a large class of symmetric jump-type processes in \( \mathbb{R}^d \) whose jumping kernels decay exponentially. Discontinuous Markov processes and their associated non-local generators have been of current research interest both in probability theory and in PDE, due to their importance in theory and in applications. See, for example, [4, 12, 13, 5] and the references therein. The transition density \( p(t, x, y) \) of a Markov process \( X \) (if it exists) is the fundamental solution (also called heat kernel) of a PDE involving the infinitesimal generator \( \mathcal{L} \), whose explicit expression is typically impossible to get. Thus it is a fundamental problem both in probability theory and in analysis to obtain sharp estimates of \( p(t, x, y) \). When \( X \) is a symmetric diffusion on \( \mathbb{R}^d \) whose infinitesimal generator is a uniformly elliptic and bounded divergence form operator, it is well known that \( p(t, x, y) \) enjoys the celebrated Aronson’s Gaussian type estimates. When \( X \) is a pure jump symmetric process on \( \mathbb{Z}^d \) or \( \mathbb{R}^d \) whose jumping kernel is of stable or mixed stable type (that decays polynomially at infinity), sharp estimates on \( p(t, x, y) \) has been derived in [4] (on \( \mathbb{Z}^d \)) and in [12, 13]
(on $\mathbb{R}^d$ and beyond). Moreover, in [13], sharp heat kernel estimate has also been obtained in finite time interval for a class of symmetric jump-type processes whose jumping kernels decay at rate $e^{-c|x|}$ as $|x| \to \infty$. It in particular contains relativistic stable processes as a special case. Relativistic stable processes is a class of symmetric Lévy processes whose infinitesimal generators are $m - (m^{2/\alpha} - \Delta)^{\alpha/2}$, where $\alpha \in (0, 2)$ and $m > 0$. The operator $m - \sqrt{m^2 - \Delta}$, corresponding to $\alpha = 1$, is important in mathematical physics due to its correspondence with the kinetic energy of a relativistic particle with mass $m$, see, for example, [7, 18]. In applications, one also encounters a class of pure jump Lévy processes in $\mathbb{R}^d$ whose jumping kernels decaying at rate $e^{-c|x|^\beta}$ as $|x| \to \infty$ for $\beta \in (0, \infty)$ other than $\beta = 1$, which includes a subclass of tempered stable processes in $\mathbb{R}^d$. The later arises in statistical physics to model turbulence as well as in mathematical finance to model stochastic volatility, see, for example, [8, 17, 19, 21, 23]. In these models, both the small time and large time behavior for the transition density function are important. However except in some very special case and especially for the large time region, detailed quantitative knowledge on the global behavior of $p(t, x, y)$ for these models is not available until now. The motivation of this paper is to give sharp global transition density estimates of a class of symmetric processes (not just Lévy processes) in $\mathbb{R}^d$ whose jumping kernels decaying at rate $e^{-c|x|^\beta}$ as $|x| \to \infty$ for all $\beta \in (0, \infty)$.

Throughout this paper, $d \geq 1$. Let $\mathbb{R}^d$ be the $d$-dimensional Euclidean space and $dx$ or $\mu_d$ be the $d$-dimensional Lebesgue measure in $\mathbb{R}^d$. For $x \in \mathbb{R}^d$ and $r > 0$, let $B(x, r)$ denote the open ball centered at $x$ with radius $r$. For two non-negative functions $f$ and $g$, the notation $f \asymp g$ means that there are positive constants $c_1, c_2, c_3$ and $c_4$ so that $c_1 g(c_2 x) \leq f(x) \leq c_3 g(c_4 x)$ in the common domain of definitions for $f$ and $g$. The Euclidean distance between $x$ and $y$ will be denoted as $|x - y|$. For $a, b \in \mathbb{R}$, $a \wedge b := \min\{a, b\}$ and $a \vee b := \max\{a, b\}$. Here and in the following, we use “$:=” to denote a definition, which is read as “is defined to be”.

We assume that $\phi$ can be expressed as

$$
\phi(r) = \phi_1(r)\psi_1(r) \quad \text{for } r > 0, \tag{1.1}
$$

where $\psi_1$ is an increasing function on $[0, \infty)$ with $\psi_1(r) = 1$ for $0 < r \leq 1$ and there are constants $\gamma_2 \geq \gamma_1 > 0$ and $\beta > 0$ so that

$$
c_1 e^{\gamma_1 r^\beta} \leq \psi_1(r) \leq c_2 e^{\gamma_2 r^\beta} \quad \text{for every } 1 < r < \infty, \tag{1.2}
$$

while $\phi_1$ is a strictly increasing function on $[0, \infty)$ with $\phi_1(0) = 0$, $\phi_1(1) = 1$ and there exist constants $0 < c_1 < c_2$, $c_3 > 0$ and $0 < \beta_1 \leq \beta_2 < 2$ so that

$$
c_1 \left(\frac{R}{r}\right)^{\beta_1} \leq \frac{\phi_1(R)}{\phi_1(r)} \leq c_2 \left(\frac{R}{r}\right)^{\beta_2} \quad \text{for every } 0 < r < R < \infty \tag{1.3}
$$

and

$$
\int_0^r \frac{s}{\phi_1(s)} \, ds \leq c_3 \frac{r^2}{\phi_1(r)} \quad \text{for every } r > 0. \tag{1.4}
$$

Remark 1.1. Note that condition (1.3) is equivalent to the existence of constants $c_4, c_5 > 1$ and $L_0 > 1$ such that for every $r > 0$,

$$
c_4 \phi_1(r) \leq \phi_1(L_0 r) \leq c_5 \phi_1(r). \tag{1.5}
$$
Let $J$ be a symmetric measurable function on $\mathbb{R}^d \times \mathbb{R}^d \setminus \{x = y\}$ such that

\begin{equation}
J(x,y) \asymp \frac{1}{|x-y|^d \phi(|x-y|)}.
\end{equation}

By (1.5), the condition (1.6) is equivalent to

\begin{equation}
\kappa_1^{-1} \frac{1}{|x-y|^d \phi_1(|x-y|) \psi_1(\kappa_2|x-y|)} \leq J(x,y) \leq \kappa_1 \frac{1}{|x-y|^d \phi_1(|x-y|) \psi_1(\kappa_3|x-y|)}
\end{equation}

for every $(x,y) \in \mathbb{R}^d \times \mathbb{R}^d \setminus \{(x,y) \in \mathbb{R}^d \times \mathbb{R}^d : x = y\}$. Here $\kappa_1, \kappa_2, \kappa_3$ are positive constants.

For $u \in L^2(\mathbb{R}^d, dx)$, define

\begin{equation}
\mathcal{E}(u,u) := \int_{\mathbb{R}^d \times \mathbb{R}^d} (u(x) - u(y))^2 J(x,y) dxdy
\end{equation}

and for $\beta > 0$,

\begin{equation}
\mathcal{E}_\beta(u,u) := \mathcal{E}(u,u) + \beta \int_{\mathbb{R}^d} u(x)^2 dx.
\end{equation}

Let $C_c(\mathbb{R}^d)$ denote the space of continuous functions with compact support in $\mathbb{R}^d$, equipped with the uniform topology. Define

\begin{equation}
\mathcal{D}(\mathcal{E}) := \{ f \in C_c(\mathbb{R}^d) : \mathcal{E}(f,f) < \infty \}.
\end{equation}

By [13, Proposition 2.2], $(\mathcal{E}, \mathcal{F})$ is a regular Dirichlet form on $L^2(\mathbb{R}^d, dx)$, where $\mathcal{F} := \mathcal{D}(\mathcal{E})$. So there is a Hunt process $Y$ associated with it on $\mathbb{R}^d$, starting from quasi-every point in $\mathbb{R}^d$ (see [16]). In fact, by Meyer’s construction (see, e.g., [13, §4.1]), process $Y$ can be constructed from the pure jump process $X$ whose corresponding jumping kernel is the same as $Y$ but with constant function 1 in place of $\psi_1$, by removing jumps of size larger than 1 with suitable rate. From the Hölder continuity and the two-sided estimates for the transition density of $X$ obtained [13], we can refine the process $X$ and therefore the process $Y$ to start from every point in $\mathbb{R}^d$. Furthermore, by (1.6) and [20, Theorem 3.1], $Y$ is conservative; that is $Y$ has infinite lifetime.

It is not difficult to see that with $J$ satisfying (1.7), we have

\begin{equation}
\mathcal{F} = \{ u \in L^2(\mathbb{R}^d; dx) : \mathcal{E}(u,u) < \infty \}.
\end{equation}

We say UJS holds (see [2]) if for a.e. $x, y \in \mathbb{R}^d$,

\begin{equation}
J(x,y) \leq \frac{c}{r^d} \int_{B(x,r)} J(z,y) dz \quad \text{whenever } r \leq \frac{1}{2}|x-y|.
\end{equation}

Note that, UJS holds if $\kappa_2 = \kappa_3$ in (1.7); see Lemma 2.1.

The jumping intensity kernel $J(x,y)$ determines a Lévy system of $Y$, which describes the jumps of the process $Y$: for any non-negative measurable function $f$ on $\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d$ with $f(s,x,x) = 0$ for all $s > 0$ and $x \in \mathbb{R}^d$ and stopping time $T$ (with respect to the filtration of $Y$),

\begin{equation}
\mathbb{E}_x \left[ \sum_{s \leq T} f(s,Y_{x-},Y_s) \right] = \mathbb{E}_x \left[ \int_0^T \left( \int_{\mathbb{R}^d} f(s,Y_s,y) J(Y_s,y) dy \right) ds \right].
\end{equation}

(See, for example, [12, Proof of Lemma 4.7] and [13, Appendix A]).
A prototype of the model consider in this paper is the following. Let
\[
E(f,f) = \int_{\mathbb{R}^d \times \mathbb{R}^d} (f(x) - f(y))^2 J(x,y) \, dx \, dy
\]
and
\[
\mathcal{F} = \{ f \in L^2(\mathbb{R}^d, dx) : E(f,f) < \infty \}
\]
where \( J(x,y) \) is a symmetric kernel given by
\[
J(x,y) = \int_{[\alpha_1, \alpha_2]} \frac{c(\alpha, x, y)}{|x-y|^{d+\alpha}} \Phi(|x-y|) \nu(d\alpha)
\]
where \( \nu \) is a probability measure on \([\alpha_1, \alpha_2] \subset (0, 2)\), \( \Phi \) is an increasing function on \([0, \infty)\) with \( c_1 e^{c_2 r^\beta} \leq \Phi(r) \leq c_3 e^{c_4 r^\beta} \) with \( \beta \in (0, \infty) \), and \( c(\alpha, x, y) \) is a jointly measurable function that is symmetric in \((x, y)\) and is bounded between two positive constants.

The main result of this paper is the following heat kernel estimates. The inverse function of the strictly increasing function \( t \mapsto \phi(t) \) will be denoted by \( \phi^{-1}(t) \). In this theorem, constants may depend on \( \beta > 0 \).

**Theorem 1.2.** Assume that the conditions (1.1)–(1.4), (1.7) and UJS hold. Then there is a conservative Feller process \( Y \) associated with \((E, \mathcal{F})\) that can start from every point in \( \mathbb{R}^d \). Moreover the process \( Y \) has a continuous transition density function \( p(t, x, y) \) on \((0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d\) with respect to the Lebesgue measure, which has the following estimates (see Figures 1 and 2).

1. **When \( 0 < \beta \leq 1 \):**
   1.a) **(Short time estimates)** There are positive constants \( c_1, c_2 \) and \( C \geq 1 \) such that for every \( t \in (0,1] \) and \( x, y \in \mathbb{R}^d \),
   \[
   C^{-1} \left( \frac{1}{\phi_1(t)^d} \wedge \frac{t}{|x-y|^d \phi_1(|x-y|)} \right) \leq p(t, x, y) \leq C \left( \frac{1}{\phi_1(t)^d} \wedge \frac{t}{|x-y|^d \phi_1(|x-y|)} \right).
   \]
   1.b) **(Large time estimates)** There are positive constants \( c_1, c_2 \) and \( C \geq 1 \) such that for every \( t \in [1, \infty) \) and \( x, y \in \mathbb{R}^d \),
   \[
   C^{-1} t^{-d/2} e^{-c_1 \left( \frac{|x-y|^\beta + |x-y|^2}{\log \frac{|x-y|^\beta + |x-y|^2}} \right)} \leq p(t, x, y) \leq C t^{-d/2} e^{-c_2 \left( \frac{|x-y|^\beta + |x-y|^2}{\log \frac{|x-y|^\beta + |x-y|^2}} \right)}.
   \]
2. **When \( \beta \in (1, \infty) \):**
   2.a) **(Short time estimates)** There are positive constants \( c_1, c_2 \) and \( C \geq 1 \) such that
   \[
   C^{-1} \left( \frac{1}{\phi_1(t)^d} \wedge \frac{t}{|x-y|^d \phi_1(|x-y|)} \right) \leq p(t, x, y) \leq C^{-1} \left( \frac{1}{\phi_1(t)^d} \wedge \frac{t}{|x-y|^d \phi_1(|x-y|)} \right),
   \]
   for every \( t \in (0,1] \) and \( |x-y| < 1 \), and
   \[
   C^{-1} t e^{-c_1 \left( \left( |x-y| \log \frac{|x-y|^\beta + |x-y|^2}{|x-y|^\beta} \right)^{(\beta - 1)/\beta} \wedge |x-y|^\beta \right)} \leq p(t, x, y) \leq C t e^{-c_2 \left( \left( |x-y| \log \frac{|x-y|^\beta + |x-y|^2}{|x-y|^\beta} \right)^{(\beta - 1)/\beta} \wedge |x-y|^\beta \right)}
   \]
   for every \( t \in (0,1] \) and \( |x-y| \geq 1 \).
(2.b) (Large time estimates) There are positive constants $c_1$, $c_2$ and $C \geq 1$ such that for every $t \in [1, \infty)$ and $x, y \in \mathbb{R}^d$,

\begin{align*}
C^{-1} t^{-d/2} e^{-c_1 \left( \left| x-y \right| \log \frac{\left| x-y \right|}{t} \right)^{(\beta-1)/\beta} \wedge \frac{\left| x-y \right|^2}{t}} \\
\leq p(t, x, y) \leq C t^{-d/2} e^{-c_2 \left( \left| x-y \right| \log \frac{\left| x-y \right|}{t} \right)^{(\beta-1)/\beta} \wedge \frac{\left| x-y \right|^2}{t}}.
\end{align*}
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Theorem 1.4. Assume that the conditions (1.3) and (1.4) hold and $2$, it is easy to see that (1.4). So we skip the proof of Theorem 1.4. Note that, from the proof of Lemma estimate result in [10] where $\phi$ estimates; There are positive constants $c$ continuous transition density function on (1.19)

\[
|y - x| \leq \frac{1}{\phi^{-1}(t)} \text{ if } |y - x| \leq 1.
\]

Remark 1.3. (i) When $\beta = 1$, the short time heat kernel estimates in Theorem 1.2(1.a) is first established in [13, Theorem 1.2].

(ii) Theorem 1.2 shows that there is a phase transition at $\beta = 1$ for both the short time and the large time estimates for the transition density function of $Y$.

(iii) Observe that when $\beta > 1$, there is a constant $c = c(\beta) > 0$ so that for $t \geq 1$ and $|x - y| \geq 1$ (by considering cases $|x - y| \geq 2t$ and $|x - y| < 2t$ separately),

\[
c|x - y|^{\beta} \geq \left( |x - y| \log \frac{|x - y|}{t} \right)^{(\beta-1)/\beta} \land \frac{|x - y|^2}{t}.
\]

This explains why $|x - y|^{\beta}$ does not appear in the exponent of the estimates (1.17).

(iv) By the definition (1.1) of $\phi$, when $\beta \in (0, 1]$, estimate (1.13) for $t \in (0, 1]$ and $|x - y| \geq 1$ is equivalent to the following: there are positive constants $c_1, c_2$ and $C \geq 1$ so that for every $t \in (0, 1]$ and $|x - y| \geq 1$,

\[
C^{-1}t e^{-c_1|x-y|^\beta} \leq p(t, x, y) \leq Cte^{-c_2|x-y|^\beta},
\]

(1.18)

To comprehend estimate (1.14), observe that

\[
|x - y|^{\beta} \land \frac{|x - y|^2}{t} = \begin{cases} 
|x - y|^{\beta} & \text{if } |x - y|^{2-\beta} \geq 1, \\
\frac{|x - y|^2}{t} & \text{if } |x - y|^{2-\beta} < 1.
\end{cases}
\]

(v) When $J(x, y)$ is a function of $|x - y|$, the associated process $Y$ is a symmetric Lévy process. There is a large class of symmetric Lévy processes whose Lévy jumping kernels satisfying the condition (1.7), including relativistic stable processes mentioned at the beginning of this paper. Theorem 1.2 in particular gives global two-sided sharp estimates for these Lévy processes. The large time heat kernel estimates are new even for relativistic stable processes. (Short time heat kernel estimates for relativistic stable processes were obtained in [13].) Of course, Theorem 1.2 goes far beyond Lévy processes; it covers a large class of symmetric Markov processes which may not be Lévy and gives the stability results on the heat kernel estimates for this class of symmetric jump processes. □

The next theorem deals with the limiting case $\beta \to \infty$. It extends the heat kernel estimate result in [10] where $\phi_1(r)$ is taken to be $r^\alpha$ for any $\alpha \in (0, 2)$. However the proof in [10] extends easily to the general $\phi_1$ that satisfies the conditions (1.3) and (1.4). So we skip the proof of Theorem 1.4. Note that, from the proof of Lemma 2.1, it is easy to see that $\textbf{UJS}$ holds for $J$ in the next theorem.

Theorem 1.4. Assume that the conditions (1.3) and (1.4) hold and $J(x, y) = \frac{1}{|x - y|^d \phi_1(|x - y|)} 1_{\{|x - y| \leq 1\}}$. Then there is a conservative Feller process $Y$ associated with $(\mathcal{E}, \mathcal{F})$ that starts from every point in $\mathbb{R}^d$. Moreover the process $Y$ has a continuous transition density function on $(0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d$, which has the following estimates; There are positive constants $c_1, c_2$ and $C \geq 1$ such that

\[
C^{-1} \left( \frac{1}{\phi^{-1}_1(t)} \land \frac{t}{|x - y|^d \phi_1(|x - y|)} \right)
\]

\[
\leq p(t, x, y) \leq C^{-1} \left( \frac{1}{\phi^{-1}_1(t)} \land \frac{t}{|x - y|^d \phi_1(|x - y|)} \right),
\]

(1.19)
for every $t \in (0, 1]$ and $|x - y| < 1$,

\begin{equation}
C^{-1} e^{-c_1 \log \frac{|x-y|}{t}} \leq p(t, x, y) \leq C e^{-c_2 \log \frac{|x-y|}{t}},
\end{equation}

for every $t \in (0, 1]$ and $|x - y| \geq 1$,

\begin{equation}
C^{-1} t^{-d/2} e^{-c_1 \left( \frac{|x-y|}{t} \wedge \frac{|x-y|^2}{d} \right)} \leq p(t, x, y) \leq C t^{-d/2} e^{-c_1 \left( \frac{|x-y|}{t} \wedge \frac{|x-y|^2}{d} \right)}.
\end{equation}

for every $t > 1$ and $x, y \in \mathbb{R}^d$.

Note that the estimate in (1.20)–(1.21) is the limiting case as $\beta \to \infty$ in (1.16)–(1.17). This indicates that the constant $C$ as well as $c_1$ and $c_2$ in Theorem 1.2 may be independent of $\beta \in [\beta_0, \infty)$ for every $\beta_0 \geq 1$. But we are not going to pursue this independence in this paper.

The proof of Theorem 1.2 requires different techniques for different cases, which will be given separately. In fact, some estimates in Theorem 1.2, especially the upper bound estimates, are established for more general jumping kernel $J$ under condition (3.12) rather than under (1.7).

For the upper bounds, the proof of (1.18) is given in Theorem 3.4. The strategy is to first consider the finite range process $Y^{(\lambda)}$, whose jumping kernel is $J(x, y) 1_{\{|x-y| \leq \lambda\}}$, and use Davies’ method from [6] to derive an upper bound estimate for the transition density function of $Y^{(\lambda)}$ through carefully chosen testing functions. Here we need to select the value of $\lambda$ in a very careful way that depends on the values of $t$, $|x - y|$ and $\beta$. The upper bound estimates for the transition density function of $Y$ are then obtained from those of $Y^{(\lambda)}$ through Meyer’s construction of $Y$ from $Y^{(\lambda)}$. Specifically, (1.14) is proved in Proposition 3.1 when $|x-y| \leq c$ and in Theorem 3.3 when $|x-y| \geq c$. The upper bounds proof for (1.17) and (1.16) are given in Theorem 3.2 and Theorems 3.4–3.6 respectively. All these are summarized in Theorem 3.6, where the proof of the upper bound estimates in Theorem 1.4 is also given.

For the lower bounds, the proof of (1.18) is given in Theorem 5.3. The strategy is to first derive large time near diagonal lower bound estimate. For this, we follow an approach from [1], using an enhanced version of weighted Poincaré inequality which was initially established in [10] and an entropy argument. We next establish parabolic Harnack principle (PHI in abbreviation) for $Y$. The lower bound off-diagonal estimates on $p(t, x, y)$ are then obtained after certain exit time estimates and transition probability estimates are established. Specifically, (1.14) is proved in Theorem 4.8 and Theorem 5.4. The lower bounds of (1.16) and (1.17) are established in Theorems 5.5, 4.8 and 5.4(i).

Throughout this paper, we use $c_1, c_2, \ldots$ to denote generic constants, whose exact values are not important and can change from one appearance to another. The labeling of the constants $c_1, c_2, \ldots$ starts anew in the statement of each result. The dependence of the constant $c$ on the dimension $d$ may not be mentioned explicitly. For $p \in [1, \infty]$, we will use $\|f\|_p$ to denote the $L^p$-norm in $L^p(\mathbb{R}^d, dx)$.

2. UJS and Examples

Lemma 2.1. Assume that $J$ is given by (1.7) with $\kappa_2 = \kappa_3$. Then UJS holds.
Proof. Suppose \( 2r \leq |y| \). By the change of variable \( z = |y|w \), we have
\[
\frac{1}{r^d} \int_{B(0,r)} \frac{dz}{|z - y|^d \phi(|z - y|)} = \frac{1}{r^d} \int_{B(0,\frac{|y|}{r})} dw \frac{1}{|w - \frac{y}{|y|}|^d \phi(|y|)}
\]
Let
\[
A_{y,r} := \left\{ w \in \mathbb{R}^d : |w| \leq \frac{r}{|y|}, \left| w - \frac{y}{|y|} \right| \leq 1 \right\}.
\]
Since \( 2r \leq |y| \), it is easy to see that there exists a constant \( c_0 = c_0(d) > 0 \) independent of \( r \) and \( y \) such that \( \mu(A_{y,r}) \geq c_0 r^d / |y|^d \). Thus, since \( \phi \) is increasing,
\[
\frac{1}{r^d} \int_{B(0,r)} \frac{dz}{|z - y|^d \phi(|z - y|)} \geq \frac{1}{\phi(|y|) r^d} \int_{A_{y,r}} dw \frac{1}{|w - \frac{y}{|y|}|^d} \geq c_0 \frac{1}{|y|^d \phi(|y|)}
\]
By the above inequality, we conclude that there exists a constant \( c_1 > 0 \) such that for every \( r > 0 \) and \( 2r \leq |x - y| \), we have
\[
\frac{1}{r^d} \int_{B(x,r)} \frac{dz}{|z - y|^d \phi(|z - y|)} \geq c_1 \frac{dz}{|x - y|^d \phi(|x - y|)}.
\]
That is, UJS holds when \( \kappa_2 = \kappa_3 \) in (1.7). \( \square \)

**Example 2.2.** The examples below clearly satisfy UJS by Lemma 2.1.

(i) Let \( \phi_1(r) := \int_{\alpha_1}^{\alpha_2} \nu(d\alpha) \) where \( 0 < \alpha_1 < \alpha_2 < 2 \) and \( \nu \) is a probability measure on \( [\alpha_1, \alpha_2] \). Then it is easy to see that (1.3)–(1.4) are satisfied. Thus if
\[
J(x, y) = \frac{c(x, y) e^{-\gamma |x-y|^d}}{|x - y|^d \int_{\alpha_1}^{\alpha_2} |x - y|^\alpha \nu(d\alpha)}
\]
where \( c(x, y) \) is a jointly measurable function that is symmetric in \( (x, y) \) and is bounded between two positive constants, then the conditions in Theorem 1.2 holds.

(ii) Similarly, condition (1.3)–(1.4) are satisfied if \( \phi_1(r) := (\int_{\alpha_1}^{\alpha_2} r^{-\alpha} \nu(d\alpha))^{-1} \), where \( \nu \) is a probability measure on \( [\alpha_1, \alpha_2] \subset (0, 2) \). Thus if
\[
J(x, y) = c^{-\gamma |x-y|^d} \int_{\alpha_1}^{\alpha_2} \frac{c(x, y, \alpha)}{|x - y|^d \nu(d\alpha)},
\]
where \( c(\alpha, x, y) \) is a jointly measurable function that is symmetric in \( (x, y) \) and is bounded between two positive constants, then the conditions in Theorem 1.2 holds. A particular case is when \( \nu \) is a discrete measure. Theorem 1.2 in particular gives the heat kernel estimate for Markov processes on \( \mathbb{R}^d \) which are linear combinations of independent symmetric tempered-stable-like processes (see [23] for tempered stable processes), i.e.,
\[
J(x, y) = e^{-\gamma |x-y|^d} \sum_{i=1}^{k} \frac{c_i(x, y)}{|x - y|^d + \alpha_i},
\]
where \( c_i(x, y) \) is a jointly measurable function that is symmetric in \( (x, y) \) and is bounded between two positive constants.
(iii) \( \phi_1(r) = r^{\alpha(r)} \), where \( 0 \leq \alpha(r) \leq \beta_3 < 2 \), \( \alpha(r) \log r \) is increasing and \((\alpha(2r) - \alpha(r)) \log r \) is bounded. \( \alpha(r) = c - \frac{1}{r^{d-1}} \) is such an example for \( c \in (0, 2) \). This case corresponds to the jumping kernel

\[
J(x, y) = \frac{c(x, y)e^{-\gamma|x-y|^d}}{|x-y|^{d+\alpha}|x-y|}.
\]

Example 2.3. (i) Let \( Y = \{Y_t, t \geq 0\} \) be the relativistic \( \alpha \)-stable processes on \( \mathbb{R}^d \) with mass \( m > 0 \). That is, \( \{Y_t, t \geq 0\} \) is a Lévy process on \( \mathbb{R}^d \) with

\[
\mathbb{E}_0[\exp(i\langle \xi, Y_t \rangle)] = \exp\left(t\left(m^\alpha - (|\xi|^2 + m^2)^{\alpha/2}\right)\right),
\]

where \( m > 0, \alpha \in (0, 2) \). It is shown in [14] that the corresponding jumping intensity is

\[
J(x, y) = \frac{\Psi_\alpha(m|x-y|)}{|x-y|^{d+\alpha}},
\]

where \( \Psi_\alpha(r) \) is decreasing and \( \Psi_\alpha(r) \) is asymptotically equal to \( e^{-r}(1 + r^{(d+\alpha-1)/2}) \) near \( r = \infty \), and \( \Psi_\alpha(r) = 1 + \Psi_\alpha'(0)r^2/2 + o(r^2) \) near \( r = 0 \). So it is not covered by Example 2.2. However, since \( \Psi_\alpha(r) \) is decreasing, \( \text{UJS} \) holds by Lemma 2.1. So the conditions in Theorem 1.2 are satisfied for the jumping intensity kernel for every relativistic \( \alpha \)-stable processes on \( \mathbb{R}^d \).

When \( \alpha = 1 \), the process is called a relativistic Hamiltonian process. In this case, the heat kernel can be written as

\[
p(t, x, y) = \frac{t}{(2\pi)^d|t|^{d/2}} \int_{\mathbb{R}^d} e^{mt} e^{-\sqrt{(|x-y|^2 + t^2)(|z|^2 + t^2)}} \, dz,
\]

see [13, Example 2.4]. It can be shown that the estimate of this heat kernel given in [13, page 287, line 3–5] is the same as that of Theorem 1.2 (1) for \( \phi(r) = r \) and \( \beta = 1 \).

(ii) Let \( Y := Y^{(1)} + \cdots + Y^{(k)} \) where \( Y^{(i)} \)’s are independent relativistic \( \alpha_i \)-stable processes on \( \mathbb{R}^d \) with mass \( m_i \) where \( \{\alpha_1, \cdots, \alpha_k\} \subset (0, 2) \) and \( \{m_1, \cdots, m_k\} \subset (0, \infty) \). The corresponding jumping intensity is a symmetric kernel given by

\[
J(x, y) = \sum_{i=1}^k \frac{\Psi_{\alpha_i}(m_i|x-y|)}{|x-y|^{d+\alpha_i}}.
\]

Since by (i) each \( \frac{\Psi_{\alpha_i}(m_i|x-y|)}{|x-y|^{d+\alpha_i}} \) satisfies \( \text{UJS} \), so does \( J \). The other conditions of Theorem 1.2 are also satisfied. \( \square \)

When \( \kappa_2 \neq \kappa_3 \), the conditions (1.1)–(1.4) and (1.7) do not need to imply \( \text{UJS} \). We give a simple example showing that there is a continuous jumping kernel satisfying the conditions (1.1)–(1.4) and (1.7) but not satisfying \( \text{UJS} \).

Example 2.4. For the convenience, assume \( d = 1 \) and \( \alpha \in (0, 2) \). Let

\[
U_n := \{y: (2n + 1) - e^{-2n} < |y| < (2n + 1) + e^{-2n}\}, \quad U := \bigcup_{n=1}^{\infty} U_n
\]

and

\[
V_n := \{y: (2n + 1) - e^{-2n-1} < |y| < (2n + 1) + e^{-2n-1}\}, \quad V := \bigcup_{n=1}^{\infty} V_n
\]
and \( \varphi_0 \) a continuous function from \((0, \infty)\) to \([1/4, 1]\) such that

\[
\varphi_0(r) = \begin{cases} 
1/4 & \text{on } \cup_{n=1}^{\infty} \{ r : (2n + 1) - e^{-2n-1} < r < (2n + 1) + e^{-2n-1} \}, \\
1 & \text{on } (0, \infty) \setminus \cup_{n=1}^{\infty} \{ r : (2n + 1) - e^{-2n} < r < (2n + 1) + e^{-2n} \}.
\end{cases}
\]

Note that \( \varphi_0 \) is not a monotone function. We consider a jumping kernel

\[
J(x, y) := |x - y|^{-1-\alpha} \exp (-\varphi_0(|x - y|)|x - y|),
\]

which is radial and continuous. It is easy to check that the conditions (1.1)–(1.4) and (1.7) but with distinct \( \kappa_2 \) and \( \kappa_3 \). For every \( x \in \mathbb{R}^d \), \( y \in x + V_n \) and \( z \in B(x, n) \), \( \frac{1}{2}|x - y| \leq |y - z| \). Thus

\[
\int_{B(x, n)} J(z, y) dy \leq 2^{1+\alpha} |x - y|^{-1-\alpha} e^{-\frac{1}{4}|x-y|} \left( \int_{B(x, n) \cap (U+y)} e^{\frac{3}{4}|z-y|} dz + \int_{B(x, n) \setminus (U+y)} e^{-\frac{3}{4}|z-y|} dz \right) \\
\leq 2^{1+\alpha} J(x, y) \left( \int_{B(x, n) \cap (U+y)} e^{\frac{3}{4}|z-y|} dz + \int_{\mathbb{R}^d} e^{-\frac{3}{4}|z-y|} dz \right) \leq c_1 J(x, y),
\]

from which it is easy to show that UJS cannot hold for this \( J \). 

### 3. Upper Bound Estimate

Throughout this section, we consider more general non-local Dirichlet forms and the corresponding heat kernels. Set

\[(3.1) \quad \mathcal{Q}(f, f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x))^2 J_0(x, y) dx dy, \quad \mathcal{D} = C_c^1(\mathbb{R}^d)^{\mathcal{Q}_1}, \]

where the jump kernel \( J_0(x, y) \) is a symmetric non-negative function of \( x \) and \( y \) so that \( \int_{K \times \mathbb{R}^d} 1 \wedge |x - y|^2 J_0(x, y) dxdy < \infty \) for every compact subset \( K \subset \mathbb{R}^d \).

Here \( \mathcal{Q}_1(f, f) := \mathcal{Q}(f, f) + \|f\|_2^2 \), \( C_c^1(\mathbb{R}^d) \) denotes the space of \( C^1 \) functions on \( \mathbb{R}^d \) with compact support, and \( \mathcal{D} \) is the closure of \( C_c^1(\mathbb{R}^d) \) with respect to the metric \( \mathcal{Q}_1(f, f)^{1/2} \). The Dirichlet form \( (\mathcal{Q}, \mathcal{D}) \) is regular on \( \mathbb{R}^d \) and so it associates a Hunt process \( Y \), starting from quasi-everywhere in \( \mathbb{R}^d \). In the following, the transition density for \( Y \) (if exists) will be denoted by \( q(t, x, y) \).

Recall that \( \phi \) is the non-decreasing function defined by (1.1) through (1.2)–(1.4).

**Proposition 3.1.** Suppose there exist positive constants \( \kappa_1, \kappa_2 > 0 \) such that

\[(3.2) \quad J_0(x, y) \geq \kappa_1 |x - y|^d \phi(|x - y|) \quad \text{for all } |y - x| \leq \kappa_2.
\]

Then there is a properly \( \mathcal{Q} \)-exceptional set \( \mathcal{N} \subset \mathbb{R}^d \), a positive symmetric kernel \( q(t, x, y) \) defined on \([0, \infty) \times (\mathbb{R}^d \setminus \mathcal{N}) \times (\mathbb{R}^d \setminus \mathcal{N}) \) and a positive constant \( c = c(d, \kappa_1, \kappa_2, \beta, \beta_1) \) such that

\[(3.3) \quad \mathbb{E}_x [f(Y_t)] = \int_{\mathbb{R}^d} q(t, x, y)f(y)dy \quad \text{for all } x \in \mathbb{R}^d \setminus \mathcal{N} \text{ and } t > 0,
\]

\[(3.4) \quad q(t + s, x, y) = \int_{\mathbb{R}^d} q(t, x, z)q(s, z, y)dz \quad \text{for every } t, s > 0, x, y \in \mathbb{R}^d \setminus \mathcal{N},
\]
and
\[ q(t, x, y) \leq c \left( \phi^{-1}_1(t) - \theta^{-d/2} t^{-d/2} \right) \text{ for } t > 0 \text{ and } x, y \in \mathbb{R}^d \backslash \mathcal{N}. \]

Moreover, there is a \(Q\)-nest \(\{F_k, k \geq 1\}\) of compact subsets of \(\mathbb{R}^d\) so that \(\mathcal{N} = \mathbb{R}^d \cup \bigcup_{k=1}^{\infty} F_k\) and that for every \(t > 0\) and \(y \in \mathbb{R}^d \backslash \mathcal{N}, \, x \mapsto q(t, x, y)\) is continuous on each \(F_k\).

**Proof.** For \(u \in C^1_c(\mathbb{R}^d)\), let
\[
\mathcal{E}^0(u, u) := \kappa_1 \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x - y|^d \phi(|x - y|)} 1_{|x - y| \leq \kappa_2} \, dx \, dy,
\]
\[
\mathcal{E}^1(u, u) := \kappa_1 \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x - y|^d \phi(|x - y|)} \, dx \, dy,
\]
and define \(\mathcal{D}^0 := \overline{C^1_c(\mathbb{R}^d)}^{\mathcal{E}^0}, \, \mathcal{D}^1 := \overline{C^1_c(\mathbb{R}^d)}^{\mathcal{E}^1}\). Note that under condition (3.2), \(Q(u, u) \leq \mathcal{E}^0(u, u)\) for every \(u \in C^1_c(\mathbb{R}^d)\) and hence for every \(u \in \mathcal{D}\). Moreover, since
\[ \mathcal{E}^1(u, u) - \mathcal{E}^0(u, u) \leq 4\kappa_1 \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{|u(x)|^2}{|x - y|^d \phi(|x - y|)} 1_{|x - y| > \kappa_2} \, dx \, dy, \]
it is easy to see that there exists a positive constant \(c_1 > 0\) depending on \(d, \kappa_1, \kappa_2, \beta, \beta_1\) such that
\[ \mathcal{E}^1(u, u) \leq c_1 \mathcal{E}^0(u, u) \leq c_1 Q(u, u) \text{ for every } u \in \mathcal{D}. \]

Hence \(\mathcal{D}^0 = \mathcal{D}^1 \supset \mathcal{D}\). Recall that, for \(p \geq 1\), the \(L^p(\mathbb{R}^d, dx)\)-norm of a function \(u\) on \(\mathbb{R}^d\) is denoted as \(\|u\|_p\). It follows from [13, Theorem 3.1] and (3.6) that the following Nash’s inequality holds: there is a constant \(c_2 > 0\) so that for every \(f \in \mathcal{D}\) with \(\|f\|_1 = 1\),
\[
\theta(\|f\|_2) \leq c_2 \mathcal{E}^1(f, f) \leq c_1 c_2 Q_1(f, f) \text{ where } \theta(r) = \frac{r}{\phi(r^{-1/2})}. \]

Observe that \((Q_1, \mathcal{D})\) is the Dirichlet form of the 1-subprocess of \(Y\). We have by [1, Theorem 3.1] and the same way as that for [13, Theorem 3.2] using (3.7), that there is a properly \(Q\)-exceptional set \(\mathcal{N} \subset \mathbb{R}^d\) and a positive symmetric kernel \(q(t, x, y)\) defined on \([0, \infty) \times (\mathbb{R}^d \backslash \mathcal{N}) \times (\mathbb{R}^d \backslash \mathcal{N})\) such that for every \(x \in \mathbb{R}^d \backslash \mathcal{N}\) and \(t > 0\), (3.3)–(3.4) are true, and that for every \(x, y \in \mathbb{R}^d \backslash \mathcal{N}\),
\[
q(t, x, y) \leq c_3 e^t \phi^{-1}(t)^{-d} \text{ for } t > 0.
\]
Moreover, there is a \(Q\)-nest \(\{F_k, k \geq 1\}\) of compact subsets of \(\mathbb{R}^d\) so that \(\mathcal{N} = \mathbb{R}^d \cup \bigcup_{k=1}^{\infty} F_k\) and that for every \(t > 0\) and \(y \in \mathbb{R}^d \backslash \mathcal{N}, \, x \mapsto q(t, x, y)\) is continuous on each \(F_k\).

On the other hand, by the third line from the end of the proof of [10, Proposition 2.2], there is a constant \(c_4 > 0\) so that for every \(u \in \mathcal{D} \subset W^{\beta_1/2, 2}(\mathbb{R}^d)\) with \(Q(u, u) \leq \|u\|_2^2\),
\[
\|u\|_2^2 \leq c_4 Q(u, u) \frac{d}{\beta_1} \|u\|_1^{\frac{d}{\beta_1}}.
\]
Therefore by [6, Theorem 2.9] and [1, Theorem 3.1], we have
\[
q(t, x, y) \leq c_5 t^{-d/2} \text{ for every } t \geq 1 \text{ and } x, y \in \mathbb{R}^d \backslash \mathcal{N}.
\]
Combining this, (3.8) and the observation that \( e^t \phi^{-1}(t)^{-d} \leq e \phi^{-1}_1(t)^{-d} \) for \( t \in (0, 1] \) and the fact that \( \phi^{-1}_1(t)^{-d} \geq c_0 t^{-d/2} \) for \( t \in (0, 1] \) and \( \phi^{-1}_1(t)^{-d} \leq c_1 t^{-d/2} \) for \( t \geq 1 \), we conclude that (3.5) holds. \( \square \)

Let \( \psi_2 \) be an increasing function on \([0, \infty)\) with \( \psi_2(r) = 1 \) for \( 0 < r \leq 1 \) and
\[
(3.9) \quad c_1 e^{\gamma_4 r^{\beta_0}} \leq \psi_2(r) \leq c_2 e^{\gamma_4 r^{\beta_0}} \quad \text{for every } 1 < r < \infty,
\]
for some constants \( \gamma_4 \geq \gamma_3 > 0 \). Here \( \beta_0 \in (0, \beta] \), where \( \beta \) is the constant given in (1.2). We also let \( \phi_2 \) be a strictly increasing function on \([0, \infty)\) with \( \phi_2(0) = 0 \), \( \phi_2(1) = 1 \),
\[
(3.10) \quad c_1 \left( \frac{R}{r} \right)^{\beta_3} \leq \frac{\phi_2(R)}{\phi_2(r)} \leq c_2 \left( \frac{R}{r} \right)^{\beta_4} \quad \text{for every } 0 < r < R < \infty
\]
and
\[
(3.11) \quad \int_0^r s \frac{s}{\phi_2(s)} \, ds \leq c_3 \frac{r^2}{\phi_2(r)} \quad \text{for every } r > 0
\]
for some \( 0 < c_1 < c_2, c_3 > 0 \) and \( 0 < \beta_3 \leq \beta_4 < 2 \). (Note that \( \phi_2, \psi_2 \) can be different from \( \phi_1, \psi_1 \), which were given in (1.1).)

Now we further assume that there exists a positive constant \( \kappa_1 > 0 \) such that for every \( x, y \in \mathbb{R}^d \),
\[
(3.12) \quad \kappa_1^{-1} \frac{1}{|x-y|^{d}} \psi_1(|x-y|) \leq J_0(x, y) \leq \kappa_1 \frac{1}{|x-y|^{d}} \phi_1(|x-y|) \psi_1(|x-y|).
\]

In the remaining of this section, we will use the following Davies’ method many times: using Proposition 3.1(ii), (1.3), [1, Theorems 3.1 and 3.2], and [6, Corollary 3.28], we have that for every \( x, y \in \mathbb{R}^d \setminus \mathcal{N} \) and \( t > 0 \),
\[
(3.13) \quad q(t, x, y) \leq c_1 \left( t^{-d/\beta_1} \vee t^{-d/2} \right) \exp(-E(2t, x, y)).
\]
Here \( E(2t, x, y) \) is given by the following:
\[
\Gamma(f)(x) := \int (e^{f(x)} - f(y) - 1)^2 J_0(x, y) \, dy, \quad \Lambda(f)^2 := \| \Gamma(f) \|_{\infty} \vee \| \Gamma(-f) \|_{\infty},
\]
\[
E(t, x, y) := \sup \{ |f(x) - f(y)| - t \Lambda(f)^2 : f \in \text{Lip}_c \text{ with } \Lambda(f) < \infty \},
\]
where \( \text{Lip}_c \) is a space of compactly supported Lipschitz continuous functions on \( \mathbb{R}^d \).

**Theorem 3.2.** Suppose the jumping kernel \( J_0 \) satisfies (3.12) and \( \beta_0 \geq 1 \). Then for every \( 0 < C_* < 1 \), there exist \( c_1, c_2 > 0 \) such that
\[
(3.14) \quad q(t, x, y) \leq c_1 \left( t^{-d/\beta_1} \vee t^{-d/2} \right) \exp \left( -\frac{c_2 |x-y|^2}{t} \right)
\]
for \( x, y \in \mathbb{R}^d \setminus \mathcal{N} \) and \( t > 0 \) with \( |x-y| \leq t/C_* \), and
\[
(3.15) \quad q(t, x, y) \leq c_1 \left( t^{-d/\beta_1} \vee t^{-d/2} \right) \exp \left( -c_2 |x-y| \left( \log \frac{|x-y|}{t} \right)^{\beta_0^{-1}} \right)
\]
for \( x, y \in \mathbb{R}^d \setminus \mathcal{N} \) and \( t > 0 \) with \( |x-y| > t/C_* \).
Proof. Fix \(x, y \in \mathbb{R}^d\) and let \(r = |x - y|\). Define \(f(\xi) := \lambda (|\xi - x| \wedge r)\) for \(\xi \in \mathbb{R}^d\) where \(\lambda\) is a constant to be chosen later. Note that \(|f(\xi) - f(\eta)| \leq \lambda |\xi - \eta|\) for every \(\xi, \eta \in \mathbb{R}^d\). Since \(|e^s - 1|^2 \leq 2s e^{2|s|}\),

\[
\Gamma(f)(\xi) = \int_{\mathbb{R}^d} (e^{f(\xi)} - f(\eta) - 1)^2 J_0(\xi, \eta) d\eta \leq \lambda^2 \int_{\mathbb{R}^d} |\xi - \eta|^2 e^{2\lambda |\xi - \eta|} J_0(\xi, \eta) d\eta
\]

(3.16)

\[
\leq \kappa_1 \lambda^2 \int_{\mathbb{R}^d} e^{2\lambda |\xi - \eta - \gamma_3|^{\beta_0}} J_0(\xi, \eta) d\eta \leq c_1 \lambda^2 \int_0^{\infty} \frac{se^{2\lambda s - \gamma_3 s^{\beta_0}}}{\phi_2(s)} ds,
\]

where the lower bound of (3.9) is used in the second to the last inequality.

We first prove (3.14). When \(0 < \lambda \leq \gamma_3/4\),

\[
\Gamma(f)(\xi) \leq c_2 \lambda^2 \left( \int_0^1 \frac{s}{\phi_2(s)} ds + \frac{1}{\phi_2(1)} \int_1^{\infty} s e^{-\gamma_3 s/2} ds \right) \leq c_3 \lambda^2,
\]

where we used (3.11) in the last inequality. So we have

(3.17) \(-E(2t, x, y) \leq -\lambda r + c_3 t \lambda^2 = \lambda (r + c_3 t)\) for all \(\lambda \leq \gamma_3/4\).

Choose \(c_3\) larger if necessary so that \(c_3 \geq \frac{2}{e^{\gamma_3} \gamma_3}\). For each \(r \leq t/C_\ast\), take

\[
\lambda := r \leq \frac{1}{2c_3 C_\ast} \leq \frac{\gamma_3}{4}
\]

Then from (3.17), we get \(-E(2t, x, y) \leq -\frac{r^2}{4c_3 t}\). Putting this into (3.13), we obtain (3.14) for \(|\xi - \eta| \leq t/C_\ast\).

We next prove (3.15). With \(c_4 := (4/\gamma_3)^{1/(\beta_0 - 1)}\), we have by (3.16),

\[
\Gamma(f)(\xi) \leq c_2 \lambda^2 \int_0^{c_4 \lambda^{1/(\beta_0 - 1)}} \frac{se^{2\lambda s}}{\phi_2(s)} ds + c_2 \lambda^2 \int_{c_4 \lambda^{1/(\beta_0 - 1)}}^{\infty} \frac{se^{-\gamma_3 s/2}}{\phi_2(s)} ds
\]

\[
\leq c_5 \lambda^2 \left( \frac{(c_4 \lambda^{1/(\beta_0 - 1)})^2}{\phi_2(1)} + 1 \right) \leq c_6 \lambda^2 e^{\gamma_3 \lambda^{\beta_0/(\beta_0 - 1)}}
\]

where we used (3.11) and (3.10) in the second and last inequality, respectively. So we have that for every \(\lambda > 0\)

(3.18) \(-E(2t, x, y) \leq -\lambda r + c_6 t \lambda^2 e^{\gamma_3 \lambda^{\beta_0/(\beta_0 - 1)}} = \lambda r \left( c_6 (t/r) e^{\gamma_3 \lambda^{\beta_0/(\beta_0 - 1)}} - 1 \right)\).

Choose \(c_8 \leq (2c_7)^{-\beta_0/(\beta_0 - 1)}\) small so that

\[
c_6 c_8 \left( \sup_{a \geq C_\ast^{-1}} (\log a)^{\beta_0/(\beta_0 - 1)} a^{-1/2}(C_\ast^{1/2} \vee 1) \right) \leq \frac{1}{2}
\]

and take \(\lambda := c_8 (\log (r/t))^{\beta_0/(\beta_0 - 1)}\). Then

\[
(t/r) e^{\gamma_3 \lambda^{\beta_0/(\beta_0 - 1)}} = \left( \frac{t}{r} \right)^{\gamma_3 \lambda^{\beta_0/(\beta_0 - 1)}} \leq \left( \frac{t}{r} \right) (C_\ast^{1/2} \vee 1) (r/t)^{1/2} = (C_\ast^{1/2} \vee 1) (r/t)^{-1/2}.
\]

Thus from (3.18), we get

\[
-E(2t, x, y) \leq -\lambda r \left( c_6 c_8 (\log (r/t))^{\beta_0/(\beta_0 - 1)} (C_\ast^{1/2} \vee 1) (r/t)^{-1/2} - 1 \right)
\]

\[
\leq -\frac{1}{2} \lambda r = -\frac{1}{2} c_8 r (\log (r/t))^{\beta_0/(\beta_0 - 1)}.
\]

Putting this into (3.13), we obtain (3.15) for \(|x - y| > t/C_\ast\).
We will use the following Meyer’s construction [22] several times in this section. Let \( \lambda > 0 \) and define
\[
J^{(\lambda)}(\xi, \eta) := 1_{\{\xi - \eta \leq \lambda\}} J_0(\xi, \eta) \quad \text{and} \quad J_{\lambda}(\xi, \eta) := 1_{\{\xi - \eta > \lambda\}} J_0(\xi, \eta).
\]
One can remove the jumps of \( Y \) of size larger than \( \lambda \) to obtain a new process \( Y^{(\lambda)} \) as follows. One starts with the process \( Y \) associated with jumping kernel \( J_0 \), run it until the stopping time \( T_1 := \inf\{t : |Y_t - Y_{t-}| > \lambda\} \), and at that time restarts \( Y \) at the point \( Y_{T_1} \). One then repeats this procedure. Meyer [22] showed that the resulting process \( Y^{(\lambda)} \) is a process with jumping kernel \( J^{(\lambda)} \). From this construction, we see that \( Y^{(\lambda)} \) can start from every point in \( \mathbb{R}^d \setminus \mathcal{N} \) and that it admits quasi-continuous transition density function \( q^{(\lambda)}(t, x, y) \) defined on \( (0, \infty) \times (\mathbb{R}^d \setminus \mathcal{N}) \times (\mathbb{R}^d \setminus \mathcal{N}) \).

It is easy to see that the Dirichlet form of \( Y^{(\lambda)} \) on \( L^2(\mathbb{R}^d, dx) \) is \( (Q^{(\lambda)}, D) \), where
\[
Q^{(\lambda)}(v, v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (v(\xi) - v(\eta))^2 J^{(\lambda)}(\xi, \eta) \, d\eta \, d\xi.
\]
In fact, note that by (3.10), \( \int_{\mathbb{R}^d} J_{\lambda}(\eta, \xi) \, d\eta \leq c_1(\lambda) < \infty \). Thus we have for \( v \in D \),
\[
0 \leq Q(v, v) - Q^{(\lambda)}(v, v) \leq 4 \int_{\mathbb{R}^d} v(\xi)^2 \left( \int_{\mathbb{R}^d} J_{\lambda}(\xi, \eta) \, d\eta \right) \, d\xi \leq 4c_1(\lambda) \int_{\mathbb{R}^d} v(\xi)^2 \, d\xi
\]
and so
\[
(1 + 4c_1(\lambda))^{-1} Q_1(v, v) \leq Q^{(\lambda)}(v, v) \leq Q_1(v, v) \quad \text{for every} \quad v \in D.
\]

By Proposition 3.1, for each \( b > 0 \), there exists a constant \( c = c(b, d) > 0 \) such that for every \( \lambda \geq b \),
\[
q^{(\lambda)}(t, x, y) \leq c \left( (\phi_1^{-1}(t))^{-d} \vee t^{-d/2} \right) \forall t > 0, x, y \in \mathbb{R}^d \setminus \mathcal{N}.
\]

**Theorem 3.3.** Suppose the jumping kernel satisfies (3.12) and with \( \beta_0 \leq 1 \). Then for every \( a, b > 0 \), there exist \( c_k, k = 1, \ldots, 4 \), and \( C_v \in (0, 1) \) such that for every \( t \geq a \) and \( x, y \in \mathbb{R}^d \setminus \mathcal{N} \) with \( |x - y| \geq b \),
\[
q(t, x, y) \leq \begin{cases} t^{-d/2} e^{-c_2|y-x|^2/t} & \text{when } t > C_v|x-y|^{2-\beta_0}, \\ e^{-c_2|y-x|^\beta_0} & \text{when } t \leq C_v|x-y|^{2-\beta_0}, \end{cases}
\]
or, equivalently,
\[
q(t, x, y) \leq c_3 t^{-d/2} e^{-c_4(\frac{|x-y|^2}{t} \downarrow |x-y|^{\beta_0})}.
\]

**Proof.** For \( \lambda > 0 \) and function \( f \) on \( \mathbb{R}^d \), define
\[
\Gamma_\lambda(f)(\xi) := \int_{\mathbb{R}^d} \left( e^{f(\xi)} - f(\eta) - 1 \right)^2 J^{(\lambda)}(\xi, \eta) \, d\eta
\]
and
\[
\Lambda_\lambda(f)^2 := \|\Gamma_\lambda(f)\|_\infty \vee \|\Gamma_\lambda(-f)\|_\infty.
\]

For fixed \( x, y \in \mathbb{R}^d \setminus \mathcal{N} \), let \( f(\xi) := s (|\xi - x| \vee |x - y|) \) for \( \xi \in \mathbb{R}^d \), where \( s > 0 \) is a constant to be chosen later. Note that \( |f(\eta) - f(\xi)| \leq s|\xi - \eta| \). We have by the same argument as that for (3.16) that
\[
\Gamma_\lambda(f)(\xi) \leq c_1 s^2 \int_{0}^{\lambda} \frac{u}{\phi_2(u)} e^{2su - \gamma_3u^{\beta_0}} \, du \quad \text{for every} \quad \xi \in \mathbb{R}^d
\]
where $\gamma_3 > 0$ is the constant in (3.9). With $s = \gamma_3 \lambda^{\beta_0 - 1}/4$, we have that for all $u \leq \lambda$

$$2su - \gamma_3u^{\beta_0} = \gamma_3 \lambda^{\beta_0 - 1}u/2 - \gamma_3u^{\beta_0} = \gamma_3u^{\beta_0}((u/\lambda)^{1-\beta_0}/2 - 1) \leq -\gamma_3u^{\beta_0}/2,$$

which implies that

$$\lambda \leq \frac{2}{\lambda^{\beta_0}}.$$  \(\text{(3.24)}\)

Thus applying our (3.23)–(3.24) with $t > C$, it then follows from (3.26) and [3, Lemma 3.2] that for every $u$ such that

$$q(t, x, y) = C_4|\xi|^2/4,$$  \(\text{for every } \lambda > 0,\)

It then follows from (3.26) and [3, Lemma 3.2] that for every $t > 0$ and $|x - y| \geq b$, we have by taking $\lambda = |x - y|$ that

$$q(t, x, y) \leq q(\lambda)(t, x, y) + t \sup_{\xi \in \mathbb{R}^d} \|J_\lambda(\xi, \cdot)\|_{\infty}$$

$$\leq c_6 \begin{cases} 
q(\lambda)(t, x, y) & 
\text{when } C_*|x - y|^{2-\beta_0} < t, \\
(t-d/\beta_1 \lor t-d/2) e^{-c_3|x-y|^2/t} + t \frac{|x - y|^{d+\beta_3} e^{-c_7|x-y|^\beta_0}}{|x - y|^{d+\beta_3}} & 
\text{when } C_*|x - y|^{2-\beta_0} \geq t.
\end{cases}$$
Therefore, for every $t \geq a > 0$ and $|x - y| \geq b > 0$,
\[
q(t, x, y) \leq c_8 \begin{cases} 
t^{-d/2}e^{-c_9|x-y|^2/t} & \text{when } C_4|x-y|^{2-\beta_0} < t < |x-y|^2, \\
 e^{-c_9|x-y|^6} & \text{when } C_4|x-y|^{2-\beta_0} \geq t.
\end{cases}
\]
When $t \geq a > 0$ and $t \geq |x-y|^2$, we have by Proposition 3.1 that
\[
q(t, x, y) \leq c_{10}t^{-d/2} \leq c_{11} t^{-d/2}e^{-c_9|x-y|^2/t}.
\]
This completes the proof of the theorem. □

The estimates for the following short time region require more sophisticated choices of test functions in order to obtain the right polynomial exponents.

**Theorem 3.4.** Suppose the jumping kernel satisfies (3.12) and $\beta_0 > 0$. Then for every $a > 0$, there exist $c_1, c_2 > 0$ and $C^* \in (0, 1]$ such that for every $0 < t \leq a$ and $x, y \in \mathbb{R}^d \setminus \mathcal{N}$ with $|x - y| \geq a/C^*$,
\[
q(t, x, y) \leq c_1te^{-c_2|x-y|^6}.
\]
Suppose further $\beta_0 \geq 1$. Then, for every $0 < t \leq a$ and $|x - y| \geq a/C^*$
\[
q(t, x, y) \leq c_3t \left( \exp \left( -c_2|x-y| \left( \log(|x-y|/t) \right)^{(\beta_0-1)/\beta_0} \right) + \exp \left( -c_2|x-y|^6 \right) \right).
\]

**Proof.** Fix $x, y \in \mathbb{R}^d \setminus \mathcal{N}$ with $|x - y| \geq a/C^*$, where $C^* > 0$ is a constant to be chosen later. Let $\lambda \geq \frac{a\beta_0}{d+\beta_0}$ be a constant to be chosen later. Recall the definition of $\Gamma_\lambda(f)$ and $\Lambda_\lambda(f)^2$ from (3.20). Let $r := |x - y|$ and
\[
f(\xi) := \frac{s + g}{3} (|\xi - x| \wedge r) \quad \text{for } \xi \in \mathbb{R}^d,
\]
where $s$ and $g$ are two positive constants to be chosen later. Since $|f(\eta) - f(\xi)| \leq \frac{s + g}{3} |\xi - \eta|$ for all $\xi, \eta \in \mathbb{R}^d$, by the same argument as that for (3.16) that
\[
\Gamma_\lambda(f)(\xi) \leq c_1 \left( s + \gamma_3 \lambda^{(\beta_0-1)\wedge 0} \right)^2 e^{2s\lambda/3} \left( c_1 + c_2 \int_1^{\lambda/\beta_0} u e^{-c_3 \gamma_3 \lambda^{\beta_0}/3} du \right)
\]
for every $\xi \in \mathbb{R}^d$, where the lower bound of (3.10) is used in the first inequality. The constant $c_1 > 0$ is independent of $\lambda > 0$. The same estimate holds for $\Gamma_\lambda(-f)(\xi)$. Thus,
\[
-|f(y) - f(x)| + \Lambda_\lambda(f)^2 t \leq \frac{s + \gamma_3 \lambda^{(\beta_0-1)\wedge 0}}{3} r \left( -1 + C_1 \left( s + \gamma_3 \lambda^{(\beta_0-1)\wedge 0} \right) (t/r)e^{2s\lambda/3} \right).
\]
Now take $s = \frac{6}{\beta_3} (d + \beta_3) \log(\frac{t}{r})$. Then for $\lambda = \frac{\beta_3}{8(d + \beta_3)} r$, we have $(t/r)e^{2s\lambda/3} = (t/r)e^{\frac{1}{2}\log \frac{t}{r}} = \sqrt{t/r}$. Choose $C^* \in (0, 1]$ such that

$$
\frac{6(d + \beta_3)}{\beta_3} C_1 \left( a^{-1} C^* \left( \sup_{0 < v \leq C^*} \sqrt{v} \log \frac{1}{v} \right) + \gamma_3 \left( \frac{a \beta_3}{8(d + \beta_3)} \right)^{\beta_0 - 1} \sqrt{t/r} \right)
$$

is less than 1/2 where $C_1 > 0$ is the constant in (3.30). Then for $0 < t \leq a$, $r \geq a/C^*$ and $\lambda = \frac{\beta_3}{8(d + \beta_3)} r$, we have by (3.30),

$$
(3.31) \quad - |f(y) - f(x)| + \Lambda_\lambda (f)^2 t \leq \frac{s + \gamma_3 \lambda^{(\beta_0 - 1)/0}}{3} r \times \\
\times \left( -1 + \frac{6(d + \beta_3)}{\beta_3} a^{-1} C^* C_1 \sqrt{\frac{t}{r}} \log \left( \frac{r}{t} \right) + C_1 \gamma_3 \left( \frac{a \beta_3}{8(d + \beta_3)} \right)^{\beta_0 - 1} \sqrt{\frac{t}{r}} \right) \\
\leq - \frac{s + \gamma_3 \lambda^{(\beta_0 - 1)/0}}{6} r \\
\leq - \left( \frac{d}{\beta_3} + 1 \right) \log \frac{r}{t} - \frac{3}{6} \left( \frac{\beta_3}{8(d + \beta_3)} \right)^{\beta_0 - 1} r^{(\beta_0 - 1)/1}.
$$

Let $b := \frac{a \beta_3}{8(d + \beta_3)} C^*$. and note that $\phi_1^{-1}(t) \leq c_1 \phi_2^{-1}(t)$ for $t \leq 1$ due to (3.12). By (3.10) and (3.25), there exists a constant $c_1 > 0$, independent of $\lambda \geq b$, such that

$$
(3.32) \quad q^{(\lambda)}(t, x, y) \leq c_1 t^{-d/\beta_3} \exp \left( - |f(y) - f(x)| + \Lambda_\lambda (f)^2 t \right)
$$

for all $t \in (0, a]$, $x, y \in \mathbb{R}^d \setminus \mathcal{N}$. Thus by (3.31), for $x, y \in \mathbb{R}^d \setminus \mathcal{N}$ with $|x - y| \geq a/C^*$ and $t \in (0, a]$, we have by taking $\lambda := \frac{\beta_3}{8(d + \beta_3)} |x - y| \geq b$ that

$$
(3.33) \quad q^{(\lambda)}(t, x, y) \\
\leq c_1 t^{-d/\beta_3} \left( \frac{t}{C^* |x - y|} \right)^{\frac{d+1}{3}} e^{-\gamma_3 c_2 |x - y|^{\beta_0 - 1}/6} \leq c_3 t e^{-\gamma_3 c_2 |x - y|^{\beta_0 - 1}/6}.
$$

Note that by (3.9) and (3.10), there are constants $c_4, c_5 > 0$ such that for every $\lambda \geq b$,

$$
(3.34) \quad \|J_\lambda\|_\infty \leq \frac{c_4}{\lambda^{d + \beta_3}} e^{-\gamma_3 c_5 \lambda^{\beta_0 - 1}} \leq c_5 b^{-(d + \beta_3)} e^{-\gamma_3 c_5 \lambda^{\beta_0 - 1}}.
$$

It then follows from (3.33) and [3, Lemma 3.2] that

$$
q(t, x, y) \leq q^{(\lambda)}(t, x, y) + t \sup_{\xi \in \mathbb{R}^d} \|J_\lambda(\xi, \cdot)\|_\infty \leq c_6 t e^{-\gamma_3 c_5 |x - y|^{\beta_0 - 1}}.
$$

This proves (3.27).
We next show (3.28) holds. Let \( c_+ := (2/\gamma_3)^{1/(\beta_0 - 1)} \). Then we have by (3.29) that for every \( \xi \in \mathbb{R}^d \),

\[
\Gamma_\lambda(f)(\xi) \\
\leq \frac{C}{3} (s + g)^2 \left[ \int_0^{e_{+}} g^{1/(\beta_0 - 1)} \frac{u}{\phi_2(u)} e^{qu} du + C_2 \left[ \int_{e_{+}}^{a_{+}} g^{1/(\beta_0 - 1)} \frac{u}{\phi_2(u)} e^{-\gamma_3 u^{\beta_0/2}} du \right] \right]
\]

\[
\leq \frac{C}{3} (s + g)^2 \left[ \frac{(c + g^{1/(\beta_0 - 1)^2})}{\phi_2(c + g^{1/(\beta_0 - 1)})} e^{c + g^{\beta_0/(\beta_0 - 1)}} + c_3 \right]
\]

\[
\leq \frac{C_2}{3} (s + g)^2 e^{g^{\beta_0/(\beta_0 - 1)} / (4C_3)},
\]

where \( C_2 \) and \( C_3 \) are positive constants that are independent of \( g > 0 \). In the second to the last inequality, (3.11) is used. The same estimate holds for \( \Gamma_\lambda(-f)(\xi) \). Now take \( g := C_3 \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} \). Then for \( t > 0 \),

\[
(3.35) \quad -|f(y) - f(x)| + \Lambda_\lambda(f)^2 t \\
\leq \frac{s + g}{3} \left( -r + C_2 \left( s + C_3 \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} \right) e^{2s\lambda/3 \left( \frac{r}{t} \right)^{1/4}} \right)
\]

\[
= \frac{s + g}{3} \left( r \left( -1 + C_2 \left( s + C_3 \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} \right) e^{2s\lambda/3 \left( \frac{t}{r} \right)^{3/4}} \right) \right).
\]

Next we take \( s := \frac{6}{r\beta_3} \left( d + \beta_3 \right) \log(u/t) \). Then for \( \lambda = \frac{\beta_3}{8(d + \beta_3)} r \),

\[
e^{2s\lambda/3 \left( \frac{t}{r} \right)^{3/4}} = \exp \left( \frac{1}{2} \left( \log \frac{r}{t} \right) \left( \frac{t}{r} \right)^{3/4} \right) = \left( \frac{t}{r} \right)^{\frac{7}{2}}.
\]

Choose \( C_* \in (0, \frac{1}{2}] \) such that

\[
C_2 \sup_{0 < u < C_*} \left( \frac{6}{a_{\beta_3}} (d + \beta_3) \log \left( \frac{1}{u} \right) + C_3 \left( \log \frac{1}{u} \right)^{(\beta_0 - 1)/\beta_0} \right) u^{1/4} < 1/2,
\]

where \( C_2 > 0 \) is the constant in (3.35). Then for \( 0 < t \leq a \), \( r \geq a/C_* \) and \( \lambda = \frac{\beta_3}{8(d + \beta_3)} r \), (3.35) is less than or equal to

\[
\frac{s + g}{3} \left( r \left( -1 + C_2 \left( \frac{6}{a_{\beta_3}} (d + \beta_3) \log \left( \frac{r}{t} \right) + C_3 \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} \right) \left( \frac{t}{r} \right)^{1/4} \right) \right)
\]

\[
\leq - \frac{s + g}{6} - r \leq - \left( \frac{d}{\beta_3} + 1 \right) \log \frac{r}{t} - C_3 \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} r.
\]

By this inequality, (3.32) and (3.35), we have for \( \lambda = \frac{\beta_3}{8(d + \beta_3)} |x - y| \) and \( t \in (0, a] \),

\[
q^{(\lambda)}(t, x, y) \leq c_1 t^{-d/\beta_3} \left( \frac{t}{C_* |x - y|} \right)^{\frac{d+1}{2}} e^{-c_s \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} r}
\]

\[
\leq c_9 \frac{t}{|x - y|^{\frac{d+1}{2}}} e^{-c_s \left( \log \frac{r}{t} \right)^{(\beta_0 - 1)/\beta_0} r}.
\]
It then follows from (3.34) and [3, Lemma 3.2] that for every \( t \in (0, a] \) and \( |x - y| \geq a/C_* \), we have with \( \lambda = \frac{\beta_1}{8(d + \beta_3)} |x - y| \in (b, \infty) \) that

\[
q(t, x, y) \\
\leq q^{(\lambda)}(t, x, y) + t \sup_{\xi \in \mathbb{R}^d} \|J_\lambda(\xi, \cdot)\|_\infty \\
\leq \frac{c_9 t}{|x - y|^{\frac{d}{\beta_1} + 1}} e^{-c_9 (\log \frac{\lambda}{\beta_1})^{(\beta_0 - 1)/\beta_0} t} + \frac{c_4 t}{(8(d + \beta_3))^{|x - y|^{d + \beta_3}}} e^{-c_4 |x - y|^{3/\beta_0}} \\
\leq c_{10} t \left( \exp \left( -c_{11} |x - y| (\log((|x - y|/t)^{(\beta_0 - 1)/\beta_0)}) + \exp \left( -c_{11} |x - y|^{3/\beta_0} \right) \right) .
\]

This proves (3.28). \( \square \)

Proof of the next theorem is an easy modification of the proof of [10, Theorem 2.3]. So we skip the proof.

**Theorem 3.5.** When \( \beta_0 = \infty \), that is, when

\[
\kappa_1^{-1} \frac{1}{|x - y|^d \phi_1(|x - y|)} 1_{\{|x - y| \leq 1\}} \leq J_0(x, y) \leq \kappa_1 \frac{1}{|x - y|^d \phi_2(|x - y|)} 1_{\{|x - y| \leq 1\}},
\]

we have

\[
p(t, x, y) \leq c_1 t^{-d/2} e^{-c_9 (|x - y| \log(|x - y|/t) \wedge |x - y|^2/t)} \quad \text{when } t > 1.
\]

We now summarize Theorems 3.2–3.5 and give the upper bound of Theorems 1.2 and 1.4.

**Theorem 3.6.** Suppose the jumping kernel \( J_0 \) satisfies (3.12). In the estimates below for the case of \( t \in (0, 1] \) and \( |x - y| \leq 1 \), we assume further that \( \phi_1 = \phi_2 \). Then there are \( c_k \), \( k = 1, \ldots, 9 \) so that the following holds.

(a) When \( \beta_0 \in (0, 1] \),

\[
p(t, x, y) \leq c_1 \begin{cases} 
\frac{1}{(\phi_1^{-1}(t))^d} \wedge |x - y|^d \phi_1(|x - y|) & \text{when } t \in (0, 1]; \\
t^{-d/2} e^{-c_9 (|x - y|^{3/\beta_0} \wedge |x - y|^2/t)} & \text{when } t > 1.
\end{cases}
\]

(b) When \( \beta_0 \in (1, \infty) \),

\[
p(t, x, y) \leq c_4 \begin{cases} 
\frac{1}{(\phi_1^{-1}(t))^d} \wedge |x - y|^d \phi_1(|x - y|) & \text{when } t \in (0, 1] \text{ and } |x - y| \leq 1; \\
t(e^{-c_9 |x - y| (\log |x - y|/t)^{(\beta_0 - 1)/\beta_0}} + e^{-c_9 |x - y|^{3/\beta_0}}) & \text{when } t \in (0, 1] \text{ and } |x - y| \geq 1; \\
& \text{when } t \in (0, 1] \text{ and } |x - y| \geq 1; \\
t^{-d/2} e^{-c_9 (|x - y| (\log |x - y|/t)^{(\beta_0 - 1)/\beta_0} \wedge |x - y|^2/t)} & \text{when } t > 1.
\end{cases}
\]

(c) When \( \beta_0 = \infty \), that is, when

\[
\kappa_1^{-1} \frac{1}{|x - y|^d \phi_1(|x - y|)} 1_{\{|x - y| \leq 1\}} \leq J_0(x, y) \leq \kappa_1 \frac{1}{|x - y|^d \phi_1(|x - y|)} 1_{\{|x - y| \leq 1\}},
\]
we have
\[
p(t, x, y) \leq c_7 \begin{cases} 
\frac{1}{\phi_1^{-1}(t)^d} \wedge \frac{t}{|x - y|^d \phi_1(|x - y|)} & \text{when } t \in (0, 1] \text{ and } |x - y| < 1; \\
e^{-c_0 |x - y| \log(|x - y|/t)} & \text{when } t \in (0, 1] \text{ and } |x - y| \geq 1; \\
t^{-d/2} e^{-c_0 (|x - y| \log(|x - y|/t) \wedge |x - y|^2/t)} & \text{when } t > 1.
\end{cases}
\]

**Proof.** Proof of (c) is a combination of Proposition 3.1, Theorem 3.5 and [11, Proposition 2.2]. So we assume $0 < \beta_0 < \infty$. The case $t \geq 1$ is established in Theorems 3.2–3.3. In view of Theorem 3.4 with $a = 1$, we only need to consider the case when $t \in (0, 1]$ and $|x - y| < 1/C^* =: R_0$. But by considering the bilinear form $(\mathcal{E}^*, \mathcal{F})$ with
\[
\mathcal{E}^*(v, v) = \int_{\mathbb{R}^d} (v(\xi) - v(\eta))^2 \left( J(\xi, \eta) 1_{|\xi - \eta| < 1} \right)
+ \frac{\kappa_1}{|\xi - \eta|^d \psi_2(|\xi - \eta|)} 1_{|\xi - \eta| \geq 1} d\eta d\xi,
\]
this follows directly from [3, Lemma 3.2] and [11, Proposition 2.2]. \hfill \Box

## 4. Near Diagonal Lower Bound Estimate and Parabolic Harnack Inequality

### 4.1. Large Time Near Diagonal Lower Bound Estimate

In this section, we always assume $\beta \in (0, \infty)$ and will give the proof of the near diagonal lower bound estimate of the heat kernel. Note that the case $\beta = \infty$ is proved in [10, Theorem 3.5].

Let $\sigma \in (0, \infty)$ and $\mathcal{M}(\sigma)$ be the set of all non-increasing function $\Psi$ from $[0, 1]$ to $[0, 1]$ such that $\Psi(s) > \Psi(1) = 0$ for every $s \in [0, 1)$ and
\[
\Psi(s + \frac{1}{2}((1 - s) \wedge \frac{1}{2})) \geq s \Psi(s), \quad s \in (0, 1).
\]

We use $\mathcal{N}(\sigma)$ to denote all the functions $\Phi$ of the form $c\Psi(|x|)$ for some $\Psi \in \mathcal{M}(\sigma)$ having $\int_{\mathbb{R}^d} \Phi(x) dx = 1$. For $\Phi \in \mathcal{N}(\sigma)$, define
\[
u_\Phi := \int_{B(0, 1)} u(x) \Phi(x) dx.
\]

The following weighted Poincaré inequality is proved in [10]: For every $d \geq 1$, $0 < \alpha < 2$ and $\sigma \in (0, \infty)$, there exists a positive constant $c_1 = c_1(d, \alpha, \sigma)$ independent of $r \geq 1$, such that for every $\Phi \in \mathcal{N}(\sigma)$ and $u \in L^1(B(0, 1), \Phi(x) dx)$,
\[
\int_{B(0, 1)} (u(x) - u_\Phi)^2 \Phi(x) dx
\leq c_1 \int_{B(0, 1) \times B(0, 1)} (u(x) - u(y))^2 \frac{1_{|x - y| \leq 1/c^r}}{|x - y|^{d + \alpha}} (\Phi(x) \wedge \Phi(y)) dx dy.
\]

Moreover, it is shown in [10] that the constant $c_2$ stays bounded for $\alpha \in (0, 2)$. Thus by taking $\alpha \to 0$, we get the following (more appropriate) form of weighted
Poincaré inequality: For every $d \geq 1$, there exists a positive constant $c_2 = c_2(d, \sigma)$ independent of $r \geq 1$, such that for every $u \in L^1(B(0, 1), \Phi(x)dx)$,

$$
\int_{B(0,1)} (u(x) - u_\Phi)^2 \Phi(x) dx \\
\leq c_2 r^2 \int_{B(0,1) \times B(0,1)} \frac{(u(x) - u(y))^2}{|x-y|} 1_{\{|x-y| \leq 1/r\}} (\Phi(x) \wedge \Phi(y)) dxdy.
$$

For a non-negative function $\varphi$ on $(0, \infty)$ with $\varphi(0+) = 0$, $\varphi(r) > 0$ on $(0, 1]$ and $||\varphi||_{\infty, [0, 1]} := \sup_{r \in [0, 1]} |\varphi(r)| < \infty$, we get from the above inequality that, for every $u \in L^1(B(0, 1), \Phi(x)dx)$,

$$
\int_{B(0,1)} (u(x) - u_\Phi)^2 \Phi(x) dx \\
\leq c_2 r^2 \int_{B(0,1) \times B(0,1)} \frac{(u(x) - u(y))^2}{|x-y|} 1_{\{|x-y| \leq 1/r\}} (\Phi(x) \wedge \Phi(y)) dxdy \\
\leq c_2 r^2 \cdot ||\varphi||_{\infty, [0,1]} \int_{B(0,1) \times B(0,1)} \frac{(u(x) - u(y))^2}{|x-y|^{d+\varphi(r|x-y|)} } 1_{\{|x-y| \leq 1/r\}} (\Phi(x) \wedge \Phi(y)) dxdy \\
\leq c_2 r^2 \cdot ||\varphi||_{\infty, [0,1]} \int_{B(0,1) \times B(0,1)} \frac{(u(x) - u(y))^2}{|x-y|^{d+\varphi(r|x-y|)} } (\Phi(x) \wedge \Phi(y)) dxdy.
$$

Thus we have

**Theorem 4.1.** For every $d \geq 1$ and $\sigma \in (0, \infty)$, there is a positive constant $c = c(d, \sigma)$ independent of $r > 1$, such that for every $\Phi \in \mathcal{N}(\sigma)$, $u \in L^1(B(0, 1), \Phi dx)$ and a non-negative function $\varphi$ on $(0, \infty)$ with $\varphi(0+) = 0$, $\varphi(r) > 0$ on $(0, 1]$ and $||\varphi||_{\infty, [0, 1]} < \infty$,

$$
\int_{B(0,1)} (u(x) - u_\Phi)^2 \Phi(x) dx \\
\leq c r^2 \cdot ||\varphi||_{\infty, [0,1]} \int_{B(0,1) \times B(0,1)} \frac{(u(x) - u(y))^2}{|x-y|^{d+\varphi(r|x-y|)} } (\Phi(x) \wedge \Phi(y)) dxdy.
$$

Here $u_\Phi := \int_{B(0,1)} u(x) \Phi(x) dx$.

Now let’s consider $(Q, D)$ of (3.1) and assume the jump kernel $J_0(x, y)$ for $(E, F)$ satisfies (3.12). Recall that $q(t, x, y)$ is the transition density function for the associated Hunt process $Y$ with respect to the Lebesgue measure on $\mathbb{R}^d$.

Let $J_0(x, y)$ be the function satisfying (3.9)–(3.12). For $\delta \in (0, 1)$, set

$$
(4.2) \quad \tilde{J}_0(x, y) = J_0(x, y) 1_{\{|x-y| \geq \delta\}} + \kappa_1 \frac{1}{|x-y|^{d-\varphi_2(|x-y|)} } \psi_2(|x-y|) 1_{\{|x-y| < \delta\}},
$$

and define $(E^\delta, F^\delta)$ in the same way as we defined $(Q, D)$ in (3.1) but with $\tilde{J}_0$ in place of $J_0$.

For $\delta \in (0, 1)$, let $\tilde{Y}^\delta$ be the symmetric Markov process associated with $(E^\delta, F^\delta)$. By [20, Theorem 3.1], the process $\tilde{Y}^\delta$ is conservative. Moreover, by Proposition 3.1, there is a properly $E^\delta$-exceptional set $\mathcal{N}_\delta \subset \mathbb{R}^d$ and a positive symmetric kernel $q^\delta(t, x, y)$ defined on $[0, \infty) \times (\mathbb{R}^d \setminus \mathcal{N}_\delta) \times (\mathbb{R}^d \setminus \mathcal{N}_\delta)$ such that for every $x \in \mathbb{R}^d \setminus \mathcal{N}_\delta$ and $s, t > 0$,

$$
\mathbb{E}_x \left[ f(\tilde{Y}^\delta_t) \right] = \int_{\mathbb{R}^d} q^\delta(t, x, y) f(y) dy, \quad q^\delta(t+s, x, y) = \int_{\mathbb{R}^d} q^\delta(t, x, z) q^\delta(s, z, y) dz,
$$

\noindent \textit{Theorem 3.1.}
Lemma 4.4. For every density function of the subprocess $B$

Moreover, there is an $\mathcal{E}^\delta$-nest $\{F_k^\delta, k \geq 1\}$ of compact subsets of $\mathbb{R}^d$ so that $\mathcal{N}_\delta = \mathbb{R}^d \setminus \cup_{k=1}^\infty F_k^\delta$ and that for every $t > 0$ and $y \in \mathbb{R}^d \setminus \mathcal{N}_\delta$, $x \mapsto q^\delta(t, x, y)$ is continuous on each $F_k^\delta$. For ball $B(x_0, r) \subset \mathbb{R}^d$, let $q^\delta_{B(x_0, r)}(t, x, y)$ denote the transition density function of the subprocess $\hat{\mathcal{Y}}^\delta_{B(x_0, r)}$ of $\hat{\mathcal{Y}}^\delta$ killed upon leaving the ball $B(x_0, r)$.

We consider the bilinear form $(\mathcal{E}^{(1)}(t), \mathcal{F}^{(1)})$ with

$$\mathcal{E}^{(1)}(t)(v, v) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (v(\xi) - v(\eta))^2 \mathcal{J}^{(1)}_\delta(\xi, \eta) d\eta d\xi,$$

where

$$\mathcal{J}^{(1)}_\delta(\xi, \eta) := 1_{|\xi - \eta| \leq 1} \mathcal{J}_\delta(\xi, \eta).$$

Let $\hat{\mathcal{Y}}^{(1)}$ be the corresponding Hunt process associated with the regular Dirichlet form $(\mathcal{E}^{(1)}(t), \mathcal{F}^{(1)})$. Since $\hat{\mathcal{Y}}^{(1)}$ can be obtained from $\hat{\mathcal{Y}}^\delta$ by removing its jumps of size larger than 1, $\hat{\mathcal{Y}}^{(1)}$ can start from every point in $\mathbb{R}^d \setminus \mathcal{N}_\delta$. Moreover, $\hat{\mathcal{Y}}^{(1)}$ admits a quasi-continuous transition density function $q^{(1)}(t, x, y)$ on $(0, \infty) \times (\mathbb{R}^d \setminus \mathcal{N}_\delta) \times (\mathbb{R}^d \setminus \mathcal{N}_\delta)$ with respect to the Lebesgue measure that has the similar properties as that for $q^\delta(t, x, y)$. Let $q^{(1), \delta, D}(t, x, y)$ be the transition density function of the subprocess $\hat{\mathcal{Y}}^{(1), \delta, D}$ of $\hat{\mathcal{Y}}^{(1)}$ killed upon leaving an open set $D$. It follows from [1, Lemma 3.6] that for $x, y \in \mathbb{R}^d \setminus \mathcal{N}_\delta$,

$$q^\delta(t, x, y) \geq e^{-s \mathcal{J}_\delta} q^{(1)}(t, x, y) \quad \text{and} \quad q^{(1), \delta, D}(t, x, y) \geq e^{-s \mathcal{J}_\delta} q^{(1), \delta, D}(t, x, y),$$

where $\mathcal{J}_\delta(x) := \int_{\mathbb{R}^d} \mathcal{J}_\delta(x, y) 1_{|x - y| > 1} dy$. Since $\sup_{\delta \in (0, 1)} \|\mathcal{J}_\delta\|_{\infty} < \infty$, using (4.4) the next three results follow from [1, Proposition 4.3, Lemma 4.5, Lemma 4.6] respectively.

**Proposition 4.2.** There is a constant $c_1 = c_1(\delta, r) > 0$ such that for every $t \in [r^2/8, r^2/4]$ and $x, y \in B(x_0, r) \setminus \mathcal{N}_\delta$,

$$q^{\delta, B(x_0, r)}(t, x, y) \geq c_1 (r - |x|)^{\beta_4} (r - |y|)^{\beta_4}.$$

Let $(\mathcal{E}^\delta, \mathcal{F}^{\delta, B(x_0, r)})$ be the Dirichlet form for the killed process $\hat{\mathcal{Y}}^{\delta, B(x_0, r)}$.

**Lemma 4.3.** For every $t > 0$ and $y_0 \in B(x_0, r) \setminus \mathcal{N}_\delta$, it holds that $q^{\delta, B(x_0, r)}(t, x, y_0) \in \mathcal{F}^{\delta, B(x_0, r)}$.

Define

$$\Phi_r(x) = (r^2 - |x|^2)^{12/(2 - \beta_4)} 1_{B(x_0, r)}(x).$$

**Lemma 4.4.** For every $t > 0$ and $y_0 \in B(x_0, r) \setminus \mathcal{N}_\delta$, it holds that

$$\Phi_r(\cdot) / q^{\delta, B(x_0, r)}(t, x, y_0) \in \mathcal{F}^{\delta, B(x_0, r)}.$$

Let $q^\delta_{B(x_0, 1)}(t, x, y) := r^{d-2} q^{\delta, B(x_0, r)}(rv, x_1, ry)$ and $x_1 \in B(x_0, 1)$, and define

$$u_r(t, x) := q^\delta_{B(x_0, 1)}(t, x, x_1),$$

$$G(t) := \int_{B(x_0, 1)} \Phi_1(y) \log u_r(t, y) dy - \frac{1}{2} \int_{B(x_0, 1)} \Phi_1(x) \log \Phi_1(x) dx.$$
Using the above three results, the proof of the next result is the almost identical to that of [1, Lemma 4.7]. So we skip the proof.

**Lemma 4.5.**

\[ G'(t) = - \mathcal{E}^{(r)} \left( u_r(t, \cdot), \frac{\Phi_1}{u_r(t, \cdot)} \right) \]

where

\[ \mathcal{E}^{(r)}(u, u) := \int_{\mathbb{R}^d \times \mathbb{R}^d} (u(x) - u(y))^2 + 2 \mathbb{J}_\delta(rx, ry) dx dy. \]

The idea of the proof of the following theorem is motivated by that of [1, Proposition 4.9] and [10, Theorem 3.4].

**Theorem 4.6.** For each \( \delta_0 > 0 \), there exists \( c = c(\delta_0, \beta, \beta_0) > 0 \), independent of \( \delta \in (0, 1) \) such that for every \( x_0 \in \mathbb{R}^d \),

\[ q^B(t, x, y) \geq ct^{-d/2} \quad \text{for every} \ t \geq \delta_0 \ \text{and} \ x, y \in \mathbb{R}^d \setminus N_\delta \ 	ext{with} \ |x-y|^2 \leq t. \]

Moreover, for each \( \delta_0 > 0 \) and \( 0 < \varepsilon < M < \infty \), there exists \( c = c(\delta_0, \varepsilon, M, \beta, \beta_0) > 0 \), independent of \( \delta \in (0, 1) \) such that for every \( x_0 \in \mathbb{R}^d \), \( t \geq \delta_0 \), \( s \in [ct, Mt] \) and every \( x, y \in B(x_0, 3 \sqrt{t}/4) \setminus N_\delta \),

\[ q^B_{\delta, B(x_0, 1/2)}(s, x, y) \geq ct^{-d/2}. \]

**Proof.** Fix \( \delta \in (0, 1) \) and, for simplicity, in this proof we sometimes drop the superscript “\( \delta \)” from \( \hat{Y}^{\delta} \) and \( q^B(t, x, y) \). Recall that for ball \( B_r := B(0, r) \subset \mathbb{R}^d \), \( q^B_r(t, x, y) \) is the transition density function of the subprocess \( \hat{Y}^B \) of \( \hat{Y} \) killed upon leaving the ball \( B_r \). It follows from Lemmas 4.3 and 4.4 that for every \( t > 0 \) and \( y_0 \in B_r \), \( q^B_r(t, x, y_0) \in \mathcal{F}^B_r \) and \( \varphi_r(\cdot)/q^B_r(t, x, y_0) \in \mathcal{F}^B_r \), where \( (\mathcal{E}, \mathcal{F}^r) \) is the Dirichlet form for the killed process \( \hat{Y}^B_r \).

Note that the Dirichlet form of \( \{r^{-1} \hat{Y}_{r^2t}, t \geq 0\} \) is \( (\mathcal{E}^{(r)}, \mathcal{F}^{(r)}) \), where

\[ \mathcal{E}^{(r)}(u, u) = \int_{\mathbb{R}^d \times \mathbb{R}^d} (u(x) - u(y))^2 + 2 \mathbb{J}_\delta(rx, ry) dx dy \]

\[ \mathcal{F}^{(r)} = \left\{ u \in L^2(u, u) : \mathcal{E}^{(r)}(u, u) < \infty \right\} = W^{\beta_4/2, 2} \left( \mathbb{R}^d \right). \]

For \( u \in L^2(\mathbb{R}^d, dx) \), its Fourier transform \( \hat{u} \) is defined by \( \hat{u}(\xi) := (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{i\xi \cdot y} u(y) dy \). Then

\[ \mathcal{E}_1^{(r)}(u, u) \leq c_0 \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x-y|^{d+\beta_4}} dxdy + \int_{\mathbb{R}^d} u(x)^2 dx \right) \]

\[ = c_1 \int_{\mathbb{R}^d} (|\xi|^{\beta_4} + 1)|\hat{u}(\xi)|^2 d\xi \]

\[ \leq c_2 \int_{\mathbb{R}^d} (|\xi|^2 + 1)|\hat{u}(\xi)|^2 d\xi = c_3 \int_{\mathbb{R}^d} (|\nabla u(x)|^2 + u(x)^2) dx. \]

Define

\[ q^B_r(t, x, y) := r^d q^B_r(r^2t, rx, ry) \quad \text{for} \ t > 0 \ \text{and} \ x, y \in B \setminus N_\delta. \]

Note that \( q^B_r(t, x, y) \) is the transition density function for process \( r^{-1} \hat{Y}^B_{r^2t} \). The latter is the subprocess of \( \{r^{-1} \hat{Y}_{r^2t}, t \geq 0\} \) killed upon leaving the unit ball \( B(0, 1) \),
whose Dirichlet form will be denoted as \((\mathcal{E}(r), \mathcal{F}(r))\). It follows from Proposition 4.2 that there is a constant \(c_4 = c_4(\delta, r) > 0\) such that

\[
q_r^B(t, x, y) \geq c_4(1 - |x|)^{\beta_4}(1 - |y|)^{\beta_4} \quad \text{for every } t \in [1/8, 1/4] \text{ and } x, y \in B(0, 1) \setminus \mathcal{N}_\delta.
\]

Let \(\Phi(x) := c_5\phi_1(x)\) where \(\phi_1\) is the function defined in (4.5) and \(c_5\) is a normalizing constant so that \(\int_{\mathbb{R}^d} \Phi(x)dx = 1\). Let \(x_0 \in B(0, 1) \setminus \mathcal{N}_\delta\) and define

\[
\begin{align*}
 u(t, x) &:= q_r^B(t, x, x_0), \quad v(t, x) := q_r^B(t, x, x_0)/\Phi(x)^{1/2}, \\
 H(t) &:= \int_{B(0,1)} \Phi(y) \log u(t, y)dy, \\
 G(t) &:= \int_{B(0,1)} \Phi(y) \log v(t, y)dy = H(t) - c_6.
\end{align*}
\]

The remainder of the argument does not use the condition on \(J_\delta\), and in particular the constants can be taken to be independent of \(\delta \in (0, 1)\).

Let \(q_r(t, x, y) := r^d q(r^2t, rx, ry)\), which is the transition density function with respect to the Lebesgue measure on \(\mathbb{R}^d\) for the symmetric jump process \(\hat{Y}_t^{(r)} := r^{-1}\hat{Y}_{r^2t}\), whose jumping intensity function is \(r^{d+2}J(rx, ry)\). Let \(x \in \mathbb{R}^d \setminus \mathcal{N}_\delta\). Using Theorem 3.2 for \(rt \geq 1\) and \(\beta_0 > 1\)

\[
(4.11) \quad \mathbb{P}_x \left( \hat{Y}_t^{(r)} \notin B(x, 1/4) \right) \leq \int_{B(x,1/4)^c} r^d q(r^2t, rx, ry)dy = \int_{B(rx, r/4)^c} q(r^2t, rx, z)dz \leq c_7 \int_{\{|w| \geq (r/4)^{(1-\beta_0)/\beta_0}\}} e^{-c_8 |w|/(r^2t)} d\mathbb{N} dw
\]

\[
+ c_9 \int_{r^2t/r^4} r^{-d} s^{-d/2} \exp \left(-\frac{c_{10}s^2}{r^2t} \right) s^{d-1} ds
\]

\[
\leq c_7 \int_{\{|w| \geq r/4\}} e^{-c_1 |w|} dw + c_9 \int_{1/(4\sqrt{t})}^{\infty} \exp \left(-c_{10}u^2 \right) u^{d-1}du.
\]

Similarly, using Theorem 3.3, for \(r^2t \geq 1\) and \(\beta_0 \leq 1\),

\[
(4.12) \quad \mathbb{P}_x \left( \hat{Y}_t^{(r)} \notin B(x, 1/4) \right) \leq c_{12} \int_{\{|w| \geq r/4\}} e^{-c_{13} |w|} dw + c_{14} \int_{1/(4\sqrt{t})}^{\infty} \exp \left(-c_{15}u^2 \right) u^{d-1}du.
\]

For each \(\beta_0 > 0\), using (4.11)–(4.12), we choose \(t_0 \in (0, 1/2)\) be small so that

\[
\mathbb{P}_x \left( \hat{Y}_t^{(r)} \notin B(x, 1/4) \right) < 1/16 + 1/16 = 1/8 \quad \text{for every } r \geq t_0^{-1/2} \text{ and } 0 < t \leq t_0.
\]

By Lemma 3.8 of [1], we have for every \(r \geq t_0^{-1/2}\),

\[
(4.13) \quad \mathbb{P}_x \left( \sup_{s \in [0,t_0]} |\hat{Y}_s^{(r)} - \hat{Y}_0^{(r)}| > 1/4 \right) \leq 1/4.
\]
Thus, using Theorem 4.1, for all \( t \in (0, 1) \), we have (4.8) and Lemma 4.5,

\[ G'(t) = - \int_B \int_B \frac{[u(t,y) - u(t,x)]}{u(t,x)u(t,y)} [u(t,x)\Phi(y) - \Phi(x)u(t,y)]J(r)(x,y) \, dy \, dx \\
- \int_B \Phi(x)\kappa_B(r)(x) \, dx. \]

The main step is to show that for all \( t \) in \((0,1)\) and \( r \geq t_0^{-1/2} \) one has

\[ G'(t) \geq -c_{18} + c_{19} \int_B \left( \log u(t,y) - H(t) \right)^2 \Phi(y) \, dy. \]

for positive constants \( c_{18}, c_{19} \). By [10, (3.13)] and the argument that follows it, we have

\[ \frac{[u(t,y) - u(t,x)]}{u(t,x)u(t,y)} [u(t,x)\Phi(y) - \Phi(x)u(t,y)] \leq (\Phi(x)^{1/2} - \Phi(y)^{1/2})^2 - \sqrt{\Phi(x)\Phi(y)} (\log v(t,y) - \log v(t,x))^2. \]

Substituting in the formula for \( G'(t) \),

\[ H'(t) = G'(t) \]

\[ \geq -c_{18} + \int_B \int_B (\log v(t,y) - \log v(t,x))^2 \sqrt{\Phi(x)\Phi(y)}J(r)(x,y) \, dx \, dy \]

\[ \geq -c_{18} + r^2 \int_B \int_B (\log v(t,y) - \log v(t,x))^2 (\Phi(x) + \Phi(y)) \left( \frac{1}{|x-y|^d} \right) \, dx \, dy, \]

where

\[ \varphi(s) := \begin{cases} (\kappa_0)^{-1} s^2 & \text{when } s < \delta \\
\kappa_1 \phi(s) & \text{when } s > \delta. \end{cases} \]

Thus, using Theorem 4.1, for all \( t \) in \((0,1)\) and \( r \geq t_0^{-1/2} \)

\[ H'(t) \geq -c_{18} + c_{19} \int_B \left( \log v(t,y) - G(t) \right)^2 \Phi(y) \, dy \]

\[ \geq -c_{20} + c_{21} \int_B \left( \log u(t,y) - H(t) \right)^2 \Phi(y) \, dy, \]

which gives (4.14). Note that in the first inequality we used the fact that

\[ \int_B \int_B (\Phi(x)^{1/2} - \Phi(y)^{1/2})^2 J(r)(x,y) \, dx \, dy + \int_B \Phi(x)\kappa_B(r)(x) \, dx = \mathcal{E}(\Phi^{1/2}, \Phi^{1/2}) < \infty, \]

which follows from (4.9).

Now following the argument of the proof of [10, Theorem 3.4] (page 851-853), we conclude that

\[ q(t, x, y) \geq q^{B(x_0, \sqrt{t})}(t, x, y) \geq c_{22} t^{-d/2} \]

for every \( t \geq t_0^{-1} \) and \( x, y \in \mathbb{R}^d \setminus N_\delta \), \( t_0 \leq t \), and \( x, y \in B(x_0, 3\sqrt{t}/4) \setminus N_\delta \) and \( s \in [\varepsilon t, M t]. \)
Next suppose that \( \delta_0 < t_0^{-1} \) and \( \delta_0 \leq t \leq t_0^{-1} \). Let \( n_0 = 1 + \lfloor 2/\sqrt{t_0 \delta_0} \rfloor \), where \([a]\) is the largest integer which is no larger than \( a \). By [1, Theorem 4.10] and our (4.4) we have

\[
q^{B(x_0, \sqrt{\delta_0})}(u, x, y) \geq c_{24}, \quad \text{for every } \frac{\epsilon \delta_0}{2n_0} \leq u \leq 2\delta_0^{-1} \text{ and } x, y \in B(x_0, 3\sqrt{\delta_0}/4) \setminus \mathcal{N}_\delta,
\]

where the constant \( c_{24} \) is independent of \( \delta \) and \( x_0 \in \mathbb{R}^d \). Given \( x, y \in B(x_0, 3\sqrt{t}/4) \setminus \mathcal{N}_\delta \), let \( z_1 \cdots z_{n_0-1} \) be equally spaced points on the line segment joining \( x \) and \( y \) such that \( x \in B(z_1, 3\sqrt{\delta_0}/4) \subset B(z_1, \sqrt{\delta_0}) \subset B(x_0, \sqrt{t}) \) and \( y \in B(z_{n_0-1}, 3\sqrt{\delta_0}/4) \subset B(z_{n_0-1}, \sqrt{\delta_0}) \subset B(x_0, \sqrt{t}) \). Using (4.15) and the semigroup property, we have

\[
q^{B(x_0, \sqrt{t})}(s, x, y)
\]

\[
= \int_{B(x_0, \sqrt{t})} \cdots \int_{B(x_0, \sqrt{t})} q^{B(x_0, \sqrt{t})}(s/n_0, x, w_1) \cdots
\]

\[
= \int_{B(z_1, 3\sqrt{\delta_0}/4)} \cdots \int_{B(z_{n_0-1}, 3\sqrt{\delta_0}/4)} q^{B(z_1, \sqrt{\delta_0})}(s/n_0, x, w_1) \cdots
\]

\[
\geq c_{25} \geq c_{25} \delta_0^{d/2} t^{-d/2}.
\]

Similar argument gives (4.6) when \( \delta_0 < t_0^{-1} \) and \( t \in [\delta_0, t_0^{-1}] \). \( \square \)

For any ball \( B \subset \mathbb{R}^d \), let \((\mathcal{E}^{\delta, B}, \mathcal{F}^{\delta, B})\) denote the Dirichlet form of the subprocess \( ^\delta Y \) killed upon leaving the ball \( B \). It is easy to see that \( C_1^r(\mathbb{R}^d) \) is a common core for \((\mathcal{E}^{0}, \mathcal{F}^{0})\) and \((\mathcal{E}, \mathcal{F})\), and that \( C_1^r(B) \subset C_1^r(\mathbb{R}^d) \) is a common core for \((\mathcal{E}^{\delta, B}, \mathcal{F}^{\delta, B})\) and \((\mathcal{E}^{B}, \mathcal{F}^{B})\). Thus by [1, Theorems 2.3 and 2.4], we have the following. (See [1, Definition 2.1] for the definition of Mosco convergence.)

**Theorem 4.7.** Let \( B \) be a ball in \( \mathbb{R}^d \). Then \((\mathcal{E}^{\delta}, \mathcal{F}^{\delta})\) and \((\mathcal{E}^{\delta, B}, \mathcal{F}^{\delta, B})\) converge as \( \delta \to 0 \) to \((\mathcal{E}, \mathcal{F})\) and \((\mathcal{E}^{B}, \mathcal{F}^{B})\), respectively, in the sense of Mosco.

The above theorem implies that the semigroup of \( ^\delta Y \) and \( ^\delta Y \) converge in \( L^2 \) to that of \( Y \) and \( Y \), respectively. By the same proof as that for [1, Theorem 1.3], we deduce from Theorem 4.6 the following lower bound estimate for the heat kernel of \( Y \) and \( Y \).

Recall that \( \mathcal{N} \) is the proper exceptional set in Proposition 3.1.

**Theorem 4.8.** Suppose the Dirichlet form \((\mathcal{Q}, \mathcal{D})\) is given by (3.1) with the jumping kernel satisfying (3.12). For each \( t_0 > 0 \), there exists \( c_1 = c_1(t_0) > 0 \), such that for every \( x_0 \in \mathbb{R}^d \), \( t \geq t_0 \),

\[
q(t, x, y) \geq c_1 t^{-d/2} \quad \text{for every } x, y \in \mathbb{R}^d \setminus \mathcal{N} \text{ with } |x - y|^2 \leq t.
\]

Moreover, for each \( t_0 > 0 \) and \( 0 < \varepsilon < M < \infty \), there exists \( c_2 = c_2(t_0, \varepsilon, M) > 0 \) such that for every \( x_0 \in \mathbb{R}^d \), \( t \geq t_0 \),

\[
(4.16) \quad q^{B(x_0, \sqrt{t})}(s, x, y) \geq c_2 t^{-d/2}
\]

for every \( s \in [\varepsilon t, Mt] \) and q.e \( x, y \in B(x_0, 3\sqrt{t}/4) \setminus \mathcal{N} \).
4.2. Parabolic Harnack Inequality. In this section, we always assume $\beta_0 \in (0, \infty]$.

We first introduce a space-time process $Z_s := (V_s, Y_s)$, where $V_s = V_0 - s$. The augmented filtration generated by $Z$ will be denoted as $\{\mathcal{F}_s; s \geq 0\}$. The law of the space-time process $s \mapsto Z_s$ starting from $(t, x)$ will be denoted as $\mathbb{P}_{(t,x)}$.

For each $A \subset [0, \infty) \times \mathbb{R}^d$, denote $\sigma_A := \inf\{t > 0 : Z_t \in A\}$ and $\tau_A = \tau(A) := \inf\{t > 0 : Z_t \not\in A\}$, and define $U(t,x,r) = \{t\} \times B(x,r)$. Recall that $\mu_{d+1}$ is the Lebesgue measure on $\mathbb{R}^{d+1}$.

Lemma 4.9. Suppose the Dirichlet form $(\mathcal{Q}, \mathcal{D})$ is given by (3.1) with the jumping kernel $J_0$ satisfying the condition (3.12). For every $\delta \in (0,1)$ and $R_\ast > 0$, there exist $C_2, C_3 > 0$ depending $\delta, R_\ast \beta$ and $\beta_0$ such that the following are true:

(i) For all $x \in \mathbb{R}^d \setminus \mathcal{N}$, $r \geq R_\ast$, $t \geq \delta r^2$ and any compact subset $A \subset [t - \delta r^2, t - \delta r^2/2] \times B(x, \frac{3r}{4})$,

$$\mathbb{P}_{(t,x)}(\sigma_A < \sigma_{[t-\delta r^2,t] \times B(x,r)}) \geq C_2 \frac{\mu_{d+1}(A)}{r^{d+2}}.$$ 

(ii) For every $R \geq R_\ast$, $r \in (0, R/2]$, $x_0 \in \mathbb{R}^d \setminus \mathcal{N}$, $t \leq 2R^2$ and $(t', x), (t, z) \in [t - 3\delta R^2, t] \times B(x_0, R)$ with $t' \leq t - \delta R^2/2$,

$$\mathbb{P}_{(t,x)}(\sigma_{U(t',x,r)} < \sigma_{[t-3\delta R^2,t] \times B(x_0,2R)}) \geq C_3 \frac{r^{d+2}}{R^{d+2}}.$$ 

Proof. (i) Let $\tau_r := \inf_{t \in [t-\delta r^2, t]} \{t - s, Y_s \in A\}$. Note that

$$\mathbb{E}_{(t,x)} \left[ \int_0^{\tau_r} 1_A(t-s, Y_s)ds \right] = \int_0^{\delta r^2} \mathbb{P}_{(t,x)} \left( \int_0^{\tau_r} 1_A(t-s, Y_s)ds > u \right) du \leq \int_0^{\delta r^2} \mathbb{P}_{(t,x)}(\sigma_A < \tau_r).$$

On the other hand,

$$\mathbb{E}_{(t,x)} \left[ \int_0^{\tau_r} 1_A(t-s, Y_s)ds \right] = \int_{2^{-1}\delta r^2}^{\delta r^2} \mathbb{P}_{(t,x)} \left( (t-s, Y_s \in A) \right) ds = \int_{2^{-1}\delta r^2}^{\delta r^2} \mathbb{P}_{x} \left( Y_s \in A_{t-s} \right) ds = \int_{2^{-1}\delta r^2}^{\delta r^2} \int_{A_{t-s}} p^{B(x,r)}(s, x, y)dy ds.$$

From [10, Theorem 3.5] and (4.16), we have for $(s, y) \in (2^{-1}\delta r^2, \delta r^2) \times (B(x, 3r/4) \setminus \mathcal{N})$, $p^{B(x,r)}(s, x, y) \geq c_1 r^{-d}$. Thus

$$\mathbb{E}_{(t,x)} \left[ \int_0^{\tau_r} 1_A(t-s, Y_s)ds \right] \geq c_1 \int_{2^{-1}\delta r^2}^{\delta r^2} \int_{A_{t-s}} r^{-d}dy ds \geq c_1 \mu_{d+1}(A) \frac{1}{r^{d+1}}.$$ 

Combining the above two inequalities we obtain (i).

(ii) Given (4.16), the proof is almost the same as that of [11, Lemma 2.6 (ii)], so we omit it. \hfill \square

Now we consider symmetric jump process $Y$ whose jumping measure $J$ is given by (1.6). In this case, it follows from [11, Theorem 3.1] that $Y$ admits jointly continuous transition density function $p(t, x, y)$ and that $Y$ can be modified to start
from every point in $\mathbb{R}^d$ in view of Meyer’s construction (so the properly exceptional set $\mathcal{N}$ of $Y$ can be taken to be the empty set). Throughout the remainder of this paper, we consider the space-time process $Z_s = (V_0 - s, Y_s)$ where the jumping kernel $J$ of $Y$ is given by (1.6) and satisfies UJS. We point that UJS is only used in the next lemma.

Note that for $Q := [a, b] \times B$, $\tau_Q = \inf\{s \geq 0 : Z_s \notin Q\} = \tau_B \wedge (V_0 - a)_+1_{\{V_0 \leq b\}}$.

**Lemma 4.10.** Let $R_*> 0$, $\delta > 0$ and $0 < a < 1/3$. For $R \geq R_*$, let $Q_1 = [t_0, t_0 + 4\delta R^2] \times B(x_0, 3aR/2)$, $Q_2 = [t_0, t_0 + 4\delta R^2] \times B(x_0, 2aR)$ and define $Q_- = [t_0 + \delta R^2, t_0 + 2\delta R^2] \times B(x_0, aR)$, $Q_+ = [t_0 + 4\delta R^2, t_0 + 4\delta R^2] \times B(x_0, aR)$. Let $h : [t_0, \infty) \times \mathbb{R}^d \rightarrow \mathbb{R}_+$ be bounded and supported in $[t_0, \infty) \times B(x_0, 3aR)^c$. Then there exists $C_1 = C_1(\delta, a, R_*) > 0$ independent of $R \geq R_*$ such that the following holds:

$$E_{(t_1, y_1)}[h(Z_{\tau_{Q_1}})] \leq C_1 E_{(t_2, y_2)}[h(Z_{\tau_{Q_2}})] \quad \text{for } (t_1, y_1) \in Q_- \text{ and } (t_2, y_2) \in Q_+.$$  

**Proof.** Given (4.16), the proof is similar to that of [11, Lemma 5.3] (with $R^2$ in place of $\phi(R)$ there) except the following changes. In order to estimate $\int_{t_0}^{t_1} I_2 \, ds$ in [11, page 1081] from above, we claim that

$$p_{3aR/2}^a(t_1 - s, y_1, z) \leq c_1 R^{-d} \quad \text{for every } z \in B_{3aR/2} \text{ and } t_1 > s.$$  

Note that

$$aR_* / 4 \leq aR / 4 \leq |y_1 - z| \leq 5aR / 2 \quad \text{for every } z \in B_{3aR/2},$$

If $t_1 - s \leq 1$, by Theorem 3.6 and (4.19)

$$p_{3aR/2}^a(t_1 - s, y_1, z) \leq p(t_1 - s, y_1, z) \leq c_2 \frac{1}{|y_1 - z|^d} \leq \frac{c_3}{R^d}.$$  

If $t_1 - s > 1$ and $|y_1 - z| \leq (t_1 - s)$, then, by Theorem 3.6 and (4.19)

$$p_{3aR/2}^a(t_1 - s, y_1, z) \leq c_4 e^{-c_5 |y_1 - z|^d} \leq c_6 R e^{-c_7 R^{1+d}} \leq \frac{c_8}{R^d}.$$  

If $t_1 - s > 1$ and $|y_1 - z| (2 - \beta)^{1/2} \leq (t_1 - s)$, then by (4.19), $\frac{aR}{4} \leq |y_1 - z| < (t_1 - s) (2 - \beta)^{-1/2}$. Thus by Theorem 3.6

$$p_{3aR/2}^a(t_1 - s, y_1, z) \leq c_9 (t_1 - s)^{-d/2} e^{-c_{10} |y_1 - z|^2} \leq c_{11} (aR/4)^{-d/2} e^{-c_{12} aR/2} \leq \frac{c_{12}}{R^d}.$$  

If $t_1 - s > 1$, $\beta \in (0, 1]$ and $|y_1 - z| (2 - \beta) \geq (t_1 - s) \geq |y_1 - z|$, then, by (4.19), $aR/4 \leq |y_1 - z| < t_1 - s$. Thus by Theorem 3.6 (a)

$$p_{3aR/2}^a(t_1 - s, y_1, z) \leq c_{13} e^{-c_{14} |y_1 - z|} \leq c_{15} e^{-c_{16} R^{1+d}} \leq \frac{c_{16}}{R^d}.$$  

We have proved (4.18), which implies that $\int_{t_0}^{t_1} I_2 \, ds$ in [11, page 1081] is less than or equal to the right hand side of [11, (5.4)]. Now using UJS, the remainder part of proof is similar to that of [11, Lemma 5.3]. We omit the rest of the proof. $\square$

We say that a non-negative Borel measurable function $h(t, x)$ on $[0, \infty) \times \mathbb{R}^d$ is parabolic (or caloric) on $D = (a, b] \times B(x_0, r)$ if for every relatively compact open subset $D_1$ of $D$, $h(t, x) = E_{(t, x)}[h(Z_{\tau_{D_1}})]$ for every $(t, x) \in D_1 \cap ([0, \infty) \times \mathbb{R}^d)$, where $\tau_{D_1} = \inf\{s > 0 : Z_s \notin D_1\}$. 


Lemma 5.1. The one in [10]. Thus in this section we only consider the case \(0 \leq \beta \leq 1\), and the jumping kernel \(J\) satisfying the conditions (1.10), with the jumping kernel \(J\) to the proof in [11, Theorem 5.2] (see also [13, Theorem 4.12]) for \(\beta < 3\).

Proof. This result was already proved in [11, Theorem 5.2] and [13, Theorem 4.12] for \(R \leq R_0\). Given the above lemmas, one can prove for the case \(R > R_0\) similarly to the proof in [11, Theorem 5.2] (see also [13, Theorem 4.12]) for \(\beta < \infty\), and the proof in [10, Theorem 4.1] for \(\beta = \infty\). \(\square\)

5. Off-diagonal Lower Bound Estimates

For the remaining of this paper, \((\mathcal{E}, \mathcal{F})\) is the Dirichlet form given by (1.8) and (1.10), with the jumping kernel \(J\) satisfying the conditions (1.1)–(1.4), (1.7) and UJJS, and \(Y\) is the associated Hunt process on \(\mathbb{R}^d\). Recall that \(\beta > 0\) is the exponent in (1.2).

In this section, we give the proof of the off-diagonal lower bound for \(p(t, x, y)\). Using the result in previous sections, the proof of the off-diagonal lower bound for the limiting case \(\beta = \infty\) (i.e. the case \(\psi_1(r) = \infty\) for every \(r \geq 1\)) is identical to the one in [10]. Thus in this section we only consider the case \(0 < \beta < \infty\).

Lemma 5.1. (i) For every \(r_0 > 0\), there exist \(c_1, c_2 \in (0, 1)\) such that for every \(x \in \mathbb{R}^d\) and \(0 < r \leq r_0\),

\[
P_x(\tau_B(x, r/2) < c_1 \phi_1(r)) \leq c_2.
\]

(ii) There exists \(\gamma \in (0, 1)\) such that for every \(t \geq \frac{1}{4}\) and \(x \in \mathbb{R}^d\),

\[
P_x(\tau_B(x, \gamma^{-1/2} t^{1/2}) < t) \leq \frac{1}{2}.
\]

Proof. Since the idea of the proof is similar, we only spell out details for the proof of (ii) (see also [11, Lemma 2.5] for the proof of (i)).

Let \(x \in \mathbb{R}^d\) and \(t > 1\). When \(\beta \in (1, \infty)\), by Theorem 3.6(b),

\[
P_x(Y_t \notin B(x, r)) = \int_{B(x, r)^c} p(t, x, z) dz
\]

\[
\leq c_1 \int_{\{z \in \mathbb{R}^d : |z - x| \geq (r \vee t)\}} te^{-c_2 |z - x|/|t|} (|z - x|/t)^{(\beta - 1)/\beta} dz
\]

\[
+ c_1 \int_{\{z \in \mathbb{R}^d : (r \vee t) \leq |z - x| \leq r\}} t^{-d/2} \exp \left( -\frac{c_3 |z - x|^2}{t} \right) dz
\]

\[
\leq c_5 \int_{\{w \in \mathbb{R}^d : |w| \geq (r \vee t)\}} e^{-c_4 |w|} dw + c_5 \int_{r}^{t} t^{-d/2} \exp \left( -\frac{c_3 s^2}{t} \right) s^{d-1} ds
\]

\[
\leq c_5 \int_{\{w \in \mathbb{R}^d : |w| \geq r\}} e^{-c_4 |w|} dw + c_6 \int_{r/(\sqrt{t})}^{\infty} \exp \left( -c_3 u^2 \right) u^{d-1} du.
\]
When \( \beta \in (0, 1] \), using Theorem 3.6 (a),
\[
\mathbb{P}_x \left( Y_t \notin B(x, r) \right)
\leq c_7 \int_{\{z \in \mathbb{R}^d : |z - x| \geq (r \vee t^{1/2}) \}} te^{-c_8 |z - x|^\beta} \, dz
+ c_7 \int_{\{z \in \mathbb{R}^d : t^{1/2} \geq |z - x| \geq r \}} t^{-d/2} \exp \left( -\frac{c_9 |z - x|^2}{t} \right) \, dz
\leq c_{10} \int_{\{w \in \mathbb{R}^d : |w| \geq (r \vee t^{1/2}) \}} e^{-c_{11}|w|^\beta} \, dw
+ c_{10} \mathbb{1}_{(0, t^{1/2})}(r) \int_r^{t^{1/2}} t^{-d/2} \exp \left( -\frac{c_9 s^2}{t} \right) s^{d-1} \, ds
\leq c_{10} \int_{\{w \in \mathbb{R}^d : |w| \geq r \}} e^{-c_{11}|w|^\beta} \, dw + c_{12} \mathbb{1}_{(0, t^{1/2})}(r) \int_{r/(\sqrt{t})}^{\infty} \exp \left( -c_9 u^2 \right) u^{d-1} \, du.
\]
Thus for each \( \beta > 0 \), we can choose \( \gamma > 0 \) small so that
\[
\text{(5.2)} \quad \mathbb{P}_x \left( Y_t \notin B(x, r) \right) < 1/4 \quad \text{for every } t \leq \gamma r^2
\]
for \( t \geq 1/4 \). Using (5.1), we see that (by changing \( \gamma \) if necessary) (5.2) holds for all \( t > 0 \). Thus, by [1, Lemma 3.8]), we obtain
\[
\mathbb{P}_x \left( \tau_{B(x, 2r)} < \gamma r^2 \right) = \mathbb{P}_x \left( \sup_{u \leq \gamma r^2} |Y_u - Y_0| > r \right) \leq \frac{1}{2},
\]
for every \( r^2 \gamma \geq 1 \), so the proof of (ii) is completed by considering \( t = 4 \gamma r^2 \). \( \square \)

Let \( \gamma \) be the constant in Lemma 5.1(ii). Applying Lemma 5.1 and (1.11), we can prove the following in the same way as [13, Proposition 4.11]. Thus we skip the proof.

**Proposition 5.2.** (i) If \((t, x, y) \in \left[ \frac{1}{4}, \infty \right) \times \mathbb{R}^d \times \mathbb{R}^d \) with \(|x - y| \geq 3\gamma^{-1/2} t^{1/2} \), then there exist constants \( c_1, c_2 > 0 \) such that
\[
\mathbb{P}_x \left( Y_t \in B(y, 3 \cdot 2^{-\beta} \gamma^{-1/2} t^{1/2}) \right) \geq c_1 \frac{t^{1+d/2} e^{-c_2 |x - y|^\beta}}{|x - y|^d \phi_1(|x - y|)}.
\]
(ii) For every \( t_0 > 0 \), there exist constants \( c_1 \geq 2, c_2 > 0 \) and \( c_3 > 0 \) such that for every \( x, y \in \mathbb{R}^d \) with \(|x - y| \geq c_1 \phi^{-1}(t) \) and for every \( t \in (0, t_0] \),
\[
\mathbb{P}_x (Y_t \in B(y, c_1 \phi^{-1}(t))) \geq c_2 \frac{t^d \phi^{-1}(t)}{|x - y|^d \phi(c_3 |x - y|)}.
\]

Now using Theorem 4.11, Lemma 5.1(i) and Proposition 5.2(ii), the proof of the next Theorem is almost identical to that of [13, Lemma 4.13 and Theorem 1.2]. (For the case of \(|x - y| \leq c \) for some small \( c > 0 \), this has been proved in [11, Theorem 2.4].) Thus we skip its proof.

**Theorem 5.3.** Suppose \( t_0 \in (0, \infty) \). There exists \( c = c(\beta, t_0) > 0 \) such that for every \( t \leq t_0 \),
\[
p(t, x, y) \geq c \left( \frac{1}{(\phi^{-1}(t))^d} \wedge \frac{t}{|x - y|^d \phi(c_1 |x - y|)} \right).
\]
Theorem 5.4. (i) For every $C^* > 0$, there exist $c_1, c_2 > 0$ such that for every $t \geq 1$,

$$p(t, x, y) \geq c_1 t^{-d/2} \exp \left( -\frac{c_2 |x-y|^2}{t} \right) \quad \text{when } C^* |x-y| \leq t.$$  

(ii) There exist $c_1, c_2 > 0$ such that for every $t \geq 1$,

$$p(t, x, y) \geq c_1 t e^{-c_2 |x-y|^\beta} \quad \text{when } |x-y|^{2-\beta} \geq t/C_*.$$

where $\gamma$ is the constant in Lemma 5.1(ii).

In particular, when $0 < \beta \leq 1$, there exist $c_1, c_2, C_* > 0$ such that for every $t \geq 1$,

$$p(t, x, y) \geq c_1 t e^{-c_2 |x-y|^\beta} \quad \text{when } |x-y|^{2-\beta} \geq t/C_*.$$

Proof. (i) Fix $C^* > 0$ and let $R := |x-y|$. By Theorem 4.8, we only need to consider the case $1 \vee (C^* R) \leq t \leq R^2$. Let $l$ be the smallest positive integer so that $t/l \geq (R/l)^2$. Then $1 \leq R^2/t \leq l < 1 + R^2/t \leq 2R^2/t$ and so $2(R/l)^2 \geq t/l \geq (R/l)^2$. Since $t \geq C^* R$,

$$\frac{t}{l} \geq \frac{t}{1+R^2/t} = \frac{t^2}{t+R^2} \geq 2^{-1} \left( \frac{t}{R} \right)^2 \geq 2^{-1}(C^*)^2.$$  

Let $x = x_0, x_1, \ldots, x_l = y$ be such that $|x_i - x_{i+1}| = R/l$ for $i = 1, \ldots, l-1$, and let $B_i := B(x_i, R/l)$. Since $(R/l)^2 \leq t/l$ and $t/l \geq 2^{-1}(C^*)^2$, by Theorem 4.8 and semigroup property, we have

$$p(t/l, y_i, y_{i+1}) \geq c_1 (t/l)^{-d/2}, \quad \text{for every } (y_i, y_{i+1}) \in B_i \times B_{i+1}.$$  

Using (5.5), we have

$$p(t, x, y) \geq \int_{B_1} \cdots \int_{B_{l-1}} p(t/l, x, y_1) \cdots p(t/l, y_{l-1}, y) dy_1 \cdots dy_{l-1} \geq c_1 (t/l)^{-d/2} \Pi_{i=1}^{l-1} \left( c_2 (t/l)^{-d/2} (R/l)^d \right) \geq c_3 (t/l)^{-d/2} (c_2 2^{-d/2})^{l-1} \geq c_3 (t/l)^{-d/2} \exp(-c_4 l) \geq c_3 t^{-d/2} \exp \left( -\frac{c_6 |x-y|^2}{t} \right).$$  

(ii) Since $|x-y| \geq 3 \cdot 2^{-1} \gamma^{-1/2} (t/3)^{1/2}$, applying Proposition 5.2(i) with $t/3$ in place of $t$, we have

$$P_x(Y_{t/3} \in B(y, C_1 t^{1/2})) \geq P_x(Y_{t/3} \in B(y, C_1 (t/3)^{1/2})) \geq c_7 \frac{t^{1+2d} e^{-c_6 |x-y|^d}}{|x-y|^d \phi_1(|x-y|)}$$  

where $C_1 := 3 \cdot 2^{-1} \gamma^{-1/2}$. As $\mu_d(B(y, C_1 t^{1/2})) \leq c_9 t^d/2$, the above together with Theorem 4.11 implies that

$$p(t, x, y) \geq c_{10} \sup_{w \in B(y, C_1 t^{1/2})} p(t/3, x, w) \geq c_{11} \frac{t e^{-c_6 |x-y|^\beta}}{|x-y|^d \phi_1(|x-y|)}$$  

which is greater than $c_{12} t e^{-c_{14} |x-y|}$ since $|x-y| \geq \frac{\sqrt{3}}{2} \gamma^{-1/2}$. This completes the proof. \(\square\)
We thus obtain (5.6) and (5.7). If in addition
\[ p(t, x, y) \geq c_1 \exp \left( -c_2 |x - y| \left( \log \frac{|x - y|}{t} \right)^{(\beta - 1)/\beta} \right), \]
for every \( t > 1 \) and \( |x - y| \geq t/C_*, \) and
\[ p(t, x, y) \geq c_1 t \left( e^{-c_2 |x - y| \left( \log \frac{|x - y|}{t} \right)^{\beta - 1}/\beta} + e^{-c_2 |x - y|^\beta} \right), \]
for every \( t \in (0, 1) \) and \( |x - y| \geq t/C_* . \)

**Proof.** Let \( R := |x - y| \). Note that \( \exp(-cR(\log(R/t))^{(\beta - 1)/\beta}) \geq \exp(-cR^{\beta}) \) is equivalent to \( t \geq R \exp(-R^{\beta}) \). Since \( R \exp(-R^{\beta}) \leq \exp(-1) \) for all \( R > 0 \) and \( \beta \geq 1, t \geq R \exp(-R^{\beta}) \) holds for \( t > 1 \). When \( t < R \exp(-R^{\beta}) \) (which can only occur for some \( t \in (0, 1) \) ), (5.7) holds by Theorem 5.3. So it suffices to consider the case \( C_* R \geq t \geq R \exp(-R^{\beta}) \). In this case we have \( R(\log(R/t))^{-1/\beta} \geq 1 \). Let \( l \geq 2 \) be a positive integer such that
\[ R \left( \log(R/t) \right)^{-1/\beta} < l \leq R \left( \log(R/t) \right)^{-1/\beta} + 1 \]
and let \( x = x_0, x_1, \ldots, x_l = y \) be such that \( |x_i - x_{i+1}| \leq 2R/l \) for \( i = 1, \ldots, l - 1 \). (Here we used the fact that \( \mathbb{R}^d \) is a geodesic space.) We observe that
\[ \frac{t}{R} \leq (\log(R/t))^{1/\beta} \leq \sup_{s \geq 1/C_*} s^{-1}(\log(s))^{1/\beta} =: t_0 < \infty \]
and
\[ \frac{R}{2l} \geq \frac{1}{2}(1 - \frac{1}{l})(1 - \frac{1}{l})^{1/\beta} \geq \frac{1}{4}(\log(C_*)^{-1})^{1/\beta} =: r_0 > 0. \]
Thus for all \( (y_i, y_{i+1}) \in B(x_i, r_0) \times B(x_{i+1}, r_0) \), \( 3R/l \geq |y_i - y_{i+1}| \geq R/l \) and \( \phi(|y_i - y_{i+1}|) \geq \phi(R/l) \geq \phi(2r_0) \geq (\phi(2r_0)/t_0)(t/l) \). Now, by Theorem 5.3 with our \( t_0 \), we have for all \( (y_i, y_{i+1}) \in B(x_i, r_0) \times B(x_{i+1}, r_0) \)
\[ p(t, y_i, y_{i+1}) \geq c_1 \frac{t^l}{(R/l)^d \phi(4R/l)} \geq c_2 \frac{t}{R} (l/R)^{d-1+\beta} e^{-\gamma_2 (3R/l)^\beta} \]
\[ \geq c_3 \frac{t}{R} (\log(R/t))^{-(d-1+\beta)/\beta} (\frac{t}{R})^{\gamma_2 \beta^\beta} \geq c_4 \frac{t}{R} \]
where \( c_5 > 1 \). Let \( B_i = B(x_i, r_0) \). Using (5.8), we have
\[ p(t, x, y) \geq \int_{B_1} \cdots \int_{B_{l-1}} p(t/l, x, y) \cdots p(t/l, y_{l-1}, y) dy_1 \cdots dy_{l-1} \]
\[ \geq c_4 \frac{t}{R} \prod_{i=1}^{l-1} (c_4 \frac{t}{R})^{c_5} \cdot r_0^d \]
\[ \geq c_7 \exp \left( -c_5 (R(\log(R/t))^{-1/\beta} + 1) \log(c_8^{-1} R/t) \right) \]
\[ \geq c_9 \exp \left( -c_{10} R(\log(R/t))^{1-1/\beta} \right). \]
If in addition \( t \in (0, 1] \), then
\[ \exp(-c_{10} R(\log(R/t))^{1-1/\beta}) \geq t \exp(-c_{10} R(\log(R/t))^{1-1/\beta}). \]
We thus obtain (5.6) and (5.7).

Combining Theorems 5.3–5.5, we have the lower bounds in Theorem 1.2.
6. Applications of heat kernel estimates

6.1. Green function estimates. We assume $d \geq 3$ and give two-sided sharp estimates the Green function for $G(x, y)$ of $Y$ in $\mathbb{R}^d$ where

$$G(x, y) := \int_0^\infty p(t, x, y)dt, \quad x, y \in \mathbb{R}^d.$$ 

Theorem 6.1. There exists $c = c(\alpha, d) > 1$ such that for $x, y \in \mathbb{R}^d$,

$$c^{-1} \left( \frac{\phi_1(|x - y|)}{|x - y|^d} + \frac{1}{|x - y|^{d-2}} \right) \leq G(x, y) \leq c \left( \frac{\phi_1(|x - y|)}{|x - y|^d} + \frac{1}{|x - y|^{d-2}} \right).$$

Proof. Note that for every $T, M \in [0, \infty)$

$$c^{-1} \left( \frac{\phi_1(|x - y|)}{|x - y|^d} + \frac{1}{|x - y|^{d-2}} \right) \leq G(x, y) \leq c \left( \frac{\phi_1(|x - y|)}{|x - y|^d} + \frac{1}{|x - y|^{d-2}} \right).$$

When $|x - y| \leq 1$, by Theorem 1.2 and (6.1),

$$c_1 \frac{\phi_1(|x - y|)}{|x - y|^d} \leq c_2 \int_0^{\phi_1(|x - y|)^{\frac{1}{\alpha}} t} \frac{t}{|x - y|^d \phi_1(|x - y|)} dt \leq G(x, y)$$

$$\leq c_3 \int_0^{\phi_1(|x - y|)^{\frac{1}{\alpha}}} t \frac{1}{|x - y|^d \phi_1(|x - y|)} dt + c_4 \int_{\phi_1(|x - y|)^{\frac{1}{\alpha}}}^{\phi_1(|x - y|)} \frac{1}{(\phi_1^{-1}(t))^d} dt + c_5 \int_{\phi_1(|x - y|)}^{\infty} t^{-\frac{d}{2}} e^{-\frac{c_6 |x - y|^2}{t}} dt$$

$$\leq c_7 \frac{\phi_1(|x - y|)}{|x - y|^d} + c_8 \frac{\phi_1(|x - y|)}{|x - y|^d} \sum_{k=0}^{\infty} \int_{c_9 \phi_1(2^{k+1}|x - y|)}^{c_9 \phi_1(2^k|x - y|)} \frac{1}{|x - y|^d \phi_1(|x - y|)(\phi_1^{-1}(t))^d} dt$$

$$+ c_5 \frac{1}{|x - y|^{d-2}} \int_0^{|x - y|^2} u^{-\frac{d-4}{2}} e^{-c_6 u^2} du \leq c_{10} \left( \frac{\phi_1(|x - y|)}{|x - y|^d} + \frac{1}{|x - y|^{d-2}} \right),$$

where we used (1.3) in the last inequality. In fact,

$$\sum_{k=0}^{\infty} \int_{c_9 \phi_1(2^{k+1}|x - y|)}^{c_9 \phi_1(2^k|x - y|)} \frac{|x - y|^d}{\phi_1(|x - y|)(\phi_1^{-1}(t))^d} dt \leq c_{11} \sum_{k=0}^{\infty} 2^{-(d-\beta)k} < \infty.$$ 

On the other hand, if $|x - y| > 1$ using Theorems 1.2 and 5.4(ii) and (6.1)

$$c_{12} \frac{|x - y|^{d-2}}{|x - y|^d} \int_0^1 u^{-\frac{d-4}{2}} du = c_{12} \int_0^\infty t^{-\frac{d}{2}} dt \leq G(x, y)$$

$$\leq c_{13} \frac{t e^{-c_{14}|x - y|^{\beta^\wedge 1}} dt + c_{15} \int_{1}^{\infty} |x - y|^{2 - (\beta^\wedge 1)} t e^{-c_{16}|x - y|^{\beta^\wedge 1}} dt$$

$$+ c_{17} \int_{|x - y|^{2 - (\beta^\wedge 1)}}^{\infty} t^{-\frac{d}{2}} e^{-c_{18}|x - y|^2} dt$$

$$\leq c_{19} |x - y| e^{-c_{14}|x - y|^{\beta^\wedge 1}} + c_{21} |x - y|^{d-2} \int_0^{|x - y|^{\beta^\wedge 1}} u^{-\frac{d-4}{2}} e^{-c_{22} u^2} du \leq c_{23} |x - y|^{d-2}.$$ 

This completes the proof of the theorem. \qed
6.2. Differentiability of spectral functions. In [24, 25], the differentiability of spectral functions for symmetric stable processes are studied.

Let $Z$ be a symmetric jump processes considered in this paper whose Dirichlet form $(Q, D)$ is given by (1.8)–(1.9) whose jumping intensity kernel $J$ is given by (1.6) and satisfies UJS. Let $\mu$ be a signed measure in Kato class $K_\infty(X)$ as introduced in [9]. The associated spectral function $C(\lambda)$ is defined to be

$$C(\lambda) = -\inf \left\{ Q(u,u) + \lambda \int_{\mathbb{R}^d} u(x)^2 \mu(dx) : u \in D \text{ with } \int_{\mathbb{R}^d} u(x)^2 dx = 1 \right\}.$$ 

It follows from [15] and Theorem 6.1 that the extended Dirichlet form $(Q, D_e)$ is compactly embedded into $L^2(\mathbb{R}^d, |\mu|)$. Hence using the heat kernel estimates established in this paper, by an almost the same argument as that in [24, 25], it can be shown that if $d \leq 4$, then $\lambda \mapsto C(\lambda)$ is differentiable on $\mathbb{R}$. But we will not go into details about it here. See [15] for recent progress on the differentiability of spectral functions.

Acknowledgment: The second named author thanks Martin Barlow for discussions on UJS that led to Example 2.4.
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